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Developments in the analysis of longitudinal data,
dimension reduction, and beyond

Heping Zhang

Analysis of longitudinal data is a very important topic.
Kürüm et al. [1] proposed a copula-based joint modeling
framework for mixed longitudinal responses. Their approach
permits all model parameters to vary with time, which
is useful in revealing dynamic response–predictor relation-
ships and response–response associations as demonstrated
through their analysis of Women’s Interagency HIV Study.
Understanding HIV viral load dynamics also requires the
modeling of complex longitudinal data for which nonlinear
mixed-effects (NLME) models are commonly used. In those
models, random errors are generally assumed normally dis-
tributed, but normality may not be validate in practice.
Han et al. [2] adopt a Bayesian-frequentist hybrid (BFH)
approach to NLME models with a skew-normal distribu-
tion for the covariate measurement errors. Their approach
jointly models the response and covariate processes, and led
to insightful understanding of the HIV viral dynamics from
the data in an AIDS clinical trial. Related to [1, 2], mod-
eling survival time AIDS patients is of clinical significance.
Gómez [3] introduced two families of distributions that are
suitable for fitting unimodal as well as bimodal symmet-
ric and asymmetric censored data. Their models extend the
skew normal model to bimodal symmetric and asymmetric
situations and typically involves less parameters to be es-
timated than mixtures of normal distributions. The utility
of their approach is demonstrated through the analysis of
the data from a study on antiretroviral therapy (HAART)
to AIDS patients.

Also on analysis of longitudinal data, Wang and Castro
[4] were concerned with multiple trajectories following arbi-
trary growth patterns in the presence of outliers and pos-
sible missing responses. Because the likelihood function is
intractable, they devised a fully Bayesian estimating proce-
dure to account for the uncertainties of model parameters,
random effects, and missing responses via the Markov chain
Monte Carlo method.

Missing data in longitudinal data give rise to serious chal-
lenges in the statistical modeling, including the identifiabil-
ity of model parameters. To overcome those challenges, Zhao
et al. [5] made use of several novel techniques such as the
generalized method of moments, an augmented inverse prob-
ability weighting estimator, and the importance sampling.

Again on the longitudinal data, Chen et al. [6] proposed
a nonparametric multivariate control scheme for simultane-
ously monitoring several related characteristics of a process

in time. This method can quickly detect small mean and/or
variance shifts in various types of longitudinal processes,
Gaussian or non-Gaussian.

Dimension reduction is one of the most challenging and
lasting problem in statistical modeling. Principal compo-
nent analysis (PCA) is the most commonly used approach,
but it raises computational challenges when it is applied big
data. Zhang and Yang [7] introduced a practical improve-
ment over PCA by providing exact solutions when the size
of observed data exceeds the memory size of a computing
system. High-dimensional stationary time series arise from
finance industry. Xia et al. [8] suggested a method to deter-
mine the number of factors in factor modeling for such data.
Interactions among genes, known as epistasis, are important
to our understanding of common complex diseases. Niu et
al. [9] considered interaction screening for high dimensional
quadratic regression models. They proposed a main-effect-
adjusted interaction screening procedure which selects in-
teractions while taking into account main effects. It is a
unified framework and can be employed to Pearson corre-
lation coefficient, and as well as nonparametric rank-based
measures such as Spearman’s and Kendall’s correlation co-
efficients.

How to deal with zero-total-event data, meaning zero
events in both treatment and control arms, has long been
debated, and received much renewed interest recently. Xie
et al. [10] provided a timely and detailed comparison of two
approaches: the regular likelihood approach and the classical
conditional likelihood approach. They found that, “when we
assume the underlying population event rates are not zero,
an observed zero-total-event study actually contains infor-
mation for inference on the parameters such as the com-
mon odds ratio in meta-analysis and cannot be left out in
our analysis. This is contrary to the belief held by many
statisticians that an observed zero-total-event study does
not contribute to meta-analysis because it does not contain
any information concerning the common odds ratio.” Their
finding helps clarify a difficult question concerning how to
deal with zero-total-event studies in meta-analysis of rare
event studies.

Count data are commonly collected in healthcare indus-
try, and sometimes they have excess zeros or excess ones.
To deal with this particular issue, Liu et al. [11] proposed
a zero-one-inflated Poisson model. Also on count data, Li
et al. [12] dealt with the topic on missing data in two-way
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contingency tables which often occur in multi-center clin-
ical trials by presenting a reasonable joint distribution of
the observed counts in an incomplete contingency table and
testing the homogeneity between two correlated proportions
in multiple incomplete two-way contingency tables.

The presence of ordinal data is reality of our lives. For
example, Nandram and Peiris [13] described a taste-testing
experiment in which foods were withdrawn from storage at
various times and a panel of tasters were asked to rate the
foods on a nine-point hedonic scale. Nandram and Peiris
[13] provided a Bayesian procedure to assess the difference
between fresh foods and foods withdrawn a few months
later.

Identifying diffierentially expressed genes is important for
cancer diagnosis. Yang et al. [14] presented a stochastic
variable selection approach for gene selection with differ-
ent two level hierarchical prior distributions for regression
coefficients.

Lastly, in this issue, we introduced a new forum on chal-
lenges arising from the practice [15]. We welcome short es-
says on emerging and important problems that call for novel
statistical ideas and solutions.
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