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Abstract: Let V be an algebraic variety in Cn. We say that V satisfies the
strong Phragmén-Lindelf property (SPL) or that the classical Phragmén-
Lindelf Theorem holds on V if the following is true: There exists a posi-
tive constant A such that each plurisubharmonic function u on V which is
bounded above by |z|+o(|z|) on V and by 0 on the real points in V already is
bounded by A| Im z|. We characterize the algebraic surfaces V in Cn which
satisfy (SPL) by using the behavior of their branch curves with respect to
many projections in Cn which are noncharacteristic for V at infinity.
Keywords: plurisubharmonic function, Phragmén-Lindelöf theorem, alge-
braic surface, hyperbolic variety.

1. Introduction

An algebraic variety V in Cn, n ≥ 2, has the property (SPL) if there exists a
constant A ≥ 1 such that for each plurisubharmonic function u on V the estimates

u(z) ≤ |z|+ o(|z|), z ∈ V, and u(z) ≤ 0, z ∈ V ∩ Rn,
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imply

u(z) ≤ A| Im z|, z ∈ V.

By the classical Phragmén-Lindelöf Theorem, V = Cn satisfies (SPL) with A = 1.
Thus the varieties V that have the property (SPL) are the ones for which a nat-
ural extension of the classical Phragmén-Lindelöf Theorem holds. This, however,
is not the only reason why they are of interest. In fact, there are several problems
concerning linear partial differential operators with constant coefficients for which
the property (SPL) plays an important role in their solution. The first result of
this type was obtained in Meise and Taylor [17]. There it was shown that for a
homogeneous polynomial Pm ∈ C[z1, · · · , zn] of degree m ≥ 2 and P (z′, zn+1) :=
Pm(z′)−zn+1, the operator P (D) : C∞(Rn+1) → C∞(Rn+1) admits a continuous
linear right inverse if and only if the variety V (P ) := {z ∈ Cn+1 : P (−z) = 0} sat-
isfies (SPL). For n = 3 the latter property was characterized in [4], Theorem 5.1,
by properties of Pm. For a weight function ω (e.g., ω(t) = tα, 0 < α < 1) and
P ∈ C[z1, . . . , zn] we showed in [8] that the operator P (D), acting on the space of
ω-ultradifferentiable functions Eω(Rn) of Beurling type, admits a continuous lin-
ear right inverse only if certain limit varietes Tγ,dV (P ) associated with V (P ) have
the property (SPL). A modification of this result by Heinrich [16] together with a
theorem of Hörmander [15] shows that P (D) acts surjectively on the space A(Rn)
of all real analytic functions on Rn only if for each ξ ∈ V (Pm) ∩ Rn, |ξ| = 1, all
limit varieties Tσ,δ(V (Pm)− ξ) satisfy (SPL), where Pm is the principal part of P

and where the limit varieties are computed at the singular point 0 ∈ (V (Pm)−ξ).

In [10] we characterized the algebraic surfaces in Cn which satisfy (SPL), using
methods from [8] to characterize the linear partial differential operators that ad-
mit a continuous linear right inverse on the space Eω(R3) of all ω-ultradifferentiable
functions of Beurling type on R3. This characterization was then used in [12] to
show that an algebraic surface V in Cn satisfies (SPL) if and only if each of its
limit varieties Tγ,dV satisfies (SPL).

In the present paper we give a different characterization of the algebraic sur-
faces V in Cn which satisfy (SPL), one that is in the spirit of our characterization
in [6] of the local Phragmén-Lindelf condition PLloc(ξ) (see Definition 3.3) for an-
alytic varieties V in C3. To be more precise we sketch the structure of the present
paper. In Section 2 we introduce basic notation and recall results that are used
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later. In particular, we introduce real simple curves γ and limit varieties Tγ,dV

of an algebraic variety V along γ of order d ≤ 1. In Section 3 we recall various
necessary conditions for algebraic varieties V in Cn to satisfy (SPL). A subset of
these necessary conditions shows that if V satisfies (SPL) then V is weakly hy-
perbolic in conoids (see Definition 3.9) and satisfies PLloc(ξ) at each ξ ∈ V ∩Rn.
In order to show that these two necessary conditions are sufficient for surfaces we
investigate in Section 4 the branching behavior of V with respect to projections
in Cn that are noncharacteristic for V at infinity. The essential observation is
that there exists a number q ∈ N such that for all such projections the branch
curves in V with respect to π have a Puiseux expansion near infinity which has
rational exponents with denominator q. This result and others from Section 4 are
used in Section 5 to prove the main theorem of this paper, Theorem 5.2, which
gives a new characterization of the algebraic surfaces in Cn that satisfy (SPL).
In particular, Theorem 5.2(b) shows that an algebraic surface V satisfies (SPL) if
and only if it satisfies PLloc(ξ) at every real point ξ ∈ V and is weakly hyperbolic
in conoids. While verification of these facts appears to require checking infinitely
many conditions, an essential point in the proof is that, up to compactness argu-
ments, one can reduce these to a more technical but finite set of conditions which
are given in 5.2 (c). In the final Section 6 we discuss some examples that show
how the main theorem can be applied.

The authors thank T. Heinrich for several helpful discussions on the subject
matter of the present paper.

2. Preliminaries

In this section we fix the notation and recall some basic facts that are needed
in the subsequent sections.

Throughout this paper, | · | denotes the Euclidean norm on Cn, B(ξ, r) or
Bn(ξ, r) denotes the open ball with center ξ and radius r in Cn, and Sn denotes
the Euclidean unit sphere in Rn+1.

2.1. Tangent cones and the cone of limiting directions at infinity. (a) Let
V be the germ of an analytic variety at some point p in Cn. The tangent cone
TpV of V at p is defined as the set of all v ∈ Cn which are tangent to V at p.
Here v ∈ Cn is tangent to V at p if there exist a sequence (pj)j∈N in V converging
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to p and a sequence (aj)j∈N in C such that limj→∞ aj(pj − p) = v. For a general
discussion of tangent cones at p, see Whitney [21], chapter 7. The tangent cone
defined here is Whitney’s cone C3.

(b) For an algebraic variety V in Cn its cone of limiting directions Vh is defined
as

Vh := {r lim
j→∞

zj

|zj | : r ≥ 0, zj ∈ V, |zj | → ∞}.

For a different description see [5], 2.4, where it is proved in particular that Vh is
an algebraic variety.

2.2. Definition. A simple curve γ in Cn is a map γ : [α,∞[ → Cn which for
some α > 0 and some q ∈ N admits a convergent expansion

γ(t) =
q∑

j=−∞
ξjt

j/q with |ξq| = 1.

The vector ξq is called the limit vector of γ at infinity. The trace of γ is defined as
tr(γ) := γ([α,∞[). A real simple curve is a simple curve γ satisfying tr(γ) ⊂ Rn.

2.3. Remark. (a) If γ : [α,∞[ → Cn is a simple curve then for some β ≥ α the
restriction of γ to [β,∞[ is injective. Hence it is no restriction to assume that γ

is injective.

2.4. Definition. A real simple curve γ in Rn is said to be in standard parametriza-
tion with respect to a basis (ξ1, . . . , ξn) of Rn if for some q ∈ N we have γ(t) =
tξ1 +

∑n
ν=2 γν(t)ξν , where γν(t) =

∑q−1
j=−∞ aν,jt

j/q.

From [8], Lemma 2.5, we recall the following lemma.

2.5. Lemma. (a) Let V ⊂ Cn be a pure 1-dimensional algebraic variety in
Cn and let T be a branch of V ∩ Rn at infinity. Then there exist a
basis (ξ1, . . . , ξn) of Rn, r > 0, and a real simple curve γ in standard
parametrization such that T \Bn(0, r) = tr(γ).

(b) Let γ be a real simple curve in Rn and let (ξ1, . . . , ξn) be a basis of Rn

such that ξ1 is the limit vector of γ at infinity. Then there are r > 0 and
a real simple curve δ which is in standard parametrization with respect to
(ξ1, . . . , ξn) such that tr(γ) \Bn(0, r) = tr(δ).
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2.6. Definition. Let V ⊂ Cn be an algebraic variety of pure dimension k ≥ 1,
let γ : [α,∞[ → Cn be a simple curve, and let d ≤ 1. Then for t ∈ [α,∞[ we
define

Vγ,d,t := {w ∈ Cn : γ(t) + wtd ∈ V } =
1
td

(V − γ(t))

and we define the limit variety Tγ,dV of V of order d along γ as the set

Tγ,dV := {ζ ∈ Cn : ζ = lim
j→∞

zj , where zj ∈ Vγ,d,tj for j ∈ N and

(tj)j∈N is a sequence in [α,∞[ which tends to infinity}.
If it is clear from the context we will sometimes write Vd,t or just Vt instead of
Vγ,d,t.

From [9], Theorem 10, Proposition 29, and Proposition 22, we recall the fol-
lowing results about limit varieties. More details are given in section 6 below.

2.7. Theorem. Let V be an algebraic variety of pure dimension k ≥ 1 in Cn, let
γ : [α,∞[ → Cn be a simple curve in Cn with limit vector ξ at infinity, and let
d ≤ 1 be given. Then the following assertions hold:

(a) Tγ,dV is either empty or an algebraic variety of pure dimension k.
(b) Tγ,1V = Vh − ξ.
(c) If d < 1 then w ∈ Tγ,dV if and only if w + λξ ∈ Tγ,dV for each λ ∈ C.
(d) For each R > 0 there exists α0 ≥ α such that for each sequence (tj)j∈N in

[α0,∞[ which tends to infinity, the varieties (Vγ,d,tj∩B(0, R))j∈N converge
to Tγ,dV ∩B(0, R) in the sense of Meise, Taylor, and Vogt [18], 4.3.

2.8. Remark. Let V be an algebraic variety in Cn of pure dimension k ≥ 1 and let
γ be a real simple curve. If δ is the real simple curve in standard parametrization
with tr(δ) = tr(γ) according to Lemma 2.5 then for each d ≤ 1 we have Tδ,dV =
Tγ,dV .
To show this, note that by the proof of Lemma 2.5 in [8] there exist q ∈ N and a
Laurent series φ such that φ(s) = s + o(s) and δ(t) = γ(φ(t1/q)q). This implies
for τ(t) = φ(t1/q)q that

Vδ,d,t =
1
td

(V − δ(t)) =
1
td

(V − γ(τ(t))) = (
τ(t)
t

)d(
1

τ(t)
)d(V − γ(τ(t)))

= (
τ(t)
t

)dVγ,d,τ(t).
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Because of limt→∞
τ(t)

t = 1, this implies Tδ,dV = Tγ,dV .

2.9. Definition. Let γ : [α,∞[ → Rn be a real simple curve, let d ≤ 1, U a
subset of Cn, and R ≥ α be given. We call

Γ(γ, d, U,R) :=
⋃

t>R

(γ(t) + tdU)

the conoid with core γ, opening exponent d, and profile U , with tip truncated at
R.

2.10. Definition. Two simple curves γ and σ in Cn are called equivalent modulo
d ≤ 1 if for each zero neighborhood U in Cn and each R ≥ 1 we have

Γ(γ, d, U,R) ∩ Γ(σ, d, U,R) 6= ∅.
If T is a branch of V ∩ Rn at infinity as in Lemma 2.5 then T is said to be
equivalent to γ modulo d if there exists a real simple curve σ which is equivalent
to γ modulo d and satisfies tr(σ) = T .

From [8], Lemma 2.10, we recall:

2.11. Lemma. Let γ and β be two simple curves in Cn defined on [α,∞[ for
some α > 0. Then the following assertions hold:

(a) If γ and β are equivalent modulo d for some d ≤ 1 then their limit vectors
at infinity coincide.

(b) If γ(t) =
∑q

j=−∞ ajt
j/q and β(t) =

∑l
j=−∞ bjt

j/l are standard parametriza-
tions of γ and β with respect to the same real basis X, then γ and β are
equivalent modulo d < 1 if and only if

(2.1)
q∑

j=dq

ajt
j/q =

l∑

j=dl

bjt
j/l, t ∈ [α,∞[,

or equivalently, |γ(t)− β(t)| = o(td) as t tends to infinity.
(c) The relation “equivalence modulo d” defined in 2.9 is an equivalence re-

lation for real simple curves.

2.12. Definition. Let V be an analytic variety in Cn and let Ω be an open subset
of V .

(a) By Ωreg (resp. Ωsing) we denote the set of all regular (resp. singular)
points of V in Ω.
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(b) A function u : Ω → [−∞,∞[ is called plurisubharmonic if it is locally
bounded above, plurisubharmonic in the usual sense on Ωreg and satisfies

u(z) = lim sup
ζ∈Ωreg,ζ→z

u(ζ)

at the singular points of V in Ω. By PSH(Ω) we denote the set of all
plurisubharmonic functions on Ω.

3. Necessary Conditions

In this section we will derive necessary conditions for an algebraic variety V of
pure dimension k in Cn to satisfy the following condition (SPL).

3.1. Definition. An algebraic variety V in Cn satisfies the condition (SPL) if
there exists a constant A ≥ 1 such that for each u ∈ PSH(V ) the conditions (α)
and (β) imply (γ), where

(α) u(z) ≤ |z|+ o(|z|), z ∈ V ,
(β) u(z) ≤ 0, z ∈ V ∩ Rn,
(γ) u(z) ≤ A|Im z|, z ∈ V .

We will write SPL(A) when we want to specify the constant A.

3.2. Remark. By the classical Phragmén-Lindelöf theorem for plurisubharmonic
functions on Cn, V = Cn satisfies the condition SPL(1). Hence one can consider
algebraic varieties which satisfy (SPL) as those for which the classical Phragmén-
Lindelöf theorem holds. In [4], Proposition 2.8, we pointed out why it would be
too restrictive to require A = 1 in Definition 3.1.

Besides this interpretation the property (SPL) also plays a role in the character-
ization of those polynomials P ∈ C[z1, . . . , zn] for which the differential operator
P (D) : D′(Rn) → D′(Rn) admits a continuous linear right inverse, as was shown
in Meise and Taylor [17], Theorem 3.4 and in [4].

In order to state various necessary conditions for (SPL) we next recall several
definitions, beginning with the local Phragmén-Lindelöf condition that was used
by Hörmander [15] to characterize those differential operators P (D) that are
surjective on the space A(Rn) of all real analytic functions on Rn.
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3.3. Definition. For ξ ∈ Rn and r0 > 0 let V be an analytic variety in B(ξ, r0)
which contains ξ. We say that V satisfies the condition PLloc(ξ) if there exist
positive numbers A and r0 ≥ r1 ≥ r2 such that each u ∈ PSH(V ∩ B(ξ, r1))
satisfying

(α) u(z) ≤ 1, z ∈ V ∩B(ξ, r1) and
(β) u(z) ≤ 0, z ∈ V ∩ Rn ∩B(ξ, r1)

also satisfies

(γ) u(z) ≤ A|Im z|, z ∈ V ∩B(ξ, r2).

For other equivalent definitions of PLloc(ξ) we refer to [6], Lemma 3.3.

3.4. Definition. Let V be an analytic variety in a neighborhood of a point ξ ∈
V ∩ Rn. We say that V satisfies the dimension condition at ξ if for each locally
irreducible component W of V at ξ, the dimension of W ∩ Rn as a real analytic
variety is equal to the dimension of W at ξ as a complex variety.

Remark. If V satisfies PLloc(ξ) at ξ ∈ V ∩ Rn, then V satisfies the dimension
condition at ξ. This follows from Meise, Taylor, and Vogt [18], Lemma 2.8, since
the condition PLloc(ξ) implies the condition RPLloc(ξ), defined in [18], 2.3.

3.5. Definition. (a) Let V be an analytic variety in Cn which is of pure dimension
k ≥ 1 in ζ ∈ V . A projection π : Cn → Cn is called noncharacteristic for V at
ζ if its rank is k, its image and its kernel are spanned by real vectors, and
TζV ∩ kerπ = {0}.
(b) Let V be an algebraic variety in Cn of pure dimension k ≥ 1. A projection
π : Cn → Cn is called noncharacteristic for V at infinity if its rank is k, its image
and its kernel are spanned by real vectors, and Vh ∩ kerπ = {0}.

Hence a projection is noncharacteristic for V at ζ if its kernel is transverse to
V at ζ and its image and kernel are spanned by real vectors.

3.6. Definition. Let V be an algebraic variety of pure dimension k ≥ 1 in Cn,
let γ : [α,∞[ → Cn be a real simple curve, let d ≤ 1, and let ζ ∈ Tγ,dV ∩ Rn.
We say that V is (γ, d)-hyperbolic at ζ with respect to a projection π : Cn → Cn

which is noncharacteristic for Tγ,dV at ζ if there exist a zero neighborhood U in
Cn and r > α such that z ∈ V ∩ Γ(γ, d, ζ + U, r) is real whenever π(z) is real. V
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is called (γ, d)-hyperbolic at ζ if it is (γ, d)-hyperbolic at ζ with respect to some
projection π as above.

By Meise and Taylor [17], Proposition 4.4, and [10], Proposition 3.5 and 3.9,
the following theorem holds.

3.7. Theorem. Let V be an algebraic variety in Cn of pure dimension k ≥ 1. If
V satisfies (SPL) then the following assertions hold:

(a) V satisfies PLloc(ξ) at each ξ ∈ V ∩ Rn.
(b) For each real simple curve γ in Cn and each d ∈ ]−∞, 1], we have

(i) Tγ,dV satisfies (SPL).
(ii) For each ξ ∈ (Tγ,dV )reg ∩Rn and each projection π : Cn → Cn which

is noncharacteristic for Tγ,dV at ξ, V is (γ, d)-hyperbolic at ξ with
respect to π.

3.8. Corollary. Let V be an algebraic variety in Cn of pure dimension k ≥ 1. If
V satisfies (SPL) then the following conditions are fulfilled:

(a) V satisfies PLloc(ξ) at each ξ ∈ V ∩ Rn.
(b) For each real simple curve γ in Cn and each d ∈ ]−∞, 1], Tγ,dV satisfies

PLloc(ζ) at each ζ ∈ Tγ,dV ∩ Rn and V is (γ, d)-hyperbolic at each real
point of Tγ,dV which is regular.

3.9. Definition. If an algebraic variety V in Cn satisfies condition (b) of Corollary
3.8, then we say that V is weakly hyperbolic in conoids (at infinity).

Remark. Definition 3.9 is the analogue of Definition 3.14 in [6] for the local
Phragmén-Lindelf condition. It should be compared with Definition 3.15 in [10],
which obviously requires a lot more than Definition 3.9.

From [10], Lemma 3.17, we recall the following necessary conditions for (SPL)
which are easy to check.

3.10. Lemma. Let V be an algebraic variety in Cn of pure dimension k ≥ 1
which satisfies (SPL). Then the following assertions hold:

(a) W ∩ Rn 6= ∅ for each irreducible component W of V .
(b) The ideal I(V ) := {p ∈ C[z1 . . . zn] : p|V ≡ 0} is generated by polynomials

with real coefficients.
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In section 5 we will use the fact that a result of Braun [3] for homogeneous
surfaces in C3 also holds for homogeneous surfaces in Cn. To formulate this
clearly, we recall the following definition from Anderson [1], resp. Hrmander [15],
Definition 6.4.

3.11. Definition. Let V be an analytic variety of pure dimension k in Cn and let
ξ ∈ V ∩ Rn. We say that V is locally hyperbolic at ξ if there are a neighborhood
U of ξ and a projection π : Cn → Cn which is noncharacteristic for V at ξ such
that z ∈ V ∩ U is real whenever π(z) is real.

3.12. Proposition. Let V be a homogeneous algebraic surface in Cn. Then for
ξ ∈ V ∩ Rn, |ξ| = 1, the following assertions are equivalent:

(a) V satisfies PLloc(ξ).
(b) After a real linear change of variables that identifies ξ with (1, 0, . . . , 0)

there exist positive numbers % and δ, k ∈ N, and holomorphic maps gj :
B2((1, 0), %) → Cn−2 satisfying gj(B2((1, 0), %) ∩ R2) ⊂ Rn−2, 1 ≤ j ≤ k,
such that

V ∩(B2((1, 0), %)×Bn−2(0, δ)) =
k⋃

j=1

{(z1, z2, gj(z1, z2)) : (z1, z2) ∈ B2((1, 0), %)}.

(c) V is locally hyperbolic at ξ.

Proof. (a) ⇒ (b): After a real linear change of variables, we may assume that
ξ = (1, 0, . . . , 0) ∈ V ∩ Rn. Then the set

W := {z′ ∈ Cn−1 : (1, z′) ∈ V }
is an algebraic curve in Cn−1 which contains the origin. We claim that W satisfies
PLloc(0). To prove this, define

G := {z ∈ V : |z1 − 1| < 1
2

and (
z2

z1
, . . . ,

zn

z1
) ∈ Bn−1(0, 1)}.

Obviously, G is an open neighborhood of ξ in V . Hence we can choose r1 > 0 such
that V ∩Bn(ξ, r1) ⊃ G. Since V satisfies PLloc(ξ), it follows from [6], Lemma 3.3,
that there exist 0 < r2 ≤ r1 and A ≥ 1 such that PLloc(ξ) holds for V at ξ

with these parameters. Now let u be any function in PSH(W ∩Bn−1(0, 1)) which
satisfies u(z′) ≤ 1, z′ ∈ W∩Bn−1(0, 1), and u(x′) ≤ 0, x′ ∈ W∩Rn−1∩Bn−1(0, 1),
and define

ϕ : G → [−∞,∞[, ϕ(λ, λz′) := u(z′), λ ∈ B1(1, 1/2), z′ ∈ V ∩Bn−1(0, 1).
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Obviously, ϕ is in PSH(V ∩Bn(ξ, r1)) and satisfies

ϕ(z) ≤ 1, z ∈ V ∩Bn(ξ, r1) and ϕ(x) ≤ 0, x′ ∈ V ∩ Rn ∩Bn(ξ, r1).

Consequently, ϕ satisfies ϕ(z) ≤ A| Im z| for z ∈ V ∩Bn(ξ, r2). This implies

u(z′) = ϕ(1, z′) ≤ A| Im(1, z′)| = A| Im z′|, z′ ∈ W ∩Bn−1(0, r2).

Hence W satisfies PLloc(0).

Now we apply [6], Proposition 3.16, to find a real linear change of variables in
Cn−1, %0 > 0, δ > 0, k ∈ N, and holomorphic functions hj : B1(0, %0) → Cn−2

satisfying hj(B1(0, %0) ∩ R) ⊂ Rn−2 such that

W ∩B1(0, %0)×Bn−1(0, δ) =
k⋃

j=1

{(ζ2, hj(ζ2)) : ζ2 ∈ B1(0, %0)}.

Next choose 0 < % < 1/2 so small that for (z1, z2) ∈ B2((1, 0), %) we have z2/z1 ∈
B1(0, %0) and define for 1 ≤ j ≤ k

gj : B2((1, 0), %) → Cn−2, gj(z1, z2) = z1hj(
z2

z1
).

Then it follows that (b) holds.

(b) ⇒ (c): From (b) it follows easily that the projection π : Cn → Cn,
π(z1, . . . , zn) := (z1, z2, 0, . . . , 0) is noncharacteristic for V at ξ and that z ∈
V ∩ (B2((1, 0), %)×Bn−2(0, δ)) is real whenever π(z) is real. Hence (c) holds.

(c) ⇒ (a): This follows from standard arguments. ¤

4. Critical levels

To show that the necessary conditions in Corollary 3.8 are in fact sufficient
for (SPL) for algebraic surfaces V in Cn, we analyze the branching behavior of
V outside large balls with respect to various coordinate choices. This analysis is
prepared in the present section by the concept of critical levels.

4.1. Definition. Let V be an algebraic surface in Cn and denote by Vh its cone of
limiting directions. A linear subspace L of Cn is said to be noncharacteristic for
V at infinity (resp. at ζ ∈ V ) if dimL = codim V = n−2, L = spanCL∩Rn, and
L∩ Vh = {0} (resp. L∩ TζV = {0}). We denote the set of all linear subspaces of
Cn which are noncharacteristic for V at infinity (resp. at ζ) by NC(V,∞) (resp.
by NC(V, ζ)).
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To indicate why NC(V,∞) is not empty, we recall the following definition.

4.2. Definition. For n, l ∈ N with 1 ≤ l ≤ n we denote by Grass(l, n) the
set of all l-dimensional C-linear subspaces of Cn. In the real setting we denote
the corresponding set by GrassR(l, n). Via complexification GrassR(l, n) can be
considered as a subset of Grass(l, n).

For given L ∈ Grass(l, n) choose a basis v1, . . . , vl of L and associate with it
the element v := v1 ∧ · · · ∧ vl ∈

∧l Cn. Of course, different bases lead to different
vectors v, however, as is shown in [13], A.3.6, they can only differ by a scalar.
This means that Grass(l, n) can be embedded into PN as an algebraic subvariety
if N = ( n

l ) − 1. (For the details, see [13], A.3.6.) A subset A of Grass(l, n) is
called algebraic if it is algebraic in PN under this embedding.

4.3. Lemma. Let V be a pure k-dimensional analytic variety in Cn. For ζ ∈ V

let
Nζ := {L ∈ Grass(n− k, n) : L ∩ TζV = {0}}.

Then the set A := Grass(n− k, n) \Nζ is an algebraic subset of Grass(n− k, n).
Moreover, a projection π : Cn → Cn of rank k whose image and kernel are
spanned by real vectors is noncharacteristic for V at ζ if and only if kerπ /∈ A.

Note that GrassR(n − k, n) \ A is dense in GrassR(n − k, n). In particular,
NC(V, ζ) 6= ∅. Note that this result also holds for ζ = ∞.

Proof. We may assume ζ = 0. It is well known that Nζ is an open and dense
subset of Grass(n − k, n) in the Zariski topology (cp., e.g., [13], 3.8, proof of
Corollary 2). Then the claim holds for A := Grass(n− k, n) \Nζ .

To prove the claimed density result, note that L ∈ Grass(n − k, n) is in
GrassR(n − k, n) if and only if all its Plcker coordinates are real. Hence the
standard argument applies that is used to show that Rn \ B is dense in Rn if B

is algebraic in Cn. ¤

4.4. Definition. Let V be an algebraic surface in Cn and L ∈ NC(V,∞). Then
we denote by BL ⊂ V the branch locus of any projection π in Cn with kerπ = L

in the sense of Chirka [13], 2.7. Since two projections π1, π2 in Cn which satisfy
kerπ1 = kerπ2 = L have the same branch locus, the set BL is well-defined.

4.5. Lemma. For each algebraic surface V in Cn, n ≥ 3, the following assertions
hold :
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(a) If L ∈ NC(V,∞), then dimBL ≤ 1.
(b) There is r > 0 such that for each L ∈ NC(V,∞) the set BL \ B(0, r) is

either empty or an algebraic variety of pure dimension 1.
(c) There exists q ∈ N such that for each L ∈ NC(V,∞), each irreducible

component W of BL, and each basis (b1, . . . , bn) of Cn with b1 ∈ Wh there
exist a compact set K, δ > 1, and Laurent series

∑
j<q aν,jt

j, 2 ≤ ν ≤ n,
such that

(4.1) W ∩ Cn \K =
{

tqb1 +
n∑

ν=2

∑

j<q

aν,jt
jbν : |t| > δ

}
.

Proof. (a) is proved in Chirka, [13], Proposition 4.5. There it is also shown
that if a is an isolated point of BL, then there are a neighborhood U of a and
complex 2-dimensional manifolds M1, . . . , Mk such that V ∩ U =

⋃k
j=1 Mj and

BL ∩ U =
⋃

i6=j Mi ∩ Mj . In particular, the set of isolated points of BL is
independent of L. It is finite since the algebraic set BL has only a finite number
of connected components by Bochnak, Coste, and Roy [2], Théorème 2.4.4. This
proves (b).

For the proof of (c), let m be the degree of the algebraic variety V in the sense
of Chirka [13], 11.3, i.e., m is the number of sheets of the projection πM for an
arbitrary (n−2)-dimensional plane M in Cn such that Vh∩Mh = {0}. Note that
each M ∈ NC(V,∞) satisfies this requirement.

We fix L ∈ NC(V,∞). We may assume L = {(0, 0)} × Cn−2 and πL(z) =
(z1, z2, 0, . . . , 0). Our aim is to reduce the proof to the hypersurface case, hence we
define for j = 3, . . . , n the projections πj(z) := (z1, z2, zj) and π′(w1, w2, w3) :=
(w1, w2). Applying a unitary transformation in the last (n − 2) variables as in
the proof of Chirka [13], Corollary 3.6, we may assume that all the maps πj ,
j = 3, . . . , n, are almost single sheeted in the sense of [13], 3.6. The latter implies
in particular that πj : V → C3 is proper and that for Vj := πj(V ) the restriction
πj : V ∩ π−1

j ((Vj)reg) → (Vj)reg is biholomorphic. Hence, by [13], Theorem 3.2,
the sets Vj are algebraic subsets of C3. The sheet numbers of Vj and of V coincide
since πL = π′ ◦ πj and πj is biholomorphic in an open subset of V . Hence Vj is
the zero variety of some square-free polynomial Fj ∈ C[Z1, Z2, Z3] of degree m.

Fix j = 3, . . . , n. We claim that (4.1) holds for Vj instead of V , the projection
π′, and some q ≤ m2(m− 1). To see this, let D ∈ C[Z1, Z2] be the discriminant
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of Fj with respect to zj . Then deg D = m(m − 1). Let us assume that the line
M := {0}×C is noncharacteristic for the zero variety of D, i.e., for π′(Bj). Then
for each x ∈ C there are no more than m(m − 1) points in π′(Bj) whose first
coordinate is x. Above each of these points there are at most m points in Vj .
Since Bj ⊂ Vj this means that for fixed x there are at most m2(m − 1) points
in Bj whose first coordinate is x. Since for generic x each of the possible q-th
roots in (4.1) yields a different point, the claim is shown.

Let Bj be the branch locus of π′ : Vj → C2. We claim πj(BL) ⊂ Bj . To see this,
assume by way of contradiction the existence of z ∈ BL with w := πj(z) 6∈ Bj .
Then w ∈ (Vj)reg and hence z ∈ Vreg by the properties of an almost single sheeted
map. Since πj is biholomorphic in a neighborhood of z and π′ is biholomorphic
in a neighborhood of w, we arrive at a contradiction to πL = π′ ◦ πj .

Fix a basis (b1, . . . , bn) of Cn for which b1 ∈ Wh. Note first that q does not
depend on the choice of b2, . . . , bn. Hence it suffices to show the claim for the
standard coordinate system. In this case, the j-th component of any branch
curve is contained in the third component of Bj , hence admits a Puiseux series
expansion for some q ≤ m2(m − 1). In particular, this q is a factor of (m3)!,
hence can be replaced by (m3)!. Since m is independent of L, the claim is shown
for q = (m3)!. ¤

4.6. Definition. Let V be an algebraic surface in Cn, γ a real simple curve, d ≤ 1,
and A a proper algebraic subset of Grass(n − 2, n) which satisfies NC(V,∞) ⊃
GrassR(n − 2, n) \ A. A real number δ ≤ d is called A-admissible for γ, if for
each L ∈ GrassR(n − 2, n) \ A each real simple curve τ which is equivalent to γ

modulo d and satisfies tr(τ) ⊂ BL ∩ Rn is already equivalent to γ modulo δ.

4.7. Lemma. Let V be an algebraic surface in Cn, γ a real simple curve, and A a
proper algebraic subset of Grass(n−2, n) which satisfies NC(V,∞) ⊃ GrassR(n−
2, n) \A. Then for each d ≤ 1 there exist ∆A(γ, d) ∈ [−∞, d[ such that

{δ ≤ d : δ is A-admissible for γ} = ]∆A(γ, d), d].

This implies in particular that ∆A(γ, d) is not A-admissible if ∆A(γ, d) > −∞.

Proof. Fix L ∈ GrassR(n− 2, n) \A, let W be a locally irreducible component of
BL at infinity, and τ a real simple curve with tr(τ) ⊂ BL∩Rn which is equivalent
to γ modulo d. Then Lemma 2.5 implies that γ and τ have the same limit vector
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ξ at infinity and that ξ ∈ Wh. This shows that ξ does not depend on L. Choose
a basis (b1, . . . , bn) of Rn with b1 = ξ. By Lemma 2.5 we can assume that γ

and τ are in standard parametrisation with respect to this basis, which does not
depend on L. Hence there exists l ∈ N such that in the basis (b1, . . . , bn) we have

γ(t) =
l∑

j=−∞
ajt

j/l, t ≥ α.

By the choice of the basis and Lemma 4.5 we have

τ(t) =
q∑

j=−∞
bj(L)tj/q,

where q ∈ N is the number that exists by Lemma 4.5. Now fix a number ∆ which
is A-admissible. Then γ and τ are equivalent modulo ∆. By Lemma 2.11 this
implies

(4.2)
q∑

j=∆q

bj(L)tj/q =
l∑

j=∆l

ajt
j/l, t ≥ β.

From (4.1) it follows easily that there exists ε > 0, not depending on L and τ ,
such that (4.2) holds with ∆ replaced by ∆− ε. Hence Lemma 2.11 implies that
γ and τ are equivalent modulo δ for each δ ∈ [∆−ε, ∆]. Since ∆ was an arbitrary
A-admissible number, this proves that the set of A-admissible numbers is open.
Since it is obviously an interval, the claim is proved. ¤

4.8. Definition. The number ∆A(γ, d) from 4.7 is called the A-critical level of
the pair (γ, d).

4.9. Definition. Let V be an algebraic surface in Cn, γ a real simple curve,
d ≤ 1, and η ∈ Tγ,dV ∩ Rn.

(a) By Lemma 4.3 the sets Aη := Grass(n− 2, n) \Nη and A∞ := Grass(n−
2, n) \N∞ are both algebraic subsets of Grass(n− 2, n). We let A(η) :=
Aη ∪A∞.

(b) We say that η is a simple point of Tγ,dV if there are L ∈ GrassR(n−2, n)\
A(η), a zero neighborhood D in Cn, and % > 1 such that there is at most
one real branch T of BL ∩ Rn which is contained in Γ(γ, d, η + D, %).

4.10. Lemma. Let V be an algebraic surface in Cn, let d ≤ 1, and let γ(t) :=∑l
j=k ajt

j/l be a real simple curve in standard parametrization for which k ∈ Z
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satisfies k ≥ ld. For η ∈ Tγ,dV ∩ Rn define A(η) as in 4.9 and assume that η is
not a simple point of Tγ,dV . Let γη(t) := γ(t) + ηtd if d < 1 and γη := γ if d = 1
and denote by q the number from Lemma 4.5. Then there exists ν ∈ Z, ν < dq,
such that ∆A(η)(γη, d) = ν/q.

Proof. To show first that ∆ := ∆A(η)(γη, d) is finite, fix L ∈ GrassR(n − 2, n) \
A(η). Since η is not a simple point of Tγ,dV , there are at least two different
branches S, T of BL∩Rn which both have non-empty intersection with Γ(γ, d, η+
D, R) = Γ(γη, d, D,R) for each zero neighborhood D in Rn and each R > 1.
Hence S and T are equivalent to γη modulo d. Since S and T are different, it
follows from Lemma 2.5 and Lemma 2.11 that we can choose δ < d such that one
of these branches is not equivalent modulo δ to γη. Hence δ is not A(η)-admissible
for γη and hence −∞ < δ ≤ ∆.

Since ∆ is not A(η)-admissible for γη by Lemma 4.7, there exist L ∈ GrassR(n−
2, n) \ A(η) and a real simple curve τ with tr(τ) ⊂ BL which is equivalent to γη

modulo ∆ + ε for 0 < ε < 1 − ∆ but which is not equivalent to γη modulo ∆.
Since τ and γ have the same limit vector at infinity, it follows from Lemma 2.5
and Lemma 4.5 that

∑q
j=−∞ bjt

j/q is a standard parametrization for τ in the
same coordinates as the ones for γ. Hence Lemma 2.11 implies that for each
0 < ε < d−∆ we have for all large t > 0

(4.3)
l∑

j=(∆+ε)l

ajt
j/l + ηtd =

q∑

j=(∆+ε)q

bjt
j/q

while

(4.4)
l∑

j=∆l

ajt
j/l + ηtd 6=

q∑

j=∆q

bjt
j/q,

where η = 0 if d = 1. Because of k/l ≥ d, the left hand sides of (4.3) and (4.4)
do not change. Hence we must have ∆q ∈ Z. If we let ν := ∆q we have ν < dq

since ∆ < d and ∆ = ν/q. ¤

4.11. Lemma. Let V be an algebraic surface in Cn and γ a real simple curve in
Rn with tangent vector ξ at infinity. Then the following assertions hold:

(a) If d = 1, γ(t) = ξt, and η ∈ Tγ,1V ∩Rn then η is a simple point of Tγ,1V

if and only if τ(η + ξ)− ξ is a simple point of Tγ,1V for each τ > 0.
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(b) If d < 1 and η ∈ Tγ,dV ∩Rn then η is a simple point of Tγ,dV if and only
if η + τξ is a simple point of Tγ,dV for each τ ∈ R.

Proof. (a) By Theorem 2.7 (b), we have Tγ,1V = Vh − ξ. Therefore, part (a)
follows by a slight modification of the proof of [6], Lemma 4.9(a).

(b) By Theorem 2.7 (c), η ∈ Tγ,dV is equivalent to η + τξ ∈ Tγ,dV for each τ ∈ C
and hence

Tη(Tγ,dV ) = Tη+τξ(Tγ,dV ) for each τ ∈ C.

Therefore, the exceptional analytic sets A ⊂ Grass(n− 2, n) for η and for η + τξ,
τ ∈ R, coincide. Since one implication in (b) follows by specializing τ = 0, it
suffices to prove the following assertion: If L ∈ Grass(n − 2, n) \ A(η), a zero
neighborhood D in Cn, and % > 1 are given such that Γ(γ, d, η+D, %) contains at
most one branch of BL ∩Rn then for each τ ∈ R there exist a zero neighborhood
D1 in Cn and ζ1 > 1 such that

(4.5) Γ(γ, d, η + τξ + D1, %1) ⊂ Γ(γ, d, η + D, %).

To prove this, fix L,D, %, and τ and write γ(t) = ξt + σ(t), where σ(t) =∑q−1
j=−∞ ajt

j/q. Then σ′(t) =
∑q−1

j=−∞ aj
j
q t(j−q)/q. Hence there exist C > 0 and

t0 > 1 such that

(4.6) |σ′(t)| ≤ Ct−1/q, t ≥ t0.

Without restriction we can choose t0 so large that for t ≥ t0, s(t) := t + τtd =
t(1 + τtd−1) is in the domain of definition of γ for each t ≥ t0. From (4.6) and
the generalized mean-value-theorem we get for t ≥ t0

(4.7)
|σ(t)−σ(s(t))| ≤ |t− s(t)| sup

0<λ<1
|σ′(t+λ(σ(t)− t))| ≤ |τ |tdC sup

0<λ<1
|t+λτtd|−1/q.

Next choose a zero neighborhood D1 in Cn and t1 ≥ t0 such that for each t ≥ t1

(1 + τtd−1)−d(η + 2D1) ⊂ η + D.

We can choose t1 so large that by (4.7) we also have

σ(t)− σ(s(t)) ∈ tdD1.
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Since s(t)d = td(1 + τtd−1)d, these choices imply

γ(t)+td(η + τξ + D1) = (t + τtd)ξ + σ(t) + td(η + D1) = γ(s(t))− σ(s(t)) + td(η + D1)

⊂ γ(s(t)) + td(η + 2D1) = γ(s(t)) +
s(t)d

(1 + τtd−1)d
(η + 2D1) ⊂ γ(s(t)) + s(t)d(η + D).

Since (4.5) follows from this, the proof is complete. ¤

4.12. Lemma. Let V be an algebraic surface in Cn, let γ be a real simple curve
in Rn with limit vector ξ at infinity, which is in standard parametrization γ(t) =∑q

j=−∞ ajt
j/q, where q is the number from Lemma 4.5. Let

Mγ,d = {η ∈ Tγ,dV ∩ Rn : η is not simple }.

(a) If d = 1 and γ(t) = ξt then the set

M := {ζ ∈ Vh ∩ Sn−1 : ζ − ξ ∈Mγ,1}

is finite and Mγ,1 \ {−ξ} =
⋃

ζ∈M{τζ − ξ : τ > 0}.
(b) If d = ν

q for some ν ∈ Z, ν < q, then the set

M := {ζ ∈Mγ,d : 〈ζ, ξ〉 = 0}

is finite and Mγ,d =
⋃

ζ∈M{ζ + τξ : τ ∈ R}.

Proof. (a) To argue by contradiction, assume that M is infinite. Then we can
choose an infinite set {ζk : k ∈ N} in M . For each k ∈ N let Ak denote the minimal
algebraic set in Grass(n− 2, n) which satisfies NC(V,∞) ⊂ GrassR(n− 2, n) \Ak

and λ ∩ Tζk−ξ(Tγ,1V ) = {0} for each λ ∈ GrassR(n − 2, n) \ Ak. Since Ak is
nowhere dense in Grass(n− 2, n), also the set A :=

⋃
k∈NAk is nowhere dense in

Grass(n−2, n) by the Baire category theorem. Hence there exists L ∈ GrassR(n−
2, n) \A. Since L is in NC(V,∞), Lemma 4.5 implies that there exist a compact
set Q ⊂ Rn, m ∈ N0, and real simple curves τj , 1 ≤ j ≤ m, such that

(4.8) BL ∩ (Rn \Q) =
m⋃

j=1

tr(τj) ∩ (Rn \Q).

For 1 ≤ j ≤ m denote by ξj the limit vector of τj at infinity fix k ∈ N, let ζ := ζk

and define γζ : t 7→ ζt, t > 1. Since ζ − ξ is not simple, there are at least two real
simple curves τ satisfying

tr(τ) ⊂ BL ∩ Rn and tr(τ) ⊂ Γ(γ, 1, ζ − ξ, +D, R) 6= ∅
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for each zero neighborhood D in Cn and each R > 1. Since

Γ(γ, 1, ζ − ξ + D, R) =
⋃

t>R

tξ + t(ζ − ξ + D) = Γ(γζ , 1, D, R)

it follows in particular that there exists 1 ≤ j ≤ m such that γζ is equivalent
modulo 1 to τj . By Lemma 2.11, this implies ζ = ξj ∈ {ξ1, . . . , ξm}. Hence the
set M has at most m elements in contradiction to the assumption. ¤

5. Sufficiency

In this section we will prove the main theorem of this paper, which states that
the necessary conditions which were derived in section 3 are also sufficient. In
fact we will prove more, namely, that only a finite set of conditions have to be
satisfied. To formulate this result, we first construct a specific set of real simple
curves.

5.1. Construction of a particular finite set C. Let V be an analytic surface
in Cn. For η ∈ Vh ∩ Rn define ση : t 7→ tη, t > 0. To begin the construction, we
first consider the set of real singular directions in Vh for which there are several
real branch curves of V nearby with respect to almost all elements of NC(V,∞).
More precisely, for ξ ∈ Rn, |ξ| = 1, this set is defined as

M1 := {η ∈ (Vh)sing ∩ Rn : |η| = 1, η − ξ is not a simple point of Tσξ,1V }.

It is easy to check that M1 does not depend on the choice of ξ. If M1 = ∅ then
let C := ∅. Otherwise we let

C0 := {(ση, 1) : η ∈ M1}

and we are going to define recursively sets Cj , j ∈ N, satisfying the following
condition:

Cj is a finite set and for each (γ, d) ∈ Cj there is ν ∈ Z, ν ≤ q − j, such

that d =
ν

q
and γ has a standard parametrization of the form γ(t) =

q∑

i=ν+1

ai t
i/q.

(5.1)

To start the recursive definition, fix η ∈ M1. Then 0 ∈ Tση ,1V = Vh−η. Let A(0)
be defined as in 4.9 and denote by ∆A(0)(ση, 1) the A(0)-critical level of (ση, 1).
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By Lemma 4.10 we have q∆A(0)(ση, 1) = ν(η) ∈ Z with ν(η) ≤ q − 1. Since M1

is finite by Lemma 4.12, the set C1 defined as

C1 := {(ση,∆A(0)(ση, 1)) : η ∈ M1}

satisfies the conditions in (5.1) for j = 1.

Assume now that for some j ∈ N, j ≥ 2, the set Cj−1 is defined in such a way
that (5.1) holds for j − 1. To define Cj , let

Cj−1,c := {(γ, d) ∈ Cj−1 : there exists η ∈ (Tγ,dV )sing∩Rn, η is not simple}.

If Cj−1,c = ∅ then let Cj := ∅. Otherwise fix (γ, d) ∈ Cj−1,c and denote by ζ the
limit vector of γ at infinity. By the induction hypothesis it follows from (5.1)
that d = ν/q for some ν ∈ N, ν ≤ q − j + 1 and that γ(t) =

∑q
i=ν+1 ait

i/q. Let

Mγ,d := {η ∈ (Tγ,dV )sing ∩ Rn : 〈η, ζ〉 = 0 and η is not simple}

By Lemma 4.12, Mγ,d is a finite set. For η ∈ Mγ,d define γη by γη(t) := γ(t) +
ηtd =

∑q
i=µ+1 ait

i/q with aµ+1 := η and µ ≤ q − j. Since Cj−1,c is finite, also
the following set is finite, where we let A(γ, η) be the minimal exceptional set
according to 4.9 for η ∈ Tγ,dV :

Cj := {(γη,∆A(γ,η)(γ, d)) : (γ, d) ∈ Cj−1,c, η ∈ Mγ,d}.

By the above, each (γ, d) ∈ Cj satisfies (5.1). Hence the induction step is com-
plete.

Now we claim

there exists N ∈ N such that for each (γ, d) ∈ CN all

the points in (Tγ,dV )sing ∩ Rn are simple.
(5.2)

To prove this, we argue by contradiction and assume that Cj,c 6= ∅ for each j ∈ N.
Then for j ∈ N, (γ, d) ∈ Cj,c and η ∈ Mγ,d, denote by A(j, (γ, d), η) the minimal
algebraic set in Grass(n − 2, n) which satisfies NC(V,∞) ⊃ GrassR(n − 2, n) \
A(j, (γ, d), η) and λ∩Tη(Tγ,dV ) = {0} for each λ in Grass(n−2, n)\A(j, (γ, d), η).
For η ∈ M1 define Aη in a similar way and let

A := Vh ∪
⋃

η∈M1

Aη ∪
⋃
{A(j, (γ, d), η) : j ∈ N, (γ, d) ∈ Cj,c, η ∈ M(γ,d)}.



A Characterization of The Algebraic Surfaces... 159

As in the proof of Lemma 4.12 it follows that A is nowhere dense in Grass(n−2, n)
and that we can choose L ∈ GrassR(n − 2, n) \ A ⊂ NC(V,∞). By Lemma 4.5,
this choice implies that there exist a compact set Q ∈ Rn, m ∈ N0, and real
simple curves τj , 1 ≤ j ≤ m, such that (4.8) holds. Since these curves are all
different, we can choose δ ∈ ] −∞, 1[ so small that there are R > 1 and ε > 0
such that

(5.3) Γ(τj , δ, B(0, ε), R) ∩ Γ(τk, δ, B(0, ε), R) = ∅, j 6= k.

Next choose p ∈ N so large that (q − p)/q < δ and fix (γ, d) ∈ Cp,c and η ∈ Mγ,d.
By (5.1) we then have

d = ν/q ≤ (q − p)/q < δ.

By (5.3), this implies that Γ(γ, d, η + B(0, ε/2), R) = Γ(γη, d, B(0, ε/2), R) can
contain at most one of the curves τ1, . . . , τm, which satisfy BL ∩ (Rn \ Q) =⋃m

j=1 tr(τj)∩Q. Hence η is a simple point of Tγ,dV , in contradiction to η ∈ Mγ,d.
By this contradiction, the proof of (5.2) is complete.

5.2. Theorem. For an algebraic surface V in Cn, the following conditions are
equivalent:

(a) V satisfies (SPL).
(b) V is weakly hyperbolic in conoids and V satisfies PLloc(ξ) at each ξ ∈

V ∩ Rn.
(c) The following conditions are satisfied:

(1) V satisfies PLloc(ξ) at each ξ ∈ V ∩ Rn.
(2) Vh satisfies (SPL).
(3) For each ξ ∈ Vh ∩ Sn−1 which is regular, V is (γξ, 1)-hyperbolic at

0 ∈ Tγξ,1
V for γξ : t 7→ tξ.

(4) For each (γ, d) ∈ C (C as in 5.1) Tγ,dV satisfies PLloc(η) at each η ∈
Tγ,dV ∩Rn and V is (γ, d)-hyperbolic at each point in (Tγ,dV )reg∩Rn.

In order to prove Theorem 5.2 we need some preparation. To avoid notational
complications, we assume from now on that all real simple curves are defined on
[1,∞[.

5.3. Definition. Let V ⊂ Cn be an algebraic variety of pure dimension k, let γ

be a real simple curve in Cn, d ≤ 1, R > 1, D a bounded open set in Cn, and let
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Γ := Γ(γ, d,D, R) be a conoid. We say that V satisfies the conoidal Phragmén-
Lindelf condition PL(V, Γ) if for each compact set K ⊂ D there exist A0 ≥ 1 and
R1 > R such that each u ∈ PSH(V ∩ Γ) which satisfies

(α) u(z) ≤ |z|d, z ∈ V ∩ Γ
(β) u(z) ≤ 0, z ∈ V ∩ Γ ∩ Rn

also satisfies

(γ) u(z) ≤ A0|Im z|, z ∈ V ∩ Γ(γ, d,K, R1).

The following two lemmas can be proved by a slight modification of the argu-
ments that we used to prove Lemma 5.6 resp. Lemma 5.7 in [6].

5.4. Lemma. Let V be an algebraic variety of pure dimension k in Cn. Let γ be
a real simple curve, R > 1, d ≤ 1, and D a bounded open set in Cn. Assume that
Rd−1 sup{|z| : z ∈ D} < 1/2. Then the following assertions hold:

(a) If V satisfies PL(V, Γ(γ, d,D, R)) then there exists R0 ≥ R such that for
each open subset G of D and r ≥ R0, V satisfies PL(V, Γ(γ, d,G, r)).

(b) If for each ξ ∈ D ∩ Tγ,dV ∩ Rn there exist an open neighborhood Dξ ⊂ D

of ξ and Rξ > 1 such that V satisfies PL(V, Γξ) for the conoid Γξ :=
Γ(γ, d,Dξ, Rξ) then V satisfies PL(V, Γ(γ, d,D, R)) for each R > 1.

5.5. Lemma. Let V be an algebraic variety of pure dimension k in Cn, let γ be a
real simple curve and d ≤ 1. If V is (γ, d)-hyperbolic in ξ ∈ Tγ,dV ∩Rn then there
exists a zero-neighborhood G in Cn such that V satisfies PL(V, Γ(γ, d, ξ + G, r))
for each r > 1.

For the proof of Theorem 5.2 we will also need the following technical lemma
which shows that the behaviour of the limit variety Tγ,dV at point ξ ∈ Tγ,dV tells
something about V in a suitable conoid Γ(γ, d, ξ + G, %).

5.6. Lemma. Let V be an algebraic surface in Cn, let γ be a real simple curve
which is in standard parametrization with respect to the canonical basis of Rn,
and let d ≤ 1. Assume further that 0 ∈ Tγ,dV and that π : (z1, . . . , zn) 7→
(z1, z2, 0, . . . , 0) is noncharacteristic for Tγ,dV at 0. Then for each zero neigh-
borhood D in Cn there are ε > 0, δ > 0, and %1 > 1 such that G := B(0, ε)2 ×
Bn−2(0, δ) is contained in D and

π : V ∩ Γ(γ, d,G, %1) → Γ′(π ◦ γ, d,B(0, ε)2, %1)
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is proper.

Proof. Since π is noncharacteristic for Tγ,dV at 0, we can apply [6], Lemma 3.10,
to find ε1 > 0 and 0 < δ0 < δ1 such that G0 := B(0, ε1)2×Bn−2(0, δ1) is contained
in D and such that

(5.4) Tγ,dV ∩G0 ⊂ Tγ,dV ∩B(0, ε1)2 ×Bn−2(0, δ0).

Then fix 0 < ε < ε1 and δ0 < δ < δ2 < δ1 and choose 0 < η < min(δ1−δ2, δ−δ0).
We claim that for suitable r > 1:

(5.5) V ∩Γ(γ, d,B(0, ε)2×Bn−2(0, δ2), r) ⊂ V ∩Γ(γ, d,B(0, ε)2×Bn−2(0, δ), r).

To prove (5.5) let

K := B(0, ε)2 ×Bn−2(0, δ2) and G1 := K ∩ Tγ,dV + Bn(0, η).

Using Theorem 2.7 (d) it follows as in the proof of [6], Lemma 2.8, that there
exists r > 1 such that K ∩ Vt,d ⊂ G1 for all t ≥ r. To derive (5.5) from this, fix
z = γ(t) + tdζ ∈ V , where t ≥ r and ζ ∈ B(0, ε)2 × Bn−2(0, δ2). This implies
ζ ∈ Vt,d. Therefore there exists w ∈ K ∩ Tγ,dV such that |ζ − w| < η. From this
we get

|w3| < |ζ3|+ η < δ2 + η < δ1.

By (5.11) this implies |w3| < δ0 and consequently

|ζ3| < |w3|+ η < δ0 + η < δ.

Hence we have z ∈ V ∩ Γ(γ, δ,B(0, ε)2 × Bn−2(0, δ), r) and (5.12) holds. To
derive the statement of the Lemma from (5.5), fix a compact set Q in Γ′(π ◦
γ, d,B(0, ε)2, r) and let

L := {z ∈ V ∩ Γ(γ, d,B(0, ε)2 ×Bn−2(0, δ), r) : π(z) ∈ Q}.
To show that L is compact, let

Uk :=
⋃ {

π ◦ γ(t) + tdB(0,
k

k + 1
ε)2 : t ∈ ]

kr

k + 1
, k[

}
.

Then (Uk)k∈N is an increasing sequence of open sets satisfying
⋃

k∈N
Uk = Γ′(π ◦ γ, d,B(0, ε)2, r).

Since Q is compact, there is k ∈ N such that Q ⊂ Uk. Now fix any sequence
(zj)j∈N in L. Since L is bounded in Cn, (zj)j∈N contains a subsequence which
converges in Cn. Hence we may assume that (zj)j∈N converges to some ζ ∈ L.
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Since the sequence (z′j)j∈N is in Q ⊂ Uk, we can choose a sequence (tj)j∈N in
] kr
k+1 , k[ and (wj)j∈N ∈ B(0, k

k+1ε)2 ×Bn−2(0, δ) such that

zj = γ(tj) + tdjwj , j ∈ N.

Passing to suitable subsequences we may assume that (tj)j∈N converges to t0 ∈
[ kr
k+1 , k] and that (wj)j∈N converges to w0 ∈ B(0, k

k+1ε)2 ×Bn−2(0, δ) ⊂ B(0, ε)2×
Bn−2(0, δ2). Since

ζ = γ(t0) + td0w0

is also in V , we have ζ ∈ V ∩Γ(γ, d,B(0, ε)2×Bn−2(0, δ2), r). By (5.5) this implies
ζ ∈ V ∩ Γ(γ, d,B(0, ε)2 ×Bn−2(0, δ), r). Since π(ζ) = limj→∞ π(zj) = limj→∞ z′j
is in Q, we proved ζ ∈ L. Since Q was any compact set in Γ′(π ◦ γ, d,B(0, ε)2, r),
the Lemma is proved with G := B(0, ε)2 ×Bn−2(0, δ) and %1 = r. ¤

The definition of weak hyperbolicity in conoids has no requirement on the
behaviour of V in conoids of the form Γ(γ, d, η + G, %) for singular points η in
Tγ,dV ∩Rn. If η is a simple point then one can conclude that V is in fact (γ, d)-
hyperbolic at η, if it has this property at all neighboring regular points. To prove
this, we need the following lemma.

5.7. Lemma. Let V be an algebraic variety in Cn of pure dimension k ≥ 1. Let
γ be a real simple curve in Cn, d ≥ 1, and κ ∈ (Tγ,dV )reg ∩ Rn. If V is (γ, d)-
hyperbolic at κ, then V is (γ, d)-hyperbolic at κ with respect to each projection π

which is noncharacteristic for Tγ,dV at κ.

Proof. By Lemma 5.5, there exist a neighborhood G in Cn and % > 1 such
that V satisfies PL(V, Γ(γ, d, κ + G, %)). Then a modification of the proof of [6],
Lemma 3.4 and Lemma 3.19, shows that by a variation of the proof of [6], Propo-
sition 3.12, it follows that V is (γ, d)-hyperbolic with respect to each projection
π which is noncharacteristic for Tγ,dV at κ. ¤

5.8. Lemma. Let V be an algebraic surface in Cn, let γ be a real simple curve,
d ≤ 1, and let η ∈ Tγ,dV ∩ Rn be a simple point of Tγ,dV . Assume that Tγ,dV is
locally hyperbolic at η and that there is an open neighborhood U of η such that V

is (γ, d)-hyperbolic at each ζ ∈ (Tγ,dV )reg ∩ Rn ∩ U . Then V is (γ, d)-hyperbolic
at η.

Proof. It is no restriction to assume that the limiting vector ξ1 of γ at infinity is
in Vh. Since η is a simple point of Tγ,dV , there are L ∈ GrassR(n−2, n)\A(η), an
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absolutely convex zero neighborhood D0 in Cn, and % > 1 such that there is at
most one real branch T of BL ∩Rn which is contained in Γ(γ, d, η +D0, %). Since
L∩ Vh = ∅, ξ1 does not belong to L. We choose ξ2 ∈ Rn and ξ3, . . . , ξn ∈ L, such
that (ξ1, . . . , ξn) is a basis of Rn. Without restriction we may assume that this is
the standard basis of Rn and that γ is in standard parametrization for this basis.
Obviously, the projection π : (z1, . . . , zn) 7→ (z1, z2, 0, . . . , 0) is noncharacteristic
for Tγ,dV at η. In the sequel we assume without loss of generality that η = 0.

Next note that Tγ,dV is locally hyperbolic at η = 0 by hypothesis. We claim
that Tγ,dV is locally hyperbolic at η = 0 for the given projection π. To prove
this, note that

(5.6) [Tγ,dV ]0 =
m⋃

j=1

[Wj ]0,

where Wj is a complex manifold which satisfies the dimension condition. For d =
1 this follows from Proposition 3.12 and for d < 1 it follows from Theorem 2.7 (a)
together with [6], Proposition 3.16. From (5.6) it follows that Tγ,dV is locally
hyperbolic at 0 for each projection that is noncharacteristic for Tγ,dV at the
origin. In particular, we may use the projection π defined above. Consequently,
we may assume that the set D0 is so small that z ∈ Tγ,dV ∩ 2D0 is real whenever
π(z) is real. Since π is noncharacteristic for Tγ,dV at the origin, it follows from
[6], Lemma 3.10, that we can choose ε, δ > 0 such that

π : Tγ,dV ∩B(0, 2ε)2 ×Bn−2(0, δ) → B(0, 2ε)2

is a proper map and that D := B(0, ε)2×Bn−2(0, δ) is contained in D0. Moreover,
it follows from Lemma 5.6 that we can choose ε > 0 so small such that

(5.7) π : V ∩ Γ(γ, d,D, %2) → Γ′(π ◦ γ, d,B(0, ε)2, %2)

is proper for a suitable %2 > 1. Let Γ := Γ(γ, d,D, %2) and Γ′ := Γ′(π ◦
γ, d,B(0, ε)2, %2). Denote by Σ the critical set for the covering map π in (5.7).
Shrinking D if necessary, we may assume that either Σ ∩ R2 = ∅ or that there
exists m ∈ N such that

(5.8) Σ ∩ R2 =
m⋃

j=1

tr(σj),

where σ1, . . . , σm are real simple curves in Γ′ which satisfy

σj(t)− π ◦ γ(t) = o(td), 1 ≤ j ≤ m and tr(σi) ∩ tr(σj) = ∅, i 6= j.
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We first consider the case that Σ ∩ R2 = ∅. Let W be any sheet of V ∩ Γ and
let

W0 := {z ∈ W : π(z) ∈ R2}.
If we show that W0 ⊂ Rn then it follows that V is(γ, d)-hyperbolic at 0. To show
W0 ⊂ Rn, note first that by the present hypothesis, W0 is a real analytic manifold
in Cn which is connected. Then choose κ′ ∈ B(0, ε)2 ∩ Rn such that

(5.9) Each ζ ∈ π−1(κ′)∩Tγ,dV ∩B(0, ε)2×Bn−2(0, δ) is in (Tγ,dV )reg.

Next define
σ̃(t) := π ◦ γ(t) + κ′td, t ≥ %2.

Then σ̃ is a real simple curve in Γ′ ∩ R2. Since W0 does not contain any branch
point over Γ′ ∩ R2, σ := (π|W0)

−1 ◦ σ̃ is an analytic curve in Γ. Consequently,

σ(t)− γ(t)
td

∈ D for all t ≥ %2.

Hence we can choose a sequence (tj)j∈N with limj→∞ |tj | = ∞ such that

(5.10) lim
j→∞

σ(tj)− γ(tj)
tdj

= κ ∈ Tγ,dV ∩D.

By the continuity of π, we have π(κ) = κ′ and hence κ ∈ (Tγ,dV )reg∩Rn by (5.9).
By hypothesis V is (γ, d)-hyperbolic at κ. Now note that π is noncharacteristic for
Tγ,dV at κ because π is a biholomorphic map between some neighborhood of κ in
Tγ,dV and a suitable neighborhood of κ′ in Cn, which implies kerπ∩Tκ(Tγ,dV ) =
{0}. Therefore, it follows from Lemma 5.7 that V is (γ, d)-hyperbolic at κ for
the given projection π. This implies that there exist a zero neighborhood G in
Cn and %3 > 1 such that each z ∈ V ∩ Γ(γ, d, κ + G, %3) is real whenever π(z) is
real. From (5.10) it follows that for j ∈ N sufficiently large,

(σ(tj)− γ(tj))/tdj ∈ κ + G.

Hence σ(tj) is in Γ(σ, d, κ + G, %3). Since π(σ(tj)) is real, σ(tj) must be real.
Since σ(tj) is in W0 and since π ◦ σ(tj) is an interior point of Γ′ ∩ R2, σ(t0) has
a neighborhood in W0 which consists of real points. Since W0 is a real analytic
connected manifold in Cn, it follows that W0 is contained in Rn.

If in (5.8) m = 1, then the arguments above can be applied to the two connected
components of Γ ∩ R2 \ Σ. If we assume that m > 1 in (5.8), then we apply the
arguments used above to the two connected components of Γ′ ∩Σ∩R2 for which
the boundary does not contain tr(σi) and tr(σj) for i 6= j. By these arguments
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it follows that over these connected components all points z in V for which π(z)
is real are real itself. In particular, BL ∩ Rn consists of at least two different
branches, in contradiction to the present hypothesis. ¤

To treat also points ξ ∈ Tγ,dV ∩ Rn which are not simple points, we use the
following technical lemma which is a modification of [6], Lemma 5.10.

5.9. Lemma. Let V be an algebraic surface in Cn, let γ : [1,∞[→ Rn be a
real simple curve of the form γ(t) = (t, γ2(t), . . . , γn(t)) with |γj(t)| = o(t) for
2 ≤ j ≤ n as t tends to infinity, and let π : (x1, . . . , xn) 7→ (x1, x2). Fix Rj > 0,
0 < rj < 1/2, for 1 ≤ j ≤ n and let

D :=
n∏

j=1

B(0, Rj), D′ := π(D), G :=
n∏

j=1

B(0, rj), G′ := π(G).

Let ∆ < d ≤ 1 and assume that for some % > 1

π : V ∩ Γ(γ, d,G, %) → Γ′(π ◦ γ, d,G′, %)

is proper. Furthermore, assume that the following conditions are satisfied:

(a) If z ∈ V ∩ Γ(γ, d,G, %) \ Γ(γ, ∆, 3D, %) satisfies π(z) ∈ Rn then z ∈ Rn.
(b) Whenever L > max3≤j≤n 3Rj and z ∈ V ∩Γ(γ, d,G, %) is in Γ(γ, ∆,H, %)

for H = B(0, 3R1)×B(0, 3R2)×B(0, L)n−2 then z ∈ Γ(γ, ∆, 3D, %).
(c) V satisfies PL(V, Γ(γ, ∆, 3D, %)).
(d) If z ∈ V ∩ Γ(γ, d,G, %) satisfies π(z) ∈ R2 and π(z) /∈ Γ′(π ◦ γ, ∆, D′, %)

then z ∈ Rn.

Then there exist A, δ, %4 > 0 such that, whenever u ∈ PSH(V ∩ Γ(γ, d,G, %))
satisfies

(α) u(z) ≤ |z|d, z ∈ V ∩ Γ(γ, d,G, %) and
(β) u(z) ≤ 0, z ∈ V ∩ Rn ∩ Γ(γ, d,G, %)

then u satisfies

(γ) u(z) ≤ A| Im z| for all z ∈ V ∩ Γ(γ, d, δG, %4).

Proof. The assumption on γ implies the existence of C1 > 0 and %0 ≥ % such that

(5.11) |z| ≤ C1|z1| for z ∈ Γ(γ, d,G, %0).
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Since γ is defined by a Puiseux series there is %1 > 0 such that γ admits a
holomorphic extension to the set

C \ (B(0, %1) ∪ ]−∞, 0]).

The extension will also be denoted by γ. By the hypothesis on γ, there is q ∈ N
such that γk(t) =

∑q−1
j=−∞ ak,jt

j/q for 2 ≤ k ≤ n. Hence there exist C2 > 0 and
%2 > 1 such that for r = min2≤j≤n rj/r1 we have

(5.12) |γ′k(t)| ≤ C2|t|−1/q ≤ min(
R2

20R1
,
r

4
, 1) for t ∈ C, Re t ≥ %2, 2 ≤ k ≤ n.

Obviously, we may assume that %0 = %1 = %2 and that %0 is so large that

(5.13) 1 + C2(
2
%0

)1/q ≤ 2.

Next choose 0 < σ < 1 such that |x−1| ≤ σ implies |x∆−1| < 1
40 and |xd−1| ≤ 1

2 .
Then choose m ∈ N so large that max(1 − m−1

m+1 , m+1
m−1 − 1) < σ. Since the

conditions (a)-(d) hold for any %′ larger than %, we may assume that % is so large
that %∆−1R1 < 1

m . Then let

ε := min(
1
2
, r1, r2,

1
m

), δ := min(
1

4r1
,

ε

r1
,

3ε

2d8r1
,

3ε

2d8(r1 + r2)
,

σ

2r1(1 + σ)
)

L :=
11
10

R2/ε, %3 := 2%0.

(5.14)

We claim that there exists A1 > 0 such that each u ∈ PSH(V ) which satisfies the
conditions (α) and (β) of the lemma also satisfies the following two estimates

u(z) ≤ A1|Im z|, z ∈ V ∩ Γ(γ, d, δG, %3), π(z) 6∈ Γ′(π ◦ γ, ∆, 2D′, %3),(5.15)

u(z) ≤ A1|z|∆, z ∈ V ∩ Γ(γ, d, δG, %3), π(z) ∈ Γ′(π ◦ γ, ∆, 3D′, %3).(5.16)

To prove this claim, define

v : Γ′(π◦γ, d,G′, %) → [−∞,∞[, v(z′) := max{u(z) : z ∈ V ∩Γ(γ, d,G, %3), π(z) = z′}.
Using the fact that π : V ∩ Γ(γ, d,G, %) → Γ′(π ◦ γ, d,G′, %) is proper together
with the theorem about removable singularities of plurisubharmonic functions
(Hörmander, [15], 4.4), it is easy to see that v is plurisubharmonic. By (α) and
the choice of C1 in (5.11) we have v(z′) ≤ (C1|z1|)d.

Let t0 > %3 be given and define

ψ : D× D→ C2, ψ(a, b) := (t0 + εtd0a, γ2(t0 + εtd0a) + εtd0b).
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To show that ψ(D × D) ⊂ Γ′(π ◦ γ, d,G′, %), note first that ε ≤ 1/2. Hence for
each a ∈ D, we have

(5.17) Re(t0 + εtd0a) ≥ t0 − εt0 ≥ t0/2 > %3/2 ≥ %0.

Therefore, we get from (5.12)

|γ2(t0 + εtd0a)− γ2(t0)| ≤ εtd0 sup
0<µ<1

|γ′2(t0 + µεtd0a)| ≤ εtd0C2(
t0
2

)−1/q.

This implies that for each (a, b) ∈ D× D we have by (5.13) and (5.14)

ψ(a, b)− (t0, γ2(t0)) ∈ (0, γ2(t0 + εtd0a)− γ2(t0)) + εtd0(D× D)

⊂ εtd0(1 + C2(
t0
2

)−1/q)(D× D) ⊂ td0G
′

and hence ψ(a, b) ∈ (t0, γ2(t0)) + td0G
′. As a consequence, we get

(5.18) v ◦ ψ(a, b) ≤ (C1(t0 + εtd0))
d ≤ Cd

12dtd0, (a, b) ∈ D× D.

Next fix a ∈ D and b ∈ ]− 1, 1[ \ ]− Lt∆−d
0 , Lt∆−d

0 [. We claim

(5.19) ψ(a, b) /∈ Γ′(π ◦ γ, ∆, D′, %).

To prove this by contradiction, let us assume that for some t > % and w ∈ D′ we
have

ψ(a, b) = π ◦ γ(t) + t∆w

which means

(5.20) (t0 + εtd0a, γ2(t0 + εtd0a) + εtd0b) = (t + t∆w1, γ2(t) + t∆w2).

The first component in the equality (5.20) gives

t0
t

= 1 + t∆−1w1 − εtd0t
−1a

and hence

(5.21) |1 + t∆−1w1| − ε
t0
t
≤ t0

t
≤ |1 + t∆−1w1|+ ε

t0
t

.

Since ∆− 1 < 0 by hypothesis, it follows from (5.21) and %∆−1R1 ≤ 1
m that

(1 + ε)
t0
t
≥ |1 + t∆−1w1| ≥ 1− t∆−1|w1| ≥ 1− %∆−1R1 ≥ m− 1

m

and that

(1− ε)
t0
t
≤ |1 + t∆−1w1| ≤ 1 + %∆−1R1 ≤ m + 1

m
.
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Since 0 < ε < 1
m , we get from the preceding two estimates

m− 1
m + 1

≤ t0
t
≤ m + 1

m− 1
.

By our choice of m this implies

(5.22)
(

t0
t

)∆

≥ 1− 1
40

=
39
40

.

Next we isolate w2 from the second component in (5.20) and get

w2 = t−∆(γ2(t0 + εtd0a) + εtd0b− γ2(t)).

Because of (5.17) we can apply (5.12) together with (5.22), (5.20), and the defi-
nition of L to obtain the following estimate:

|w2| ≥ εtd0|b|t−∆ − |t0 + εtd0a− t| R2

20R1
t−∆ ≥ εLt∆−d

0 td0t
−∆ − |t∆w1| R2

20R1
t−∆

= εL(
t0
t

)∆ − R2

20
≥ 11

10
R2(1− 1

40
)− R2

20
> R2,

by our choice of m and ε. Since this estimate contradicts the hypothesis |w2| <
R2, our claim (5.19) is proved.

Next define

φ : D× D→ [−∞,∞[, φ(a, b) := (2C1t0)−dv ◦ ψ(a, b).

Then it follows from (5.18) and (5.19) together with condition (d) that

φ(a, b) ≤ 1 for (a, b) ∈ D× D,

φ(a, b) ≤ 0 for (a, b) ∈ ]− 1, 1[ ×(
]− 1, 1[ \ ]− Lt∆−d

0 , Lt∆−d
0 [

)
.

By [4], Lemma 5.8, there is C3 > 0, not depending on u, such that

φ(a, b) ≤ C3

(
|Im a|+

∣∣∣∣Im
√

b2 − L2t
2(∆−d)
0

∣∣∣∣
)

for a, b ∈ B(0, 3/4).

If |b| > (3/2)Lt∆−d
0 , then [4], Lemma 5.7, implies

∣∣Im
√

b2 − L2t
2(∆−d)
0

∣∣ ≤ 3|Im b|/√5. On the other hand, if |b| ≤ 3Lt∆−d
0 , then

∣∣Im
√

b2 − L2t
2(∆−d)
0

∣∣ ≤ 4Lt∆−d
0 . This term can be estimated by a multiple of

|Im a| provided |Im a| is large enough. Hence there is C4, not depending on u or
t0, such that for a, b ∈ B(0, 3/4)

(5.23) φ(a, b) ≤




C4|Im(a, b)| if |b| > 3
2Lt∆−d

0 or |Im a| > R1
ε t∆−d

0 ,

C4t
∆−d
0 if |b| ≤ 3Lt∆−d

0 and |Im a| ≤ 4R1
ε t∆−d

0 .
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To prove (5.15) and (5.16), fix z ∈ Γ(γ, d, δG, %3). Then there are w ∈ δG and
t > %3 with

(5.24) z = γ(t) + tdw.

Of course, t and w are not unique. We start with some estimates that hold for
all choices of t and w. Finally, the proof of (5.15) and (5.16) will be broken into
several cases with different additional assumptions concerning t and w. To do
this let

(5.25) t0 := Re z1, a :=
i

εtd0
Im z1, b :=

1
εtd0

(z2 − γ2(z1)) .

If we assume that z = γ(t̃)+ t̃dw̃ for some t̃ > 2
3%3 and w̃ ∈ 2δG then we get from

(5.24) and γ1(t) = t that t0 = t̃ + t̃d Re w̃1. This implies

t̃− t̃2δr1 < t̃− t̃|Re w̃1| ≤ t0 ≤ t̃ + t̃d|Re w̃1| < t̃ + t̃2δr1

and hence

(5.26)
1

1 + 2δr1
≤ t̃

t0
≤ 1

1− 2δr1
.

By our choice of δ and the definition of a we now get

|a| = 1
εtd0
| Im z1| = 1

ε
(

t̃

t0
)d| Im w̃1| < 1

ε
(

1
1− 2δr1

)d2δr1 <
1
ε
2d2δr1 ≤ 3/4.

To derive an estimate for |b|, note first that from the hypothesis on r1 we get

(5.27) Re z1 ≥ t− |tdw1| ≥ t− tdr1 ≥ t/2 ≥ %3/2 ≥ %2.

Since t̃ > 2%3/3 > %0 = %2 we can apply (5.12) and our choice of δ to get

|b| = 1
εtd0
|γ2(t̃)− γ2(z1) + t̃dw̃2| ≤ 1

εtd0
(|t̃− z1|+ t̃d|w̃2|)

=
1
ε
(

t̃

t0
)d(|w̃1|+ |w̃2|) <

1
ε
2d(r1 + r2)2δ ≤ 3/4.

(5.28)

Thus we have shown a, b ∈ B(0, 3/4). From the definition of a and b it follows
that ψ(a, b) = π(z). Later we will also need the following estimate for | Im b|
which we obtain using (5.12):

| Im b| = 1
εtd0
| Im z2 − Im γ2(z1)| ≤ 1

εtd0
(| Im z2|+ | Im(γ2(z1)− γ2(Re z1))|)

≤ 1
εtd0

(| Im z2|+ |γ2(z1)− γ2(Re z1)|) ≤ 1
εtd0

(| Im z2|+ | Im z1|) ≤ 2
εtd0
| Im z|.

(5.29)
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Next we distinguish three cases:

Case π(z) ∈ Γ′(π ◦ γ, ∆, 3D′, %3):
Then there exist τ > %3 and ζ ∈ 3D′ such that π(z) = π◦γ(τ)+τ∆ζ. In particular,
the first components of these vectors coincide, which gives t + tdw1 = τ + τ∆ζ1,
and consequently

t

τ
= 1 + τ∆−1ζ1 − td

τ
w1.

Since δ ≤ ε/r1, |w1| < δr1, and d ≤ 1, this implies

|1 + τ∆−dζ1| − ε
t

τ
≤ t

τ
≤ |1 + τ∆−1ζ1|+ ε

t

τ
.

From these estimates we derive

m− 1
m + 1

≤ t

τ
≤ m + 1

m− 1

similary as above, where we derived the same type of estimate from (5.21). By
our choice of m, we get (t/τ)d < 3/2. Next let t̃ := τ , w̃ := τ−d(z − γ(τ)). Then
γ(t̃) + t̃dw̃ = z and π(w̃) = τ∆−dζ ∈ 3t̃∆−dD′. Moreover,

t̃ = τ ≥ m− 1
m + 1

t ≥ 2
3
%3 and w̃ =

γ(t)− γ(τ)
τd

+
( t

τ

)d
w.

To estimate w̃ note first that

|w̃1| = 1
τd
|t + tdw1 − τ | = τ∆−δ|ζ1| ≤ τ∆−d3R1 < δr1/2,

if we choose %0 large enough. It also follows that

|t− τ |
τd

≤ τ∆−d|ζ1|+ (
t

τ
)d|w1| < τ∆−d3R1 +

3
2
δr1 ≤ 2δr1.

From this and (5.12) we get for 2 ≤ j ≤ n

|w̃j | = 1
τd
|γj(t)− γj(τ)|+ (

t

τ
)d|wj | < 2δr1

rj

4r1
+

3
2
δrj ≤ 2δrj .

Next define t0, a, and b as in (5.25). Then it follows from our choice of δ and
(5.26) that (t̃/t0)∆ ≤ 22

21 . Thus we have the following estimate

|Im a| = 1
εtd0
|Im z1| = 1

ε

(
t̃

t0

)d

|Im w̃1| ≤ 3
ε

(
t̃

t0

)∆

t∆−d
0 R1 ≤ 4

R1

ε
t∆−d
0 .
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To derive an estimate for |b| in the present case, we argue similary as in (5.28),
however, we use a different estimate from (5.12) to get by our choice of δ

|b| ≤ 1
εtd0

(γ2(t̃)− γ2(z1) + t̃dw̃2) ≤ 1
εtd0

(|t̃− z1| R2

20R1
+ t̃d3t̃∆−dR2)

≤ 1
εtd0

(3t̃∆|R1| R2

20R1
+ 3t̃∆|R2|) ≤ 3

ε

t̃∆

td0

21
20

R2 ≤ 3
ε
R2

21
20

22
21

t∆−d
0 ≤ 3

11
10

R2

ε
t∆−d
0

= 3Lt∆−d
0 .

Hence the definition of φ together with (5.23) and t0 ≤ |z| implies

u(z) ≤ v(π(z)) ≤ (2C1t0)dφ(a, b) ≤ (2C1t0)dC4t
∆−d
0 ≤ 2dCd

1C4t
∆
0 ≤ 2dCd

1C4|z|∆.

This shows that (5.16) holds with A1 := 2dCd
1C4.

Case |Im z1| > R1t
∆
0 :

Then

|Im a| = 1
εtd0
|Im z1| ≥ R1

ε
t∆−d
0 .

Hence we are in the first case of (5.23), and claim (5.15) follows using (5.29):

u(z) ≤ v(π(z)) = (2C1t0)dφ(a, b) ≤ (2C1t0)dC4| Im(a, b)|

≤ 2dCd
1C4t

d
0

1
εtd0

(| Im z1|+ 2| Im z|) ≤ 2dCd
13C4

ε
| Im z|.

Case |Im z1| ≤ R1t
∆
0 and π(z) 6∈ Γ′(π ◦ γ, ∆, 2D′, %3):

Then

z = γ(t0) + t∆0 x for x =
z − γ(t0)

t∆0
.

The hypothesis of this case implies π(x) 6∈ 2D′. Investigate its first coordinate:

|x1| = t−∆
0 |z1 − Re z1| = t−∆

0 |Im z1| ≤ R1 < 2R1.

Hence the second coordinate must satisfy |x2| ≥ 2R2. Since

b =
1
ε
t∆−d
0 x2 +

1
εtd0

(γ2(Re z1)− γ2(z1))

we can use the estimate for |x2|, the assumption of this case, and (5.12) in view
of (5.27) to get

|b| ≥ 2
ε
t∆−d
0 R2 − 1

εtd0
| Im z1| R2

20R1
≥ t∆−d

0

ε
(2R2 − R2

20
) ≥ 33

20
R2

ε
t∆−d
0 =

3
2
Lt∆−d

0 .
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Thus (5.23) and (5.29) imply as in the previous case

u(z) ≤ 2dCd
1C4t

d
0|Im(a, b)| ≤ 2dCd

13C4

ε
|Im z|.

This proves (5.15) also in the remaining case. Altogether we showed that (5.15)
and (5.16) hold if we let A1 := max(2dCd

1C4, 2dCd
13C4/ε).

To complete the proof of the lemma, note first that by (5.15) the estimate (γ)
for u is already shown for z ∈ V ∩Γ(γ, d, δG, %3) with π(z) 6∈ Γ′(π ◦γ, ∆, 2D′, %3).
On the other hand, if π(z) ∈ Γ′(π ◦ γ, ∆, 2D′, %3), then there are two cases. First,
for z ∈ V ∩Γ(γ, ∆, 2D, %4), %4 > %3 sufficiently large, the estimate (γ) for u follows
from hypothesis (c) since (5.16) gives estimate (α) of PL(V, Γ(γ, ∆, 3D, %)). For
the remaining case, consider

w : Γ′(π ◦ γ, ∆, 3D′, %3) → [−∞,∞[,

w(z′) := max{u(z) : z ∈ V ∩ Γ(γ, d, δ,G, %3) \ Γ(γ, ∆, 3D, %3), π(z) = z′}.

Then w is plurisubharmonic by (b) and the argument concerning removal of
singularities in [15], 4.4. We have w(z′) ≤ A1C

∆
1 |z′| for z′ ∈ Γ(π ◦ γ, ∆, 3D′, %3)

by (5.16) and w(z′) ≤ 0 for all real z′ by (a) and estimate (β) for u. Hence the
arguments that were used for the proof of Lemma 5.5 (see [6], Lemma 5.7) also
apply here, and we get

w(z′) ≤ A|Im z′| for z′ ∈ Γ′(π ◦ γ, ∆, 2D′, %4)

for suitable A, %4 > %3. This completes the proof. ¤

5.10. Lemma. Let V be an algebraic surface in Cn, let γ : [1,∞[→ Rn be a real
simple curve, d ≤ 1, and assume that 0 ∈ Tγ,dV . Let ∆ := ∆A(0)(γ, d), where
A(0) is defined in 4.9, and assume that the following conditions are satisfies:

(a) 0 ∈ Tγ,dV is not a simple point of Tγ,dV .
(b) Tγ,dV is locally hyperbolic at each ξ ∈ Tγ,dV ∩ Rn.
(c) V is (γ, d)-hyperbolic at η for each η ∈ (Tγ,dV )reg ∩ Rn.
(d) For each ζ ∈ Tγ,∆V ∩ Rn there exist a zero neighborhood Dζ and %ζ > 1

such that V satisfies PL(V, Γ(γ, ∆, ζ + Dζ , %ζ)).

Then there exist an open zero neighborhood G and % > 0 such that V satisfies
PL(V, Γ(γ, d,G, %)).
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Proof. By condition (a) and Lemma 4.10 we have ∆ > −∞ and Tγ,∆V 6= ∅.
Hence we can choose L0 ∈ NC(V,∞) such that

(5.30) L0 ∩ T0(Tγ,dV ) = {0} and L0 is noncharacteristic for Tγ,∆V at infinity.

Moreover, condition (a) implies the existence of k ∈ N, k ≥ 2, such that there
are k different branches S1, . . . , Sk of BL0 ∩Rn which are equivalent to γ modulo
d. We denote by ξ1 the limit vector of γ at infinity and choose ξ2 ∈ Rn linearly
independent from ξ1 and not in L0. Furthermore, we choose ξ3, . . . , ξn ∈ L0 so
that (ξ1, . . . , ξn) is a basis of Rn. Modulo a real linear change of variables we
assume that (ξ1, . . . , ξn) is the standard basis (e1, . . . , en) of Rn.

By our choice of ξ1 = e1 it follows from Lemma 2.5 that we may assume that
γ is in standard parametrization with respect to this basis. Hence we have

(5.31) γ(t) = (t, γ2(t), . . . , γn(t)), where |γj(t)| = o(t), 2 ≤ j ≤ n.

Note that by Remark 2.8 Tγ,dV amd Tγ,∆V do not change by the reparametriza-
tion. Also it is easy to check that 0 is still a simple point of Tγ,dV . Next let π be
given by π(z1, . . . , zn) := (z1, z2, 0, . . . , 0). Then (5.30) implies

(5.32) π is noncharacteristic for Tγ,dV at 0,

(5.33) there exists C ≥ 1 such that |z| ≤ C(1 + |π(z)|), z ∈ Tγ,∆V.

Then note that Tγ,dV is locally hyperbolic at 0 by condition (b). Hence it follows
as in the proof of Lemma 5.8 that Tγ,dV is locally hyperbolic with respect to the
given projection π. Therefore, we can choose an open zero neighborhood G in
Cn such that the following holds:

(5.34) If z ∈ Tγ,dV ∩G and if π(z) is real, then z is real.

By Lemma 4.12, the set Mγ,d of all non-simple points of Tγ,dV is a finite union
of real lines, parallel to e1 when d < 1, and Mγ,1 \{−e1} is a finite union of open
real rays for each of which −e1 is an adherent point. If we let M̃γ,d := Mγ,d for
d < 1 and M̃γ,1 := Mγ,1 \ {−e1} for d = 1 then we can choose G so small that

(5.35) G ∩ M̃γ,d is connected.

Furthermore, we may choose %1 > 1 and G so that
(5.36)

each branch T of BL ∩ Rn with T ∩ Γ(γ, d,G, %1) 6= ∅ is equivalent to γ

modulo d.
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Note that the conditions (5.34), (5.35), and (5.36) continue to hold if we replace
G by any smaller convex zero neighborhood and %1 by any larger positive number.
Hence we can apply Lemma 5.6 to get ε > 0, δ > 0, and %1 > 0 such that for
G := B(0, ε)2 ×B(0, δ)n−2 we have (5.34), (5.35), and (5.36) as well as

(5.37) π : V ∩ Γ(γ, d,G, %1) → Γ′(π ◦ γ, d,B(0, ε)2, %1) is proper.

Next note that because of ∆ < δ we can choose R1 > 0 and %2 > %1 such that for

D1 := B(0, R1)2×B(0, 2C(6R1+1)+1)n−2 we haveΓ(γ, ∆, D1, %2) ⊂ Γ(γ, d,G, %2)

and that by the definition of ∆ the following holds:

(5.38) Each branch T of BL ∩ Rn which is equivalent to γ modulo d is
eventually contained in Γ(γ, ∆, D1, %2).

Now note that by the conditions (b) and (c) we can argue as in the proof of
Lemma 5.8 to show that for %2 large enough

(5.39) For each z ∈ V ∩ Γ(γ, d,G, %2) with π(z) real and π(z) /∈ Γ′(π ◦
γ, ∆, D′

1, %2), z is real.

Next we claim:

(5.40) For R > 1 let S := 2C(2R + 3) + 1, where C is the constant
in (5.33). Then for each L > S there is r > 1 such that t > r,
ζ ∈ B(0, R)2×B(0, L)n−2, and γ(t)+ t∆ζ ∈ V imply |ζj | < S for
3 ≤ j ≤ n.

To prove (5.40) fix R > 1 and L > S, let Ω := B(0, R)2×B(0, L)n−2, and choose
η > 0 so small that

η < 1/2, η2∆ < 1/2, (1− η 2∆)−∆ ≤ 2, and (1 + η 2∆)∆ ≤ 2.

Since γ is in standard parametrization, γ can be extended analytically to C \
(B(0, α)∪ ]−∞, 0]) and we can choose r0 > α such that

(5.41) |γ(t)|+ t∆(L + 2R) ≤ 2t, t > r0, |γ′j(s)| ≤
2η

1 + 2L + 4R
,

s ∈ C \ (B(0, r0)∪ ]−∞, 0]), 2 ≤ j ≤ n.

Moreover, it follows from [9], Proposition 35, that there is r > 2r0 such that for
each z ∈ V ∩ Γ(γ, ∆,Ω, r) there exist τ ∈ C \ (B(0, α)∪ ]−∞, 0]) and v ∈ Tγ,∆V

satisfying v1 = 0 such that for w := γ(τ) + τ∆v we have

(5.42) |z − w| ≤ η|z|∆.
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Next fix z ∈ V ∩Γ(γ, ∆,Ω, r) and choose t > r and ζ ∈ Ω such that z = γ(t)+t∆ζ.
Let τ, v, and w be as above so that (5.42) holds. Then ζ ∈ Ω and (5.41) imply

|z| ≤ |γ(t)|+ t∆|ζ| ≤ |γ(t)|+ t∆(L + 2R) ≤ 2t.

From this and (5.42) we get
(5.43)
|τ − t| = |w1− z1− t∆ζ1| ≤ |w− z|+ t∆|ζ1| ≤ η|z|∆ + t∆|ζ1| ≤ (η2∆ + L + 2R)t∆.

Next let β := 1/2+L+2R and note that our choice of η implies η2∆+L+2R ≤ β.
Because of ∆ < 1 we can choose r so large that βt∆ < t/2 for t > r. By the
choice of η and r, we now obtain

Re τ ≥ t− |Re(τ − t)| ≥ t− |τ − t| ≥ t− βt∆ > r/2 > r0.

Hence we can apply (5.41) together with t > r to obtain

(5.44) |γj(τ)− γj(t)| ≤ η

β
(η2∆ + L + 2R)t∆ ≤ ηt∆, 2 ≤ j ≤ n.

Because of t > 1 the estimate (5.43) also implies

t− βt∆ ≤ t− |t− τ | ≤ |τ | ≤ t + |t− τ | ≤ t + βt∆.

Since ∆ < 1 we can assume that r > r0 was chosen so large that βt∆ ≤ 2∆ηt.
Then the estimate above implies

(
1

1 + 2∆η

)∆

≤
∣∣∣∣
t

τ

∣∣∣∣
∆

≤
(

1
1− 2∆η

)∆

.

Next note that because of |ζ2| < R we get from this, (5.43), and (5.44) the
following estimate

|v2| = 1
|τ |∆ |w2 − γ2(τ)| ≤ 1

|τ |∆ (|w2 − z2|+ |z2 − γ2(t)|+ |γ2(τ)− γ2(t)|)

≤ 1
|τ |∆ (η(2t)∆ + t∆R + ηt∆) <

(
1

1− 2∆η

)∆

(R + 1) ≤ 2R + 2.

Since v = (0, v2, . . . , vn), we get from this and (5.33)

|v| ≤ C(1 + |π(v)|) ≤ C(1 + 2R + 2) = C(2R + 3).
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From this estimate, (5.42), (5.43), and (5.44) we get for 3 ≤ j ≤ n

|ζj | = 1
t∆
|zj − γj(t)| ≤ 1

t∆
(|zj − wj |+ |wj − γj(τ)|+ |γj(τ)− γj(t)|)

≤ 1
t∆

(η(2t)∆ + τ∆|vj |+ ηt∆) < η2∆ + 2C(2R + 3) + η

≤ 2C(2R + 3) + 1 = S.

Thus we proved (5.40).

For R1 as above let R2 := 3R1, S2 := 2C(2R2 + 3) + 1, L2 := S2 + 2, D2 :=
B(0, R2)2×B(0, L2)n−2 and choose %3 > %2 so that (5.40) holds for these choices
of R, L, and %3 = r. Enlarging %3 if necessary, we may assume that for all t > %3

we have

(5.45) π ◦ γ(t) + [−t∆R1, t
∆R1]× {2t∆R1} ⊂ R2 \ Γ′(π ◦ γ, ∆, D′

1, %3).

Then we claim that the following assertion holds:

(5.46) If z ∈ V ∩ Γ(γ, d,G, %3) \ Γ(γ, ∆, D2, %3) and π(z) is real then z is real.

To prove (5.46), fix z0 as in (5.46). If π(z0) /∈ Γ′(π ◦ γ, ∆, D′
1, %3) then z0 is real

by (5.39). If π(z0) ∈ Γ′(π ◦ γ, ∆, D′
1, %3) then

π(z0) = π ◦ γ(t0) + t∆0 (ξ1, ξ2),

for some t0 > %3 and (ξ1, ξ2) ∈ B(0, R1)2 ∩ R2. Next define

σ̃ : ]−R2, R2[ → R2, σ̃(s) := π ◦ γ(t0) + t∆0 (ξ1, s).

Since π : V ∩ Γ(γ, d,G′, %3) → Γ′(π ◦ γ, d,G, %3) is a branched covering map, we
can choose a continuous map

σ : ]−R2, R2[ → V ∩ Γ(γ, d,G, %3) satisfying π ◦ σ = σ̃ and z0 = σ(ξ2).

By (5.45) we have σ̃(2R1) ∈ R2 \ Γ′(π ◦ γ, ∆, D′
1, %3). Hence (5.39) implies that

σ(2R1) is a real regular point of V . Next note that (5.40) and our choices imply

M : = {s ∈ ]−R2, R2[ :
1
t∆0
|σj(s)− γj(t0)| < L2, 3 ≤ j ≤ n}

= {s ∈ ]−R2, R2[ :
1
t∆0
|σj(s)− γj(t0)| < S2, 3 ≤ j ≤ n}.
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Since ]−R2, R2[ is connected M is either empty or M = ]−R2, R2[. Since z0 /∈
Γ(γ, ∆, D2, %3) there exists k with 3 ≤ k ≤ n such that

1
t∆0
|σk(ξ2)− γk(t0)| = 1

t∆0
|z0,k − γk(t0)| ≥ L2.

This implies M = ∅ and

‖ 1
t∆0

(σj(s)− γj(t0)n
j=3)‖∞ ≥ L2 for all s ∈ ]−R2, R2[.

Hence the lifting σ cannot pass through any real branch point of π on V ∩
Γ(γ, d,G, %3), since all of these lie in Γ(γ, ∆, D1, %3) by (5.38). Consequently, the
lifted curve s 7→ σ(t0 + t∆0 ξ1, γ2(t0) + t∆0 s, σ3(s)) is unique and real analytic as a
function of s ∈ ]−R2, R2[. However, σ(s) must be real for s in some neighborhood
of 2R1, so in fact it must be real for each s ∈ ]−R2, R2[. In particular, z0 = σ(ξ2)
is real, which completes the proof of (5.46).

Next let D := 1
3D2 = D1 and note that by (5.31) and (5.37) the general hy-

potheses of Lemma 5.9 are fulfilled. Then note that condition 5.9 (a) holds by
(5.46) and the choice of D, while 5.9 (b) follows from (5.40). Condition 5.9 (c) fol-
lows from condition 5.10 (d) together with Lemma 5.4. Finally, condition 5.9 (d)
holds by (5.39). Therefore, we can use Lemma 5.9 to show that V satisfies
PL(V, Γ(γ, d,G, %)). To do this, let A, δ, and %4 be the constants that exist ac-
cording to Lemma 5.9 for G and D as above. Then fix u ∈ PSH(V ∩Γ(γ, d,G, %))
satisfying

u(z) ≤ |z|d, z ∈ V ∩ Γ(γ, d,G, %) and u(z) = 0, z ∈ V ∩ Rn ∩ Γ(γ, d,G, %).

By Lemma 5.9 this implies

(5.47) u(z) ≤ A|Im z|, z ∈ V ∩ Γ(γ, d, δG, %4).

To conclude from (5.47) that V satisfies PL(V, Γ(γ, d,G, %)) assume first d = 1
and fix a compact subset K of G. We may aasume K = B2(0, ε1)× B(0, δ1)n−2

for suitable 0 < ε1 < ε and 0 < δ1 < δ. From (5.35) and Lemma 4.12 (a) it
follows that each point η ∈ K ∩ R3 \ R × {0} × {0} is a simple point of Tγ,1V .
Therefore, it follows from condition (b), Lemma 5.8, and Lemma 5.5, that we can
find a zero neighborhood Uη, Aη ≥ 1 and rη > 1 such that

u(z) ≤ Aη|Im z|, z ∈ V ∩ Γ(γ, 1, η + Uη, rη).
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Because of this and (5.47), a compactness argument implies that we can find
A0 ≥ 1, δ2 > 0 and r2 > %4 such that for K1 := K ∩ Rn + Bn(0, δ2) we have

(5.48) u(z) ≤ A0|Im z|, z ∈ V ∩ Γ(γ, 1,K1, r2).

Since there exists µ > 0 such that

|Im z| ≥ µ|z|, z ∈ Γ(γ, 1,K, %) \ Γ(γ, 1,K1, %),

the a priori estimate for u and (5.48) imply the existence of A ≥ 1 and r3 ≥ r2,
such that

u(z) ≤ A|Im z|, z ∈ V ∩ Γ(γ, 1,K, r3).

Hence V satisfies PL(V, Γ(γ, 1, G, %)) in this case.

If d < 1 then obvious modifications of the above proof, using (5.35) and
Lemma 4.12 (b), give the desired conclusion also in that case. ¤

To prove our main Theorem 5.2, we are going to use a result from Meise and
Taylor [17]. In order to state it clearly, we recall the following definition.

5.11. Definition. A pure dimensional algebraic variety V in Cn is said to satisfy
the strong radial Phragmén-Lindelöf condition (SRPL) if there are constants
A ≥ 1, B ≥ 0 such that each u ∈ PSH(V ) which satisfies

(α) u(z) ≤ |z|+ o(|z|), z ∈ V

(β) u(z) ≤ 0, z ∈ V ∩ Rn

also satisfies

(γ) u(z) ≤ A|z|+ B, z ∈ V .

By Meise and Taylor [17], Proposition 4.5, the following holds:

5.12. Proposition. An algebraic variety V in Cn satisfies (SPL) if and only if
it satisfies the following conditions:

(i) V satisfies PLloc at each ξ ∈ V ∩ Rn,
(ii) V satisfies (SRPL),
(iii) For each ξ ∈ Vh ∩ Rn, |ξ| = 1, there exist A ≥ 1, R > 1, and 0 < δ ≤ 1

such that for each u ∈ PSH(V ) satisfying 3.1 (α) und (β),

u(z) ≤ A| Im z| for all z ∈ V ∩ Γ(γξ, 1, B(0, δ), R).
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Proof of Theorem 5.2:

(a)⇒ (b): In view of Definition 3.9, this implication follows from Corollary 3.8.

(b) ⇒ (c): Condition (1) in (c) is identical with a condition in (b). Since V is
weakly hyperbolic in conoids, for each ξ ∈ (Vh)reg ∩ Sn−1 and γξ(t) := tξ, Tγξ,1

V

satisfies PLloc(ζ) at each ζ ∈ Tγξ,1
V ∩Rn and V is (γξ, 1)-hyperbolic at each real

point of Tγξ,1
V which is regular. Now note that by Theorem 2.7 (b) we have

Tγξ,1
V = Vh − ξ. Therefore, Vh satisfies PLloc(0). Since Vh is homogeneous, [8],

Remark 3.14, shows that Vh satisfies (SPL). Hence (2) holds. Also (3) follows
from above, since ξ ∈ (Vh)reg ∩ Sn−1 implies that 0 = ξ − ξ ∈ Vh − ξ = Tγξ,dV

is a regular point of Tγξ,dV . Finally, (4) holds, since V is weakly hyperbolic in
conoids.

(c) ⇒ (a): In order to derive (a) from Proposition 5.12, we show that the
hypotheses of this proposition are fulfilled. Condition 5.12 (ii) holds, note that
Vh is homogeneous and satisfies (SPL) by (2) in (c). Hence it follows from The-
orem 3.7 that each irreducible component W of Vh satisfies PLloc(0) and hence
the dimension condition, as we remarked after Definition 3.4. In particular, each
irreducible component W of Vh has real regular points. By condition (3) in (c), V

is (γξ, 1)-hyperbolic at such a point ξ ∈ W ∩Sn−1 for γξ(t) := tξ. In the notation
of [5], 2.8, this means that V is locally hyperbolic at infinity in the direction
ξ. Hence V satisfies the condition (SRPL) by [5], Theorem 5.1. Therefore, it
follows from Proposition 5.12 that V satisfies (SPL) if we show that the following
condition holds:

(5.49) For each ξ ∈ Vh ∩ Sn−1 there exist A ≥ 1, R ≥ 1, and 0 < δ < 1
such that for γξ(t) := tξ, t ≥ 1, each u ∈ PSH(V ) which satisfies
the conditions (α) and (β) of 3.1 also satisfies

u(z) ≤ A| Im z|, z ∈ V ∩ Γ(γ, 1, B(0, δ), R).

To show that (5.49) holds, fix ξ ∈ Vh ∩ Sn−1 and consider the following cases:
case 1: ξ ∈ (Vh)reg. Then V is (γξ, 1)-hyperbolic at 0 ∈ Tγξ,1

V by condition (3)
in (c). By Lemma 5.5 and Lemma 5.4 (a), this implies that there exist δ > 0 and
R > 1 such that V satisfies PL(V, Γ(γ, 1, B(0, 2δ)), R). Hence condition (5.49)
holds for ξ.
case 2: ξ ∈ (Vh)sing ∩ Sn−1 and 0 is a simple point of Tγξ,1

V . If we show that V

is (γξ, 1)-hyperbolic at 0 ∈ Tγξ,1
V , then (5.49) holds for ξ as in case 1. To derive
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the (γξ, 1)-hyperbolicity from Lemma 5.8, note first that Vh satisfies (SPL) by
condition (c) (2). By Theorem 3.7 this implies that Vh satisfies PLloc(ξ) and
consequently, Vh is locally hyperbolic at ξ. Since Tγξ,1

V = Vh − ξ, by Theo-
rem 2.7 (b), Tγξ,1

V is locally hyperbolic at 0. Next note that we can choose an
open neighborhood U of ξ in Cn such that (Vh)sing ∩U = (C · ξ)∩U . By hypoth-
esis (c) (3), for each ζ ∈ (Vh)reg ∩ Rn ∩ U the variety V is (γζ , 1)-hyperbolic at
0 ∈ Tγζ,1

V . It is easy to check that this implies that ζ − ξ ∈ (Tγξ,1
V )reg and that

V is (γξ, 1)-hyperbolic at ζ − ξ. Therefore, we can apply Lemma 5.8 to conclude
that V is (γξ, 1)-hyperbolic at 0.
case 3: ξ ∈ (Vh)sing ∩ Sn−1 and 0 is not a simple point of Tγξ,1

V . This implies
that ξ belongs to the set M1, defined in 5.1, and that for A(ξ) := TξVh ∪ Vh, the
pair (σξ,∆A(ξ)(σξ, 1)) belongs to C1. In particular, C 6= ∅. Hence we know from
5.1 that there exists N ∈ N such that C =

⋃N
j=1 Cj . We claim that the following

assertion holds:

(5.50) For each 1 ≤ j ≤ N , each (γ, d) ∈ Cj , and each η ∈ Tγ,dV ∩ Rn

there exist an open zero neighborhood Dη of η and %η > 1 such
that V satisfies PL(V, Γ(γ, d,Dη, %η)).

If (5.50) holds then we argue as follows: 0 is not a simple point of Tγξ,1
V by the

present hypothesis. From Proposition 3.12 we know that for each real point in
Tγξ,1

V = Vh − ξ this variety is locally hyperbolic, since Vh satisfies (SPL) by hy-
pothesis (c) (2). From (c) (3) we know that V is (γξ, 1)-hyperbolic at each regular
point of Tγξ,1

V ∩ Rn. Hence the conditions (a)-(c) of Lemma 5.10 are fulfilled.
By (5.50), also condition 5.10 (d) holds. Hence this Lemma implies the existence
of a zero neighborhood G and % > 0 such that V satisfies PL(V, Γ(γξ, 1, G, %)).
This implies that condition 5.12 (iii) holds also in this case. Hence the proof of
Theorem 5.2 is complete, as soon as we show that (5.50) holds.

To prove (5.50), we argue by induction downward from N to 1. To start the
induction, note that by (5.2) for each (γ, d) ∈ CN all points in (Tγ,dV )sing∩Rn are
simple points. Hence the hypotheses in 5.2 (c) imply that for each ξ ∈ Tγ,dV ∩Rn

the hypotheses of Lemma 5.8 are fulfilled. Therefore, Lemma 5.5 implies that
(5.50) holds for j = N .

Assume now that (5.50) holds for j + 1, where 2 ≤ j + 1 ≤ N . To show that
then (5.50) also holds for j, fix (γ, d) ∈ Cj and η ∈ Tγ,dV ∩ Rn. If η is a regular
point of Tγ,dV , then condition (5) in 5.2 (c) together with Lemma 5.5 implies that
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(5.50) holds for η. If η ∈ (Tγ,dV )sing ∩ Rn is a simple point of Tγ,dV , then Tγ,dV

is locally hyperbolic at η. This follows from condition (4) in 5.2 (c) together
with Theorem 2.7 and [6], Proposition 3.16. By 5.2 (c), condition (4), also the
second hypothesis in Lemma 5.8 is fulfilled. Hence this lemma implies that V is
(γ, d)-hyperbolic at η. By Lemma 5.5 it follows as before, that (5.50) holds for
η.

If η ∈ (Tγ,dV )sing ∩ Rn is not a simple point of Tγ,dV then it follows from
Lemma 4.10 (b) that there are ζ ∈ Tγ,dV and τ ∈ R such that η = ζ + τξ0, where
ξ0 is the limit of γ at infinity. We assume first that τ = 0 and define

γζ(t) := γ(t) + ζtd.

Then Tγζ ,dV = Tγ,dV − ζ. Hence 0 is not a simple point of Tγζ ,dV . Thus, condi-
tion 5.10 (a) holds. As above we get from condition (4) in 5.2 (c) that also the
conditions 5.10 (b) and (c) are satisfied. Since T0(Tγζ

, d)V = Tζ(Tγ,dV ), we have
A(γ, ζ) = A(γζ , 0) in the notation of 5.1. Hence ∆A(γ,ζ)(γ, d) = ∆A(γζ ,0)(γζ , d) =:
∆. Since (γζ ,∆) is in Cj+1 by the definition of Cj+1, the induction hypothe-
sis implies that for each ξ ∈ Tγζ ,∆V ∩ Rn there are a zero neighborhood Gξ

and %ξ > 0 such that V satisfies PL(V, Γ(γζ ,∆, ξ + Gξ, %ξ)). Hence we showed
that also condition (d) of 5.10 is fulfilled. Therefore, we can apply Lemma 5.10
to get the existence of a zero neighborhood G and % > 0 such that V sat-
isfies PL(V, Γ(γζ , d, G, %)). Since Γ(γζ , d, G, %) = Γ(γ, d, ζ + G, %), V satisfies
PL(V, Γ(γ, d, ζ + G, %)).

Now assume η = ζ + τξ0 for some τ ∈ R. Then it follows from (4.5) that there
are a zero neighborhood Dη and %η > 0 such that

Γ(γ, d, η + Dη, %η) ⊂ Γ(γ, d, ζ + G, %).

Since we just showed that V satisfied PL(V Γ(γ, d, ζ + G, %)) it follows from this
inclusion and Lemma 5.4 (a), that (5.50) holds for η. ¤

6. Further results and examples

In order to show that the conditions in Theorem 5.2 simplify considerably
under mild additional hypotheses, and to treat examples more easily, we have to
explain in greater detail how limit varieties of a given algebraic variety V in Cn

are computed. We recall the following facts from [9] and [11].
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6.1. Canonical defining functions for algebraic varieties. Let V be an
algebraic variety in Cn which is of pure dimension k ≥ 1 and has degree m. We
choose coordinates in Cn that are excellent for V . This means that the projection
π : Ck × Cn−k → Ck, π(z′, z′′) = z′, is proper when restricted to V and satisfies
for some C > 0 the estimate

(6.1) |z| ≤ C(1 + |z′|), z ∈ V.

The existence of excellent coordinates is shown, e.g., in Chirka [13], 7.4, Theo-
rem 2. Then the branch locus B of π : V → Ck as well as π(B) are algebraic
varieties of dimension at most k − 1 and

π : V \B → Ck \ π(B)

is a covering map. For z′ ∈ Ck \ π(B) there are m points in the fiber over z′. We
write

π−1(z′) = {(z′, αi(z′)) : 1 ≤ i ≤ m}
where the αi(z′) are all distinct. We will also use the same notation for z′ ∈ π(B)
by repeating each αi(z′) as many times as indicated by the multiplicity µ(V, z)
for z = (αi(z′), z′). Using this notation, the canonical defining function for V is
defined as

(6.2) P (z, ξ;V, π) :=
m∏

i=1

〈z′′ − αi(z′), ξ〉.

It is a polynomial in z and ξ of degree m in z and ξ separately.

If W is a holomorphic k-chain, i.e.,

W = n1[W1] + . . . + np[Wp],

where the Wj are the irreducible components of SuppW and degree Wj = mj ,
then let ν :=

∑p
j=1 njmj and define

P (w, ξ;W,π) :=
p∏

j=1

P (w, ξ;Wj , π)nj .

Then P (w, ξ;W,π) is a polynomial of degree ν in ξ.

6.2. Definition. For d ≤ 1, q ∈ N, and l ∈ N0 let p be a Laurent series in
the variable t1/q with coefficients in C[w1, . . . , wn, ξ1, . . . , ξl]. Then p is called
d-quasihomogeneous in w and t of d-degree ω if

p(λdw, λt, ξ) = λωp(w, t, ξ), λ > 0.
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It is easy to check that p is d-quasihomogeneous of d-degree ω if and only if p has
the form

p(w, t, ξ) =
∑

j+d|β|=ω

∑

α∈Nl
0

aj,β,αwβtjξα,

where β runs through Nn
0 and j through a subset of 1

qZ which is bounded from
above.

6.3. Remark. For an algebraic variety V in Cn of pure dimension k ≥ 1 and π as in
6.1, let P be its canonical defining function. For a simple curve γ : [R,∞[ → Cn

and d ≤ 1 let

(6.3) F (w, t, ξ) := P (γ(t) + w, ξ;V, π) =
∑

j,β,α

aj,β,αtjwβξα,

where the sum is the Laurent series expansion of the holomorphic function
F (w, sq, ξ) in s = t1/q, w, ξ, where s runs through a neighborhood of ∞ and
w through Cn. Collecting all terms in (6.3) which have the same d-degree, we
can regroup the series as

(6.4) F (w, t, ξ) = Fω0(w, t, ξ) +
∑

ω<ω0

Fω(w, t, ξ),

where Fω is the d-quasihomogeneous part of d-degree ω of the series and

(6.5) ω0 = ω0(d, V, π) = max{ω : Fω does not vanish identically}.
Now note that for t ∈ C \ (

B(0, R) ∪ ]−∞, 0]
)

the quasihomogeneity property
implies

F (tdw, t, ξ) = tω0Fω0(w, 1, ξ) +
∑

ω<ω0

tωFω(w, 1, ξ)

and hence

(6.6) lim
t→∞ t−ω0P (γ(t) + tdw, ξ;V, π) = lim

t→∞ t−ω0F (tdw, t, ξ) = Fω0(w, 1, ξ),

where the convergence is uniform on compact subsets of Ck × Cn−k.

6.4. Newton polygon and critical values. Let V be an algebraic variety in
Cn, π a projection, and γ a simple curve in Cn as in 6.3. To define the Newton
polygon for the function F in (6.3), we denote the support of that series by

M := {(j, l) : qj ∈ Z, l ∈ N0, aj,β,α 6= 0 for some β with |β| = l and |α| = m}.
For θ ∈ R2 \ {0} and b ∈ R define the closed half plane

Hθ,b := {x ∈ R2 : 〈x, θ〉 ≤ b}.
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We call it admissible if θ ∈ [0,∞[× R and M ⊂ Hθ,b. The Newton polygon N of
F is the intersection of all admissible half planes. Note that all vertices of N are
elements of M . In particular, if (j, l) is a vertex of N , then l ∈ N0 and l ≤ m

since we remarked in 6.1 that P and hence F has degree m in w. Hence N has
at most m + 1 vertices and at most m edges between them (plus two unbounded
edges).

It is not difficult to see that s ≤ −1 whenever s is the slope of an edge of N ,
see [9], proof of Proposition 31.

Let 1 = d1 > d2 > · · · > dp be an enumeration of

{1} ∪
{
−1

s
: s is the slope of a bounded edge of N

}
.

The numbers 1 = d1 > d2 > . . . > dp are called critical values of V with respect
to γ. They do not depend on the projection π by [11], Corollary 4.13. Their
significance is explained below in Corollary 6.8. From the definition of M and
(6.4) it follows that for each d ≤ 1 we have

Fω0(d)(w, t, ξ) =
∑

j+d|β|=ω0(d)

∑
α

aj,β,αwβtjξα.

6.5. Limit currents. For an algebraic variety V in Cn of pure dimension k ≥ 1,
a simple curve γ in Cn, d ≤ 1, and t ≥ α define the set Vγ,d,t as in 2.6. It was
shown in [9] that there exists a limit current of V of order d along γ, i.e.,

(6.7) Tγ,d[V ] = lim
t→∞[Vγ,d,t],

where [W ] denotes the current of integration for a given algebraic variety W in
Cn. The support of Tγ,d[V ] is denoted by Tγ,dV and is called the limit variety of
V of order d along γ, i.e,

Tγ,dV = SuppTγ,d[V ].

More precisely, the following was shown in [9] and [11].

6.6. Theorem. Let V be an algebraic variety in Cn that is of pure dimension
k ≥ 1, let γ be a simple curve in Cn, and let d ≤ 1. Assume that the choice of
coordinates in 6.1 is excellent for V and Tγ,dV . Then there exists a polynomial
Φ ∈ C [ξ1, . . . , ξn−k] such that

Fω0(w, 1, ξ) = P (w, ξ, Tγ,d[V ])Φ(ξ),

where Fω0 is defined in (6.4).
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6.7. Remark. Note that for an algebraic hypersurface V in Cn the canonical
defining function has just a factor ξm, ξ ∈ C. Therefore, we can delete the
ξ-variable in this case.

As an important corollary from Theorem 6.6 we recall from [11], Corollary 4.15:

6.8. Corollary. For V and γ as in Theorem 6.6 let 1 = d1 > d2 > . . . > dp be
the critical values for γ and V . If dj+1 < d < dj for some j < p then

T0(Tγ,dj
[V ]) = Tγ,d[V ] = (Tγ,dj+1

[V ])h,

and if d < dp and Tγ,dpV 6= ∅ then

T0(Tγ,dp [V ]) = Tγ,d[V ].

By [10], Lemma 5.3, the following holds:

6.9. Lemma. Let P ∈ R[z1, . . . , zn]\R, a real simple curve γ, γ(t) =
∑q

j=−∞ ajt
j/q,

and d ∈ Q ∩ ]−∞, 1] be given. Expand

P (γ(t) + w) =
∑

j∈Z,α∈Nn
0

aj,αtj/qwα =
∞∑

k=0

Fωk
(w, t),

where ω0 = ω0(d) := max{j/q + d|α| : aj,α 6= 0} and Fωk
(w, t) =∑

j/q+d|α|=ωk
aj,αtj/qwα. If ∂Fω0

∂zn
(ξ, 1) 6= 0 for some ξ ∈ V (Fω0(·, 1)) ∩ Rn,

then V (P ) is (γ, d)-hyperbolic at ξ with respect to the projection π : Cn → Cn,
π(z′, zn) := (z′, 0).

Using Lemma 6.9 we can now give a simpler version of Theorem 5.2 under mild
additional hypotheses.

6.10. Theorem. Let V be an algebraic surface in C3. Assume that Vh and Tγ,dV

have multiplicity 1 for each (γ, d) ∈ C (C defined in 5.1). Then V satisfies (SPL)
if and only if the following conditions are satisfied:

(1) V satisfies PLloc(ξ) at each ξ ∈ V ∩ R3.
(2) Vh satisfies (SPL).
(3) For each (γ, d) ∈ C the limit variety Tγ,dV satisfies PLloc(ξ) at each real

point ξ ∈ Tγ,dV .
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Proof. To derive the theorem from Theorem 5.2, note first that the conditions (1)
and (2) are identical in both theorems. Then note that by (5.1) we have d ∈ Q for
each (γ, d) ∈ C. Hence (3) implies that Fω0(d)(·, 1) and Fω0(d)(·, 1) are square-free
for each (γ, d) ∈ C. Therefore, condition (3) of 5.2 (c) holds by Lemma 6.9. It
also follows that the second condition in 5.2 (c) (4) holds, while the first one holds
by the present condition (3). ¤

The next result shows that our methods can be applied to hypersurfaces in Cn

under additional hypotheses.

6.11. Proposition. Let P ∈ R[z1, . . . , zn] be of degree m ≥ 1, denote its principal
part by Pm and assume that the following conditions are satisfied:

(1) V (Pm) satisfies (SPL).
(2) gradPm(x) 6= 0 for each x ∈ Rn \ {0}.
(3) V (P ) satisfies PLloc(ξ) at each ξ ∈ V (P ) ∩ Rn.

Then V (P ) satisfies (SPL).

Proof. To derive the assertion from Proposition 5.12, note first that 5.12 (i) holds
by (3). Then note that from (2) and Lemma 6.9 it follows that V (P ) is (γξ, 1)-
hyperbolic for each ξ ∈ V (Pm) ∩ Sn−1 for γξ(t) := ξt. Since V (Pm) satisfies
(SPL) by (1), it follows as in the proof of Theorem 5.2, part (c) ⇒ (a), that
V (P ) satisfies (SRPL), i.e., condition 5.12 (ii) holds. By the (γξ, 1)-hyperbolicity
that we just remarked it follows from Lemma 5.5 that also condition 5.12 (iii) is
fulfilled. Hence the proposition follows from Proposition 5.12. ¤

Remark. Note that for a given algebraic variety V in Cn and a simple curve γ

the critical values of V with respect to γ are determined by the Newton polygon
which we decribed in 6.4. However, it is more complicated to determine the
corresponding A-critical level of V with respect to a given simple curve γ and
d ≥ 1. The next result shows that under additional hypotheses there is a relation
between ∆A(γ, d) and the critical values of V with respect to γ. It is similar to
[6], Proposition 4.11.

6.12. Proposition. Let Q ⊂ R[z1, z2, z3] be of degree p0, let γ be a real simple
curve, d ≤ 1, and assume that for the critical values of V = V (Q) with respect to γ

we have dν+1 < d ≤ dν for 1 ≤ ν < p. Assume furthermore that 0 is not a simple
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point of Tγ,dV and that the localization (Fω0(dν)(·, 1))0 of Fω0(dν)(·, 1) at the origin
is square-free. Then for A := A(0), defined in 4.9, we have ∆A(γ, d) ≤ dν+1.

Proof. To argue by contradiction, we assume that ∆ := ∆A(γ, d) > dν+1. Then
Lemma 4.7 implies dν+1 < ∆ < d ≤ dν . Since 0 is not a simple point of Tγ,dV ,
there exists L ∈ GrassR(1, 3) \ A such that BL ∩ R3 has at least two branches
which are equivalent to γ modulo d and which are not both equivalent to γ

modulo ∆. Hence we can choose a real simple curve σ with tr(σ) ⊂ BL such
that σ is equivalent to γ modulo d but not modulo ∆. Consequently, γ and σ

have the same limit vector e1 at infinity. Because of d < 1 we have e1 ∈ Vh.
Since L intersects Vh only at the origin and since dimL = 1, we can assume that
L = span(e3). Without restriction we may assume that (e1, e2, e3) is the standard
basis of R3 and that γ and σ are in standard parametrization with respect to this
basis, say γ(t) = (t, γ2(t), γ3(t)) and σ(t) = (t, σ2(t), σ3(t)) for t ≥ %0 ≥ 1.
Define π : C3 → C3, π(z1, z2, z3) = (z1, z2, 0). If γ(t) =

∑q
j=−∞ ajt

j/q and
σ(t) =

∑q
j=−∞ bjt

j/q for a suitable number q ∈ N, then the present hypotheses
imply by Lemma 2.11

(6.8)
q∑

j=µ

ajt
j/q =

q∑

j=µ

bjt
j/q for t À 1 and ∆ < µ

and

(6.9) lim
t→∞ t−∆|γ(t)− σ(t)| > 0.

Next consider the expansion

(6.10) Q(γ(t) + z) =
∑

|α|≤l,j≤q

aj,αzαtj/q =
∑

ω≤ω0(dν)

Fω(z, t).

Note that for some %1 ≥ %0 the series converges absolutely and uniformly on
K × [%1,∞[ for each compact set K in C3. Next denote by P the localization of
Fω0(dν)(·, 1) at zero, i.e.,

P := (Fω0(dν)(·, 1))0.

Then P is homogeneous, say of degree m ≥ 1, and does not depend on z1. This
follows for ν < 1 from Theorem 2.7 (c), while for ν = 1 it follows from the fact
that we localize Q at e1 (see [4], Lemma 3.9). By hypothesis, P is square-free
and by Corollary 6.8 we know that for dν+1 < δ < dν we have

(6.11) (Tγ,dν+1V )h = Tγ,δV = T0(Tγ,dνV ) = V ((Fω0(dν)(1, ·))0) = V (P ).
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In particular, we have T0(Tγ,dV ) = V (P ). Since Ce3 /∈ A, e3 is noncharacteristic
for P at the origin, but also at infinity (since P is homogeneous). Therefore,
there are pairwise different complex numbers β1, . . . , βm and B ∈ C \ {0} such
that

P (w2, w3) = B
m∏

j=1

(w3 − βjw2).

It is no restriction to assume that B = 1.

Next regroup the expansion (6.3) according to the procedure described in 6.3,
i.e., for dν+1 < δ < dν let

ω0 := ω0(δ) := max{δ|α|+ j

q
: j ∈ Z, j ≤ q, |α| ≤ p0, aj,α 6= 0}

and choose a decreasing sequence (ωk)k∈N = (ωk(δ))k∈N such that for

Fωk
(w, t) :=

∑

δ|α|+j/q=ωk

aj,αwαtj/q

we have

Q(γ(t) + tδw) =
∑

k∈N0

Fωk
(tδw, t) =

∑

k∈N0

tωkFωk
(w, 1).

From this and (6.11) we get for dν+1 < δ < dν

(6.12) t−ω0(δ)Q(γ(t) + tδw) = P (w) +
∑

k∈N
tωk(δ)−ω0(δ)Fωk(δ)(w, 1).

Next we claim that

(6.13) lim
t→∞

1
t∆

(σ2(t)− γ2(t)) = b 6= 0.

To prove this, note that σ2 − γ2 is given by a Laurent series in t1/q. Hence it
follows from (6.8) that the limit exists. If we assume that the limit is zero then
there exists ε > 0 such that

(6.14)
1
t∆
|σ2(t)− γ2(t)| = o(t−ε) as t →∞.

Hence it follows from (6.9) and the same arguments that

(6.15) lim
t→∞

1
t∆

(σ3(t)− γ3(t)) = d 6= 0.

Now let

κ(t) :=
1
t∆

(σ(t)− γ(t)).
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Because of tr(σ) ⊂ BL it follows from (6.12) with δ = ∆ that for t ≥ %1 we have
(6.16)

0 = t−ω0Q(σ(t)) = t−ω0Q(γ(t) + t∆κ(t)) = P (κ(t)) +
∑

k∈N
tωk−ω0Fωk

(κ(t), 1).

From (6.14) and (6.15) we get the existence of %2 ≥ %1 such that κ is bounded
on [%2,∞[ and that

(6.17) lim
t→∞P (κ(t)) = lim

t→∞

m∏

j=1

(κ3(t)− βjκ2(t)) = dm 6= 0.

Next note that by the convergence properties of the expansion in (6.10) there
exists D > 0 such that

sup{|Fωk
(κ(t), 1)| : t ≥ %2, k ∈ N} ≤ D.

Since 0 ≤ ω0−ωk ≤ min(|δ|, 1/q) it follows from (6.16) that limt→∞ P (κ(t)) = 0,

in contradiction to (6.17). Because of this contradiction, our claim is proved, i.e.,
(6.13) holds.

To apply a result from [9] note first, that according to formula (2) in [9], p. 109,
we have

Q(z1, z2, z3) =
l∏

j=1

(z3 − αj(z1, z2)),

where the functions αj are locally analytic functions outside an algebraic subset
in C2. According to formula (3) in [9], p. 110, we have

Q(γ(t) + t∆w) = tl∆
l∏

j=1

(w3 − βj(w1, w2, t)),

where

βj(w1, w2, t) =
1
t∆

(αj((t, γ2(t)) + t∆(w1, w2))− γ3(t)).

Next let

µ :=
1
4

min{|βj − βk| : 1 ≤ j < k ≤ m}
and choose δ := µ|b|/4. By [9], Lemma 15, the functions βj(w1, w2, t) converge
uniformly on B2((0, b), δ) as t tends to infinity. Hence for ε := µ|b|/4 there is
t1 ≥ t0 such that

sup{|βj(w1, w2, t)− βjw2| : (w1, w2) ∈ B2((0, b), δ)} ≤ ε.
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For j 6= k and (w1, w2) ∈ B2((0, b), δ) we now get

|βj(w1, w2, t)− βk(w1, w2, t)| ≥ |ηjw2 − βkw2| − 2ε ≥ 4µ|b|/2− µ|b|/2 = 3µ|b|/2.

Since (0, κ(t)) ∈ B2((0, b), δ) for t ≥ t2 ≥ t1, it follows that σ(t) = γ(t) + t∆κ(t)
cannot be a branch curve of V (Q). Because of this contradiction, the proof of
the proposition is complete. ¤

6.13. Example. Define P ∈ R[x, y, z] by

P (x, y, z) =
1
2
y(x2 − y2)− (x− y)z + z = P3 + P2 + P1.

Then V = V (P ) satisfies (SPL).

To derive this from Theorem 6.10, note first that gradP does not vanish on
V . Hence each point ξ ∈ V ∩ R3 is a regular point. By [6], Proposition 7.4, this
implies that V (P ) satisfies PLloc(ξ) at each ξ ∈ V ∩ R3. Thus, condition (1) of
6.10 is satisfied.

Next note that P3 is square-free, that Vh = V (P3), and that

(Vh)sing ∩ S2 = {ξ+, ξ−},
where ξ± := (0, 0,±1). Hence Vh has multiplicity one and satisfies (SPL) since
it is the union of three hyperplanes with real generators. Hence condition (2) of
Theorem 6.10 also holds.
Some computation shows that for ζ := (1, 0, 0) and γ(t) := tζ, the point ξ− − ζ

is a simple point of Tγ,1V , while ξ+ − ζ is not simple. By the construction
in 5.1 we therefore have M1 = {ξ+}. Next we define γ+ : t 7→ tξ+, t ≥ 1. By
Proposition 6.11, the first candidate for ∆A(ξ+)(γ+, 1) is ∆ = 1/2. A computation
shows that indeed ∆A(ξ+)(γ+,1) = 1/2. Hence C1 = {(γ+, 1/2)}.

The procedure that we described in 6.4 together with Theorem 6.6 and Re-
mark 6.7 or [9], Corollary 27, gives

(6.18) Tγ+,1/2V = {(x, y, z) ∈ C3 : Q+(x, y) = 0}
where

(6.19) Q+(x, y) = (x, y)[y(x + y)/2− 1] = y(x2 − y2)/2− x + y.

Since gradQ+(x, y) = (xy − 1, (x2 − 3y2)/2 + 1), we get

(Tγ+,1/2V )sing ∩ R2 = {(1, 1, z) : z ∈ R} ∪ {(−1,−1, z) : z ∈ R}.
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An inspection of the points (1,1,0) and (-1,-1,0) shows that they are simple points
of Tγ+,1/2V . By Lemma 4.11 (b), this implies that all points of Tγ+,1/2V are sim-
ple. Therefore, the definition of the set C in 5.1 gives that C = C1 = {(γ+, 1/2)}.

Next note that the characterization of the algebraic curves in C2 which satisfy
(SPL), given in [10], Corollary 3.11, implies that V (Q+) ⊂ C2 satisfies (SPL).
Hence, also Tγ+,1/2V = V (Q+) × C satisfies (SPL). By Theorem 3.7 (a) this
proves that Tγ+,1/2V satisfies PLloc(ξ) at each ξ ∈ Tγ+,1/2V ∩ R3. Therefore, we
showed that condition 6.10 (3) is satisfied. Since it follows from (6.18) and (6.19)
that Tγ+,1/2V has multiplicity 1, all the hypotheses of Theorem 6.10 are fulfilled.
Hence V satisfies (SPL) by Theorem 6.10.

Remark. Note that Example 6.13 was considered already in [10] as Example 5.5.
We have included it here in order to show that it is much easier to handle with
the characterization given in Theorem 6.10 than with the one given in [10], The-
orem 4.3.

The intersection of two algebraic hypersurfaces which both satisfy (SPL) need
not satisfy (SPL), as the following example shows.

6.14. Example. Let V1 and V2 in C4 be defined as

V1 := {(x, y, z, w) ∈ C4 : x2 + y2 + z2 − w2 = 0}
V2 := {(x, y, z, w) ∈ C4 : x2 + y2 − z2 + w2 = 0}.

Then V1 and V2 satisfy (SPL), but V1 ∩ V2 does not satisfy (SPL).

A standard max-over-the-fiber-argument together with the classical Phragmén-
Lindelf Theorem for C3 shows that V1 and V2 satisfy (SPL). To prove that V1∩V2

does not satisfy (SPL), note first that V1 ∩ V2 = W1 ∪W2 ∪W3 ∪W4, where

W1 := {(s, is, t, t) : (s, t) ∈ C2}, W2 := {(s, is, t,−t) : (s, t) ∈ C2}
W3 := {(s,−is, t, t) : (s, t) ∈ C2}, W4 := {(s,−is, t,−t) : (s, t) ∈ C2}.

If we assume that V1 ∩ V2 satisfies (SPL), then W1 satisfies (SPL), since it is an
irreducible component of V1 ∩ V2. By Theorem 3.7 and the Remark following
Definition 3.4, it then follows that W1 satisfies the dimension condition at each
real point of W1. Now note that

W1 ∩ R4 = {(0, 0, t, t) : t ∈ R}.
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This shows that W1 does not satisfy the dimension condition at the origin in
contradiction to our assumption. Hence V1 ∩ V2 does not satisfy (SPL).

6.15. Example. Let P : C4 → C2 be defined by P (w, x, y, z) := (w2− y2 + z, x2−
y2 + z + w) and define the variety V by

V = V (P ) := {(w, x, y, z) ∈ C4 : w2 − y2 + z = 0 and x2 − y2 + z + w = 0}.

Then V satisfies (SPL).

To derive this from Theorem 5.2, note first that a standard computation shows
that for each a ∈ V there is a 2× 2 submatrix of the Jacobian of P whose deter-
minant does not vanish at a. Therefore, V is a complex manifold of dimension
2. Since P has real coefficients, it follows that for each ξ ∈ V ∩ R4, V ∩ R4

is a real manifold of dimension 2 by the implicit function theorem. Because of
this, well-known arguments show that V satisfies PLloc(ξ). Hence condition (1)
in 5.2 (c) holds.

To show that also condition (2) in 5.2 (c) is fulfilled, note that the polynomials
x2 − w2 + w and y2 − w2 − z form a Grbner basis for I(V ) with respect to a
graded term order. By Cox, Little, O’Shea [14], Theorem 8.4.4, this implies that

(6.20) Vh = {(w, x, y, z) ∈ C4 : x2 − w2 = 0 and w2 − y2 = 0}.

From this it follows easily that Vh is the union of four linear subspaces of dimen-
sion 2 which have real generators. By the classical Phragmén-Lindelf Theorem
for C2 each of these linear subspaces satisfies (SPL) and hence Vh satisfies (SPL).
Thus condition (2) in 5.2 (c) holds.

From formula (6.20) it follows that

(6.21) (Vh)sing = {(0, 0, 0, z) : z ∈ C}.

We claim that for the real simple curve γ defined by γ(t) := (0, 0, 0,−t) the point
0 ∈ Tγ,1V is a simple point. To show this, define the projection π− : C4 → C4,
π−(w, x, y, z) := (0, 0, y, z). Then kerπ− is in NC(V,∞), since

Vh ∩ {(w, x, 0, 0) : w, x ∈ C} = {(0, 0, 0, 0)}.

Next note that Vh + (0, 0, 0, z) = Vh for each z ∈ C. This implies

T0(Tγ,1V ) = Vh.
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Hence π− is also noncharacteristic for Tγ,1V = Vh + (0, 0, 0, 1) at 0. Next assume
that for (y0, z0) ∈ R2 with z0 < −1 the point (w0, x0, y0, z0) is in V . Then the
defining equations for V imply w2

0 = y2
0 − z0 > 0. Hence w0 is real and w0 =

+
√

y2
0 − z0 or w0 = −

√
y2
0 − z0. From this it follows that x2

0 = y2
0−z0±

√
y2
0 − z0.

Since y2
0 − z0 > 1 this implies that x0 is real and the point (w0, x0, y0, z0) is one

of the following four points:

(
√

y2
0 − z0,

√
y2
0 − z0 +

√
y2
0 − z0, y0, z0),

(
√

y2
0 − z0,−

√
y2
0 − z0 +

√
y2
0 − z0, y0, z0),

(−
√

y2
0 − z0,

√
y2
0 − z0 −

√
y2
0 − z0, y0, z0),

(−
√

y2
0 − z0,−

√
y2
0 − z0 −

√
y2
0 − z0, y0, z0).

(6.22)

If we vary (y0, z0) in R× ]−∞,−1[ then it follows that V has four real branches
over this set which consist of manifold points of V . Hence there exists a cone
Γ(γ, 1, D, R) such that for L := kerπ− we have BL ∩R4 ∩Γ(γ, 1, D, R) = ∅. This
shows that 0 is a simple point of Tγ,1V .

We also claim that for the real simple curve σ, defined by σ(t) := (0, 0, 0, t),
the point 0 ∈ Tσ,1V is a simple point. To show this, define the projection π+ in
C4 by π+(w, x, y, z) := (0, x, 0, z). As above it follows that π is noncharacteristic
for V at infinity and for Tσ,1V at 0. If for (x0, z0) ∈ R2 with z0 > 1 a point
(w0, x0, y0, z0) is in V then we have −y2

0 + z0 = −w2
0 and hence x2

0−w2
0 + w0 = 0

or equivalently x2
0 = (w0 − 1/2)2 − 1/4, which implies

w0 =
1
2

+
1
2

√
4x2

0 + 1 or w0 =
1
2
− 1

2

√
4x2

0 + 1.

Note that in both cases w0 is real. Inserting w0 in the second component of P it
follows that

(6.23) y2
0 = z0 + x2

0 + w0 = z0 + x2
0 +

1
2
± 1

2

√
4x2

0 + 1.

It is easy to check that the right hand side of (6.23) is positive because z0 is
positive. Hence y0 must be real. Altogether we showed that (w0, x0, y0, z0) is one
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of the points

(
1
2

+
1
2

√
4x2

0 + 1, x0,

√
z0 + x2

0 +
1
2

+
1
2

√
4x2

0 + 1, z0),

(
1
2

+
1
2

√
4x2

0 + 1, x0,−
√

z0 + x2
0 +

1
2

+
1
2

√
4x2

0 + 1, z0),

(
1
2
− 1

2

√
4x2

0 + 1, x0,

√
z0 + x2

0 +
1
2

+
1
2

√
4x2

0 + 1, z0),

(
1
2
− 1

2

√
4x2

0 + 1, x0,−
√

z0 + x2
0 +

1
2

+
1
2

√
4x2

0 + 1, z0).

(6.24)

If we vary (x0, z0) in R × [1,∞[ then it follows from these formulas that V has
four real branches over this set which consist of manifold points of V . As above,
this shows that 0 is a simple point of Tσ,1V . From (6.23) it now follows that in
the notation of 5.1, we have M1 = ∅. Hence it follows that the set C, constructed
in 5.1, is empty. Therefore, condition (4) in 5.2 (c) is void and we only have to
show that condition (3) in 5.2 (c) holds, i.e., we have to show the following:

(6.25) For each ξ ∈ (Vh)reg ∩ S3 and γξ(t) := tξ, V is (γξ, 1)-hyperbolic
at 0 ∈ Tγξ,1V .

To prove this, fix ξ ∈ (Vh)reg ∩ S3, say ξ = (a, b, c, d). Then (6.21) implies
that (a, b, c) 6= (0, 0, 0), while (6.20) implies that a2 = b2 = c2. Thus we have
ξ = (±λ,±λ, λ, µ), where µ = ±√1− 3λ2. Assume next that µ < 0 and let
γ′(t) = t(λ, µ). Then it follows from (6.22) that there exist 0 < δ < 1 and R > 0
such that π−1

− (Γ(γ′, 1, B2(0, δ), R)) ∩ V consists of four branches and that ζ in
this set is real whenever π−(ζ) is real. From this it follows that (6.25) holds for
these ξ. If µ > 0 then we can argue in the same way, using π+ and formula (6.24).

If µ = 0, then ξ = (a, b, c, 0) with a2 = b2 = c2 and c 6= 0. Therefore,
it follows from (6.22) that for δ sufficiently small and γ′′(t) := t(c, 0) the set
π−1
− (Γ(γ′′, 1, B2(0, δ), R)) ∩ V consists of four branches and that ζ in this set is

real, whenever π−(ζ) is real. Hence (6.15) holds for these ζ.

These arguments show that condition 5.2 (c) is fulfilled. Hence V satisfies
(SPL) by Theorem 5.2.

6.16. Example. To indicate how to compute a limit variety as it was described
in 6.1-6.4, let V be defined as in Example 6.15 and let γ be the real simple
curve γ(t) := (0, 0, 0,−t). To compute the canonical defining function of V with
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respect to the projection π− : (w, x, y, z) 7→ (0, 0, y, z), note that we computed
the functions αj(y, z), j = 1, . . . , 4, in formula (6.22). If we apply definition (6.2),
a computation with MAPLE shows that the canonical defining function of V is
given by

P (w, x, y, z; ξ, η) = (x4−2x2y2+2x2z+y4−2y2z+z2−y2+z)ξ4+
(4xy2 +4x3w−4xwy2−4xz+4xwz)ηξ3 +(6x2w2 +2x2z+4y2z−
2z2− 2w2y2 + 2w2z + 4wy2− 2x2y2− 2y4− 4wz)η2ξ2 + (4xwz−
4xwy2 + 4xw3)η3ξ + (y4 + 2w2z − 2w2y2 − 2y2z + z2 + w4)η4.

It follows that

P (γ(t)+(w, x, y, z); ξ, η) = (−2η2ξ2 +η4 +ξ4)t2 +((−2x2 +2y2−
2z− 1)ξ4 +(−4xw +4x)ηξ3 +(4z− 2x2− 2w2 +4w− 4y2)η2ξ2−
4xwη3ξ +(2y2−2w2−2z)η4)t+(x4−2x2y2 +2x2z +y4−2y2z +
z2−y2+z)ξ4+(4xy2+4x3w−4xwy2−4xz+4xwz)ηξ3+(6x2w2+
2x2z+4y2z−2z2−2w2y2+2w2z+4wy2−2x2y2−2y4−4wz)η2ξ2+
(4xwz−4xwy2+4xw3)η3ξ+(y4+2w2z−2w2y2−2y2z+z2+w4)η4.

From this expansion we compute its support M and its Newton polygon N ac-
cording to 6.4 and get

M = {(2, 0), (1, 0), (1, 1), (1, 2), (0, 1), (0, 2), (0, 3), (0, 4)}.

This implies that N = {(j, l) ∈ R2 : l = 4 − 2j}. Hence the critical values of V

with respect to γ are just d1 = 1 and d2 = 1/2. Some computation shows that
we have

Fω0(1/2)(w, x, y, z; ξ, η) = (y4 − 2x2 − 2x2y2 + 2y2 + x4 + 1)ξ4 +
(4x3w−4xw−4xwy2)ηξ3+(−2y4−2x2−2−2w2−4y2+6x2w2−
2x2y2 − 2w2y2)η2ξ2 + (−4xw + 4xw3 − 4xwy2)η3ξ + (−2w2y2 −
2w2 + 2y2 + w4 + y4 + 1)η4

and that

{(w, x, y, z) ∈ C4 : Fω0(1/2)(w, x, y, z; ξ, η) = 0 for all ξ, η ∈ S2}

is equal to

W := {(w, x, y, z) ∈ C4 : w2 − y2 − 1 = 0 and x2 − y2 − 1 = 0}.
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Hence we get from Theorem 6.6:

Tγ,dV = Vh for 1 ≤ d < 1/2

Tγ,1/2V = W

Tγ,dV = ∅ for d > 1/2.

Note that in this example it follows from [9], Corollary 27, that for P1 := w2 −
y2 + z and P2 := x2 − y2 + z + w we have

Tγ,1/2V = Tγ,1/2V (P1) ∩ Tγ,1/2V (P2).
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