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1. Introduction

Let g be an admissible metric in Rn × Rn, and let h be the corresponding
Planck function (see Hörmander’s book [6] for the background on the Weyl-
Hörmander Calculus, and Section 2 below). Fefferman and Phong proved in [3]
their celebrated inequality which we state as follows (in the form given in [6],
Theorem 18.6.8, page 171).

Theorem 1.1. Let a ∈ S(h−2, g) be a (scalar) symbol with a ≥ 0. Then there
exists a constant C > 0 such that

(1.1) (aw(x,D)u, u) ≥ −C||u||20, ∀u ∈ S(Rn).
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Here (·, ·) and || · ||0 denote the L2(Rn) inner product and norm, respectively,
and aw denotes the Weyl quantization

aw(x,D)u(x) = (2π)−n

∫∫
ei〈x−y,ξ〉a(

x + y

2
, ξ)u(y)dydξ, u ∈ S(Rn).

A fundamental step in the proof is the reduction, through microlocalization,
to the case of a constant metric (reduction to the “semiclassical case”, see [6],
Lemma 18.6.10, page 173). One has in fact the following result.

Theorem 1.2. Let g be a constant metric on Rn×Rn, such that g/gσ ≤ λ2 ≤ 1.

Let 0 ≤ a ∈ C∞(R2n) be a symbol such that |a|gk(x, ξ) ≤ λ−2 for all (x, ξ) ∈ R2n

and for all k ≤ N0. If N0 is sufficiently large, one then has

(aw(x,D)u, u) ≥ −C||u||20, ∀u ∈ S(Rn),

where the constant C is independent of g and of a.

An inspection of the proof shows that N0 = N0(n). However, the proof itself
does not give an explicit dependence on the dimension n. In this respect, recent
work by Lerner and Morimoto [7] shows that, in the case of the standard pseudo-
differential metric |dx|2 + |dξ|2/(1+ |ξ|2), one may take N0 = 4+2n+1 (see also
the reference to Bony’s results and to Boulkhemair’s results contained in that
paper).

Because of the basic importance of the Fefferman-Phong inequality, there has
been a great deal of work, in the scalar case, to extend the Fefferman-Phong
inequality (1.1) in various directions (see the bibliography of Parmeggiani [9]; see
also [10]).

However, Brummelhuis showed in [1] that in the case of systems the inequality
is in general false. He considered the symbol

AB(x, ξ) =


 ξ2

1 ix1ξ1ξ2

−ix1ξ1ξ2 x2
1ξ

2
2


 ,

and tested the Fefferman-Phong inequality for Aw
B(x,D) against cut-off functions

uµ, where µ > 0 is a parameter, of the kind

uµ(x1, x2) =


 uµ,1(x1, x2)

uµ,2(x1, x2)


 =


 eiµx2χ1(x1, x2)
√

µ eiµx2χ2(µx1, x2)


 ,
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where χ1, χ2 ∈ C∞
0 (|x1|, |x2| < 1) are real-valued and satisfy

∫∫
χ1(0, x2)χ2(x1, x2)dx1dx2 = 1.

Since, as is readily seen, ||uµ||20 = ||χ1||20 + ||χ2||20 (from now on, (·, ·) and || · ||0
denote the L2-inner product and norm, regardless to whether we consider scalar
or vector-valued functions), using

(Aw
B(x,D)u, u) = ||D1u1 + ix1D2u2||20 − Re(D2u2, u1)

one has

(1.2) (Aw
B(x,D)uµ, uµ) ∼ −√µ, as µ → +∞.

Hence the Fefferman-Phong inequality cannot hold for the system Aw
B(x,D).

Brummelhuis’ counterexample was later generalized to a geometrically charac-
terized class of systems by Parmeggiani in [8], class which is modelled after the
example, due to Hörmander [5], of a nonnegative Hermitian matrix whose Weyl-
quantization cannot be nonnegative. For Aw

B and the isotropic counterexamples
of [8] the Sharp G̊arding inequality cannot be improved. However, Brummelhuis’
counterexample and all the counterexamples given in [8] to inequality (1.1) for
systems require at least two variables, i.e. n ≥ 2. As a matter of fact, when
n = 1, L.-Y.Sung proved in [11] that if p(x, ξ) is an Hermitian N × N system
of ordinary differential operators which is nonnegative (in the sense of Hermitian
matrices) then inequality (1.1) holds for pw(x,D). His proof is based on the use of
Fourier series to reduce the problem to an estimate from below of an infinite-size
matrix. We showed in [9] (see also [10]) that Sung’s result holds also for systems
of partial differential operators in Rn of the kind

(1.3) p(x, ξ) = A(x)e(ξ) + B(x, ξ) + C(x) = p(x, ξ)∗ ≥ −cI, (x, ξ) ∈ Rn × Rn,

where B(x, ξ) =
∑n

`=1 B`(x)ξ`, and e is a positive homogeneous quadratic form.
Our proof there was in the spirit of the Fefferman-Phong Calderón-Zygmund
decomposition of the phase-space Rn×Rn introduced in [4], which allows one to
use an induction on the size N of the system: the microlocalization given by the
Fefferman-Phong metric, essentially of the form

gx,ξ = H(x, ξ)2|dx|2 +
|dξ|2

1 + |ξ|2 ,
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where
H(x, ξ)−1 = max

{ 1√
1 + |ξ|2 ,

√
Tr(A(x))

}
,

makes it possible to start the size-reduction of the system, decoupling it, modulo
L2-bounded errors, into a 1×1 block for which we may use the scalar Fefferman-
Phong inequality, and into an (N − 1) × (N − 1) block that still satisfies the
assumptions, that we control by induction.

We note in passing that for N ×N systems of the kind
n∑

j,k=1

Ajk(x)ξjξk ≥ 0,

with Ajk = Akj = A∗jk and ||∂α
x Ajk||L∞ ≤ C, |α| ≤ 2, and such that

(1.4)
n∑

j,k=1

〈Ajk(x)vj , vk〉CN ≥ 0, ∀v1, . . . , vn ∈ CN , ∀x ∈ Rn,

Brummelhuis proved that inequality (1.1) holds (that proof goes by an elementary
integration by parts). Of course, condition (1.4) is too strong. Also, inequality
(1.1) is then straightforward for system (1.3) when B(x, ξ) = 0, and the difficulty
when B(x, ξ) 6= 0 lies exactly in controlling this first order part.

The purpose of this note is to extend the Fefferman-Phong inequality, through
the above-mentioned reduction used in [9] (see also [10]), to certain 2×2 systems
with (positive) elliptic matrix-trace (see Theorem 3.1 and Theorem 3.5 below).

To get an idea why a condition on the trace should work, consider the following
“deformation” of Brummelhuis’ system AB:

A(x, ξ) = AB(x, ξ) +

[
0 0
0 ξ2

2

]
= A(x, ξ)∗ ≥ 0,

whose trace is ξ2
1 +(1+x2

1)ξ
2
2 , and therefore is elliptic (in the usual S2

1,0-calculus).
Since

||D2uµ,2||20 ∼ µ2, as µ → +∞,

we can no longer say that the Fefferman-Phong inequality does not hold. In fact,
(1.1) holds, for by the Cauchy-Schwarz inequality one sees that for any given
u ∈ C∞

0 (Rn;C2),

(Aw(x,D)u, u) = (Aw
B(x,D)u, u) + ||D2u2||20 =

= ||D1u1 + ix1D2u2||20 − Re (D2u2, u1) + ||D2u2||20 ≥
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≥ −1
2
||D2u2||20 −

1
2
||u1||20 + ||D2u2||20 ≥ −1

2
||u||20.

We shall show that this is in general the case for 2× 2 system with elliptic trace,
provided an extra assumption is imposed on the off-diagonal terms. The latter
condition is automatically fulfilled in the important case of off-diagonal terms
that are either always real or always purely imaginary.

The plan of the paper is as follows. In the next section we shall recall, for the
sake of completeness, the basic facts about the Weyl-Hörmander Calculus, and
in Section 3 we shall state and prove the theorems. In Section 4 we shall show
that conditions (3.1) and (3.14) below on the off-diagonal terms are in a sense
optimal, by providing an example of system with positive-elliptic trace that does
not satisfy either condition and for which the Fefferman-Phong inequality does
not hold. In the final Section 5 we shall give some corollaries and concluding
remarks.

We wish to thank Francis Nier for many useful discussions.

2. Background on the Weyl-Hörmander calculus

We recall in this section a few basic facts about admissible metrics and weight-
functions (see [6], Sections 18.4 and 18.5; see also [5]). We shall denote by
σ =

∑n
j=1 dξj ∧ dxj the canonical symplectic 2-form in R2n

X = Rn
x × Rn

ξ . Hence
σ(X, Y ) = 〈ξ, y〉 − 〈η, x〉, X = (x, ξ), Y = (y, η).

Definition 2.1. An admissible metric in R2n is a function R2n 3 X 7−→ gX

where gX is a positive-definite quadratic form on R2n such that:

• Slowness: There exists C0 > 0 (the constant of slowness) such that for
any given X, Y ∈ R2n one has

gX(Y −X) ≤ C−1
0 =⇒ C−1

0 gY ≤ gX ≤ C0gY ;

• Uncertainty: For any given X ∈ R2n one has

gX ≤ gσ
X ,

where gσ
X is the dual metric defined by

gσ
X(Y ) = sup

Z 6=0

σ(Y, Z)2

gX(Z)
;
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• Temperateness: There exists C1 > 0 and N1 ∈ Z+ such that for all X,

Y ∈ R2n one has

gX ≤ C1gY

(
1 + gσ

X(X − Y )
)N1

.

The Planck function associated with g is by definition

h(X)2 = sup
Z 6=0

gX(Z)
gσ
X(Z)

.

Remark that by the uncertainty property one always has h ≤ 1.

Definition 2.2. Given an admissible metric g, a g-admissible weight is a
positive function m on R2n for which there exist constants c, C, C ′ > 0 and N ′ ∈
Z+ such that for all X, Y ∈ R2n,

gX(X − Y ) ≤ c =⇒ C−1 ≤ m(X)
m(Y )

≤ C,

and
m(X)
m(Y )

≤ C ′
(
1 + gσ

X(Y −X)
)N ′

.

Remark 2.3. In particular, given an admissible metric g, one always has that
the Planck function h associated with g is a g-admissible weight.

Definition 2.4. Let g be an admissible metric and m be a g-admissible weight.
Let a ∈ C∞(R2n). Denote by a(k)(X; v1, . . . , vk) the k-th differential of a at X in
the directions v1, . . . , vk of R2n. Define

|a|gk(X) := sup
0 6=v1,...,vk∈R2n

|a(k)(X; v1, . . . , vk)|∏k
j=1 gX(vj)1/2

.

We say that a ∈ S(m, g) if for any given integer k ∈ Z+ the following seminorms
are finite:

(2.1) ||a||k,S(m,g) := sup
`≤k, X∈R2n

|a|g` (X)
m(X)

< +∞.

With Bg
X0,r = {X; gX0(X − X0) < r2}, following Bony and Lerner [2] we say

that a ∈ C∞(R2n) is a symbol of weight m confined to the ball Bg
X0,r, and

write a ∈ Conf(m, g, X0, r), if for all k ∈ Z+

(2.2) ||a||k,Conf(m,g,X0,r) := sup
`≤k, X∈R2n

|a|gX0
` (X)

m(X0)
(
1 + gσ

X0
(X −BX0,r))k/2 < +∞,
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where gσ
Y (X − B) = inf

Z∈B
gσ
Y (X − Z). Hence the space of symbols confined to the

ball Bg
X0,r coincides with S(R2n) endowed with the seminorms (2.2). Any given

ϕ ∈ C∞
0 (Bg

X0,r) is automatically confined to the ball Bg
X0,r.

As for the composition, one has the following result.

Theorem 2.5. Given a ∈ S(m1, g), b ∈ S(m2, g) then

aw(x,D)bw(x,D) = (a]b)w(x,D),

where for any given N ∈ Z+

(2.3) (a]b)(X) =
N∑

j=0

1
j!

( i

2
σ(DX , DY )

)j
a(X)b(Y )

∣∣∣
X=Y

+rN+1(X),

with rN+1 ∈ S(hN+1m1m2, g).

Associated with an admissible metric g one has a partition of unity as follows
(see Hörmander [6], and Bony and Lerner [2]).

Lemma 2.6. Let g be an admissible metric, and let r2 < C−1
0 . Then there ex-

ists a sequence of centers {Xν}ν∈Z+, a covering of R2n made of g-balls Bg
ν,r =

{X; gXν (X − Xν) < r2} centered at Xν and radius r, and a sequence of func-
tions {ϕν} uniformly in S(1, g), with suppϕν ⊂ Bg

ν,r, such that
∑

ν∈Z+
ϕ2

ν = 1.

Moreover, for any given r∗ such that r2 ≤ r2∗ < C−1
0 , there exists an integer Nr∗

such that no more than Nr∗ balls Bg
ν,r∗ can intersect at each time (i.e. one has

an a priori finite number of overlappings of the dilates by r∗/r of the Bg
ν,r). In

addition, with

gσ
X(B −B′) := inf

Y ∈B, Y ′∈B′
gσ
X(Y − Y ′), B,B′ ⊂ R2n,

and
∆µν(r∗) := max

{
1, gσ

Xµ
(Bg

µ,r∗ −Bg
ν,r∗), g

σ
Xν

(Bg
µ,r∗ −Bg

ν,r∗)
}1/2

,

there exist constants Ñ and C̃ such that

sup
µ

∑
ν

∆µν(r∗)−Ñ < C̃.

Moreover, for all k ∈ Z+ there exist C > 0 and ` ∈ Z+ such that for any given
a ∈ S(m, g) and b ∈ Conf(1, g, X, r) one has

(2.4) ||a]b||k,Conf(1,g,X,r) ≤ Cm(X)||a||`,S(m,g)||b||`,Conf(1,g,X,r).
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Finally, for all k, N ∈ Z+ there exist C > 0 and ` ∈ Z+ such that for every
µ, ν ∈ N, and every a ∈ Conf(1, g, Xµ, r) and b ∈ Conf(1, g, Xν , r) one has

(2.5) ||a]b||k,Conf(1,g,Xµ,r) + ||a]b||k,Conf(1,g,Xν ,r) ≤

≤ C||a||`,Conf(1,g,Xµ,r)||b||`,Conf(1,g,Xν ,r)∆µν(r)−N .

One has also the following useful lemma, due to Bony and Lerner (see [2]).

Lemma 2.7. Let g be an admissible metric, and let m be a g-admissible weight.
Let Bν be a g-ball as in Lemma 2.6. Let gν = gXν and mν = m(Xν). Let
{aν}ν∈Z+ be a sequence of symbols with aν ∈ S(mν , gν), such that for any given
integer k ∈ Z+

sup
ν∈Z+

||aν ||k,Conf(mν ,gν ,Xν ,r) < +∞.

Then a :=
∑

ν∈Z+
aν belongs to S(m, g). The sequence {aν}ν∈Z+ is said to be

uniformly confined in S(m, g). When m = 1 we have from the Cotlar-Stein
Lemma (see [6], Lemma 18.6.5) that aw =

∑
ν aw

ν is a bounded operator in L2.

In the case of matrix-valued symbols Definitions 2.2 and 2.4, and the com-
position formula (2.3) hold (being careful with the order of the terms). Upon
denoting by M2 the set of 2 × 2 complex matrices, we shall write S(m, g;M2)
for the matrix-valued analogue of the symbol spaces S(m, g) considered above.
(Analogous notation will be used for the spaces S(m, g;C2) etc.)

In the sequel, given A,B > 0, we write A . B when A ≤ CB for some universal
constant C > 0, and A ≈ B when A . B and B . A.

3. The inequality for certain 2× 2 system with elliptic

matrix-trace

Theorem 3.1. Let g be an admissible metric. Let

p(X) =

[
a(X) c(X)

c(X) b(X)

]
= p(X)∗ ≥ 0, X ∈ R2n,

where a, b, c ∈ S(h−2, g). Suppose that

(3.1) a{c, c̄} − 2i Im(c{a, c̄}) and b{c, c̄} − 2i Im(c{b, c̄}) ∈ S(h−4, g),
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and that the matrix-trace of p is (positive) elliptic, that is there exists c0 > 0 such
that

(3.2) t(X) := a(X) + b(X) ≥ c0 h(X)−2, ∀X ∈ R2n.

Then there exists C > 0 such that

(3.3) (pw(x,D)u, u) ≥ −C||u||20, ∀u ∈ S(Rn;C2).

Remark 3.2. Hypothesis (3.1) is clearly simplectically invariant, and is satisfied
in the following important cases:

(1) When Im c ∈ S(h−1, g), and hence in particular when c is real;
(2) When Re c ∈ S(h−1, g), and hence in particular when c is purely imagi-

nary;
(3) In the counterexample given by Brummelhuis in [1] and all the counterex-

amples given in [8] (when N = 2). Hence, condition (3.1) is not a
decisive restriction for the validity or the failure of the Fefferman-Phong
inequality for systems;

(4) When p = p(ξ), i.e. when p has “constant coefficients” (which is, how-
ever, not an invariant condition). Note furthermore that by using the
Fourier transform one obtains (3.3) at once just by the sole assumption
that p(ξ) = p(ξ)∗ ≥ −c I, which shows that condition (3.2) is only suffi-
cient for (3.3) to hold for 2× 2 systems.

Remark 3.3. The eigenvalues of p(X) are, of course,

λ±(X) =
1
2

(
a(X) + b(X)±

√
(a(X)− b(X))2 + 4|c(X)|2

)
, X ∈ R2n.

Hence Theorem 3.1 (as well as Theorem 3.5 and Corollary 3.6 below) allows
eigenvalue-crossings: we may have λ+ = λ− at those X for which a = b and
c = 0. Notice that in this case any diagonalization procedure in general breaks
down because of loss of smoothness of the eigenvectors of the symbol.

Notice, moreover, that

λ−(X) = 0, ∀X ⇐⇒ |c(X)|2 = a(X)b(X), ∀X ⇐⇒ det p(X) = 0, ∀X.

In such a case
λ+(X) = t(X) > λ−(X) = 0, ∀X.

Thus a Taylor-decoupling argument (see Taylor [12]) is in this case possible, in
the hope for exploiting the ellipticity of λ+. However, we shall give in Section 4
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an example of system with elliptic trace, for which (3.1) (and (3.14) below) is not
satisfied, and for which the Fefferman-Phong inequality cannot hold.

Proof of the theorem. We start by proving the following lemma, which is a con-
sequence of the ellipticity condition (3.2).

Lemma 3.4. There exist r > 0, with 2r < C
−1/2
0 , and c1 > 0 such that for any

given Y ∈ R2n we have

either a(X) ≥ c1 h(X)−2 or b(X) ≥ c1 h(X)−2, ∀X ∈ Bg
Y,2r.

Proof of the lemma. We put for short r̃ = C
−1/2
0 /2. Let z1, . . . , z2n be gY -or-

thonormal coordinates centered at Y. Then, with Br̃ the Euclidean ball centered
at 0 and radius r̃ (and representing X in z-coordinates),

X ∈ Bg
Y,r̃ ⇐⇒ z ∈ Br̃.

Consider the nonnegative functions of z ∈ Br̃,

f1(z) = h(Y )2a(X), f2(z) = h(Y )2b(X).

If v1, . . . , v2n are gY -orthonormal vectors associated with the zj , one has

∂zjf1(z) = h(Y )2a(1)(X; vj), 1 ≤ j ≤ 2n,

the same holding for f2. For X ∈ Bg
Y,r̃ we have, with a universal constant C > 0,

h(Y ) ≤ Ch(X), and gX(w) ≤ CgY (w), ∀w ∈ R2n.

Hence there is a universal constant C ′ > 0 such that for all z ∈ Br̃ and j =
1, . . . , 2n,

(3.4) |∂zjf1(z)| = h(Y )2
|a(1)(X; vj)|
gY (vj)1/2

≤ C5/2h(X)2
|a(1)(X; vj)|
gX(vj)1/2

≤ C ′,

for we have that a ∈ S(h−2, g). The same holds true for f2.

Now, since f1(0) + f2(0) ≥ c0 we then have that

either f1(0) ≥ c0/2, or f2(0) ≥ c0/2,

whence, by virtue of (3.4), it is straitghforward to see that there is a universal
radius r > 0, with 2r < r̃, such that

either f1(z) ≥ c0/4, or f2(z) ≥ c0/4, ∀z with |z| < 2r,
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so that

either
c0

4
≤ C2h(X)2a(X), or

c0

4
≤ C2h(X)2b(X), ∀X ∈ Bg

Y,2r,

which concludes the proof of the lemma. ¤

Hence, using Lemma 3.4 and Lemma 2.6, we may find 0 < r < C
−1/2
0 /2 so

small that, putting Bν = Bg
ν,r and B∗

ν = Bg
ν,2r,

either a(X) ≥ c1 h(X)−2 or b(X) ≥ c1 h(X)−2, ∀X ∈ B∗
ν .

Let then {ϕν}ν∈Z+ be a partition of unity associated with the Bν , uniformly in
S(1, g), and let χν ∈ C∞

0 (B∗
ν), 0 ≤ χν ≤ 1, uniformly in S(1, g), be such that

χνϕν = ϕν , for all ν ∈ Z+. Then

p =
∑

ν∈Z+

ϕν(χνp)ϕν ,

where χνp ∈ S(h−2, g;M2) with bounds uniform in ν ∈ Z+. Define next

Eν(X) =

[
1 −c(X)/a(X)
0 1

]
, X ∈ B∗

ν ,

or

Ẽν(X) =

[
1 0

−c(X)/b(X) 1

]
, X ∈ B∗

ν ,

according to whether a or b is elliptic. Then, according to the cases,

E∗
νpEν =

[
a 0
0 b− |c|2/a

]
, X ∈ B∗

ν ,

or

Ẽ∗
νpẼν =

[
a− |c|2/b 0

0 b

]
, X ∈ B∗

ν .

Notice that, according to the case, we have

b− |c|2
a
≥ 0, or a− |c|2

b
≥ 0, on B∗

ν .

Also,

E−1
ν =

[
1 c/a

0 1

]
, Ẽ−1

ν =

[
1 0

c/b 1

]
,

and for the first order differentials we have

(3.5) (E±1
ν )′ =

[
0 ∓(c̄/a)′

0 0

]
, (Ẽ±1

ν )′ =

[
0 0

∓(c/b)′ 0

]
,
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and in general

(3.6) (E±1
ν )′Ej

ν = (E±1
ν )′ = Ej

ν(E
±1
ν )′, for every choice of j = ±1, ∀ν ∈ Z+.

Define now, according to the cases,

αν = E−1
ν ϕν , or αν = Ẽ−1

ν ϕν .

Then αν ∈ S(1, g;M2) uniformly in ν ∈ Z+, with compact support in Bν , and by
the Cotlar-Stein Lemma (see Lemma 2.7)

(3.7)
∑

ν∈Z+

||αw
ν u||20 ≤ C||u||20, ∀u ∈ S(Rn;C2),

for a universal constant C > 0.

Without loss of generality we may clearly restrict summation on those ν such
that (say) the 11-entry a of p is elliptic on B∗

ν . We now write

p =
∑

ν∈Z+

α∗ν
(
E∗

νχνpEν

)
αν ,

where

E∗
νχνpEν =: pν ∈ S(h−2, g;M2), uniformly in ν ∈ Z+,

with

(3.8) pν = χν

[
a 0
0 b− |c|2/a

]
.

By (2.3) we have

α∗ν]pν]αν = α∗νpναν − i

2
(
α∗ν{pν , αν}+ {α∗ν , pναν}

)
+ rν ,

where, by Lemma 2.7,
∑

ν∈Z+
rw
ν is bounded in L2(Rn;C2) and

α∗ν{pν , αν}, {α∗ν , pναν} ∈ S(h−1, g;M2), uniformly in ν ∈ Z+.

One computes

i

2
(α∗ν{pν , αν}+ {α∗ν , pναν}) = β1,ν + β2,ν + β3,ν ,

where

β1,ν = β∗1,ν :=
i

2

(
α∗ν{pν , E

−1
ν }ϕν + ϕν{(E−1

ν )∗, pν}αν

)
,

β2,ν = β∗2,ν :=
i

2

(
{(E−1

ν )∗, ϕν}pναν + α∗νpν{ϕν , E
−1
ν }

)
,
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and

β3,ν = β∗3,ν :=
i

2

n∑

j=1

(
∂(E−1

ν )∗

∂ξj
pν

∂E−1
ν

∂xj
− ∂(E−1

ν )∗

∂xj
pν

∂E−1
ν

∂ξj

)
ϕ2

ν .

Notice that

(β3,ν)kk′ =
i

2
ϕ2

ν

2∑

k1,k2=1

(pν)k1k2{(E−1
ν )∗kk1

, (E−1
ν )k2k′} ∈ S(h−1, g), k, k′ = 1, 2.

Therefore

β1,ν , β2,ν , β3,ν ∈ S(h−1, g;M2), uniformly in ν ∈ Z+,

with compact support in Bν . Moreover, a computation shows that

(3.9) β3,ν =
i

2
aϕ2

ν{
c

a
,
c̄

a
}

[
0 0
0 1

]
.

By virtue of hypothesis (3.1) we have

ϕ2
ν{

c

a
,
c̄

a
} = ϕ2

ν

( 1
a2
{c, c̄} − 2i

a3
Im(c{a, c̄})

)
∈ S(h2, g),

uniformly in ν ∈ Z+, whence (using the fact that a ≈ h−2 on suppϕν , uniformly
in ν ∈ Z+)

β3,ν ∈ S(1, g;M2), uniformly in ν ∈ Z+,

so that, by the Cotlar-Stein Lemma, writing u =

[
u1

u2

]
,

∑

ν∈Z+

(βw
3,νu, u) = O(||u2||20).

Thus

(pwu, u) =
∑

ν∈Z+

(pw
ν αw

ν u, αw
ν u) +

∑

ν∈Z+

(βw
1,νu, u) +

∑

ν∈Z+

(βw
2,νu, u) + O(||u||20),

and we have to control the terms with β1,ν and β2,ν .

We next handle the term (βw
1,νu, u). It is crucial to note that by (3.5) (see also

(3.8))

(3.10) {pν , E
−1
ν } =

[
0 {χνa, c̄/a}
0 0

]
,
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with {χνa, c̄/a} belonging to S(h−1, g) uniformly in ν ∈ Z+. Write then

{χνa, c̄/a}ϕν = χν

√
a
{χνa, c̄/a}√

a
ϕν ,

where i
2ϕν{χνa, c̄/a}/√a =: γ1,ν ∈ S(1, g) uniformly in ν ∈ Z+, is compactly

supported, and
∑

ν γw
1,ν is bounded in L2(Rn). We now write, with αw

ν u =[
(αw

ν u)1
(αw

ν u)2

]
,

(
(α∗ν{pν , E

−1
ν }ϕν)wu, u

)
=

(
({χνa, c̄/a}ϕν)wu2, (αw

ν u)1
)

+ (r′w1,νu, u),

and
i

2
{χνa, c̄/a}ϕν = (χν

√
a)]

( i

2
{χνa, c̄/a}√

a
ϕν

)
+ r1,ν = (χν

√
a)]γ1,ν + r1,ν ,

where r1,ν and the entries of r′1,ν belong to Conf(1, gν , Xν , 2r) uniformly in ν ∈ Z+

(recall that Xν denotes the center of Bν and gν = gXν ). Keeping into account
that

({pν , E
−1
ν })∗ = −{(E−1

ν )∗, pν},
we get

(3.11) (βw
1,νu, u) = 2 Re (γw

1,νu2, (χν

√
a)w(αw

ν u)1) + (r̃w
1,νu, u),

with
∑

ν r̃w
1,ν bounded in L2. By the Cauchy-Schwarz inequality, with 0 < ε < 1

to be picked, we have

2 |Re (γw
1,νu2, (χν

√
a)w(αw

ν u)1)| ≤ ε((χ2
νa)w(αw

ν u)1, (αw
ν u)1)+

+ε(r(1)w
1,ν u1, u1) + Cε(r

(2)w
1,ν u2, u2),

where
∑

ν diag(r(1)w
1,ν , r

(2)w
1,ν ) is bounded in L2(Rn,C2).

We now handle the term (βw
2,νu, u). The crucial observation at this point is

that, again by (3.5),

(3.12) {ϕν , E
−1
ν } =

[
0 {ϕν , c̄/a}
0 0

]
,

with {ϕν , c̄/a} ∈ S(h, g) uniformly in ν ∈ Z+, whence we may write

pν{ϕν , E
−1
ν } = χν

√
a{ϕν , c̄/a}√a

[
0 1
0 0

]
,
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where i
2{ϕν , c̄/a}√a =: γ2,ν ∈ S(1, g), uniformly in ν ∈ Z+, is compactly sup-

ported, and
∑

ν γw
2,ν is bounded in L2. Keeping into account that

({ϕν , E
−1
ν })∗ = −{(E−1

ν )∗, ϕν},

we get (as before in the case of βw
1,ν)

(3.13) (βw
2,νu, u) = 2 Re (γw

2,νu2, (χν

√
a)w(αw

ν u)1) + (rw
2,νu, u),

with
∑

ν rw
2,ν bounded in L2. Again, by the Cauchy-Schwarz inequality, with

0 < ε < 1 to be picked, we have

2 |Re (γw
2,νu2, (χν

√
a)w(αw

ν u)1)| ≤ ε((χ2
νa)w(αw

ν u)1, (αw
ν u)1)+

+ε(r(1)w
2,ν u1, u1) + Cε(r

(2)w
2,ν u2, u2),

where
∑

ν diag(r(1)w
2,ν , r

(2)w
2,ν ) is bounded in L2(Rn,C2).

Hence

(pw
ν αw

ν u, αw
ν u) + (βw

1,νu, u) + (βw
2,νu, u) ≥

≥ ((χνa− 2εχ2
νa)w(αw

ν u)1, (αw
ν u)1) + ((χν(b− |c|2/a))w(αw

ν u)2, (αw
ν u)2)+

+Cε(r̃w
1,νu1, u1) + C ′

ε(r̃
w
2,νu1, u1),

with
∑

ν diag(r̃w
1,ν , r̃

w
2,ν) bounded in L2(Rn,C2). Choose therefore ε = 1/4, so that

by the scalar Fefferman-Phong inequality, namely by Theorem 1.2 in the case of
the constant metric gν , we have that there are universal constants C1, C2 > 0,
independent of ν ∈ Z+, such that

((χνa− 2εχ2
νa)w(αw

ν u)1, (αw
ν u)1) ≥ −C1||(αw

ν u)1||20,

and

((χν(b− |c|2/a))w(αw
ν u)2, (αw

ν u)2) ≥ −C2||(αw
ν u)2||20,

which finally yields, by (3.7),

(pwu, u) ≥ −C3

∑

ν∈Z+

||αw
ν u||20 + O(||u||20) ≥ −C4||u||20,

and proves the theorem. ¤

From Theorem 3.1 we are now in a position to derive the following neat result.
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Theorem 3.5. Let g be an admissible metric. Let

p(X) =

[
a(X) c(X)

c(X) b(X)

]
= p(X)∗ ≥ 0, X ∈ R2n,

where a, b, c ∈ S(h−2, g) and where the matrix-trace of p satisfies the ellipticity
hypothesis (3.2):

a(X) + b(X) ≈ h(X)−2, ∀X ∈ R2n.

Suppose that there are constants θ1, θ2 ∈ (0, 1) and a symbol ω1 ∈ S(1, g) with
θ1 ≤ ω1(X) ≤ θ2 for all X ∈ R2n such that, writing c = c1 + ic2 and putting
ω2 := 1− ω1, one has

(3.14) cj(X)2 ≤ ωj(X)2a(X)b(X), ∀X ∈ R2n, j = 1, 2.

Then there exists C > 0 such that

(pw(x,D)u, u) ≥ −C||u||20, ∀u ∈ S(Rn;C2).

Proof. We write

p(X) =

[
ω1(X)a(X) c1(X)

c1(X) ω1(X)b(X)

]
+

[
ω2(X)a(X) −ic2(X)

ic2(X) ω2(X)b(X)

]
=

=: p1(X) + p2(X).

Then, in view of hypothesis (3.14), each pj(X) = pj(X)∗ ≥ 0, j = 1, 2, and they
both satisfy the hypotheses of Theorem 3.1, whence the result. ¤

Using a scalar reduction of order, one may prove the following more general
version of Theorems 3.1 and 3.5.

Corollary 3.6. Let g be an admissible metric and m be a g-admissible weight.
Let

p(X) =

[
a(X) c(X)

c(X) b(X)

]
= p(X)∗ ≥ 0, X ∈ R2n,

where a, b, c ∈ S(m, g) and where the matrix-trace of p satisfies the ellipticity
hypothesis:

a(X) + b(X) ≈ m(X), ∀X ∈ R2n.

Suppose that either

• a{c, c̄} − 2i Im(c{a, c̄}) and b{c, c̄} − 2i Im(c{b, c̄}) ∈ S(h2m3, g),
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or that there are constants θ1, θ2 ∈ (0, 1) and a symbol ω1 ∈ S(1, g) with θ1 ≤
ω1(X) ≤ θ2 for all X ∈ R2n such that, writing c = c1 + ic2 and putting ω2 :=
1− ω1, one has

• cj(X)2 ≤ ωj(X)2a(X)b(X), ∀X ∈ R2n, j = 1, 2.

Then there exists a symbol q = q∗ ∈ S(h2m, g;M2) such that

pw(x,D) ≥ qw(x,D).

4. On conditions (3.1) and (3.14)

In this section we show an example of 2 × 2 system with positive-elliptic
trace, for which conditions (3.1) and (3.14) are not satisfied, and for which the
Fefferman-Phong inequality does not hold.

Let

L(x, ξ) =

[
ξ1

(1− ix1)ξ2

]
,

and let

A(x, ξ) = L(x, ξ)∗ ⊗ L(x, ξ) = L(x, ξ) tL(x, ξ)

(“column-times-row”). Hence

A(x, ξ) =


 ξ2

1 (1 + ix1)ξ1ξ2

(1− ix1)ξ1ξ2 (1 + x2
1)ξ

2
2


 ,

and

t(x, ξ) = λ+(x, ξ) = |L(x, ξ)|2 = ξ2
1 + (1 + x2

1)ξ
2
2 ,

is thus elliptic, with λ− ≡ 0. It is also readily seen that both (3.1) and (3.14) do
not hold.

It is convenient here to refer to the following (localized) version of the Fefferman-
Phong inequality: For any given compact K ⊂ Rn there exists CK > 0 such that

(4.1) (Aw(x,D)u, u) ≥ −CK ||u||20, ∀u ∈ C∞
0 (K;C2).

Lemma 4.1. For the system Aw(x,D) the Fefferman-Phong inequality (4.1) can-
not hold.
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Proof. Consider

w−(x, ξ) =

[−(1 + ix1)ξ2

ξ1

]
∈ Ker A(x, ξ),

and

w+(x, ξ) = L(x, ξ) =

[
ξ1

(1− ix1)ξ2

]
∈ Ker A(x, ξ)⊥.

It is well known that we may find classical (properly supported) pseudodifferential
operators Bw−(x,D) and Λw−(x,D), for which

Aw(x,D)Bw
−(x,D) = Λw

−(x,D)Bw
−(x,D) + smoothing operator,

where
B−(x, ξ) ∼ v

(0)
− (x, ξ) + v

(−1)
− (x, ξ) + . . . , has order 0,

and
Λ−(x, ξ) ∼ λ−(x, ξ) + λ

(1)
− (x, ξ) + . . . , has thus order 1.

We find out from Av
(0)
− = 0 that we may take v

(0)
− (x, ξ) = w−(x, ξ)/|ξ|, and from

− i

2
{A, v

(0)
− }+ Av

(−1)
− = λ

(1)
− v

(0)
−

that λ
(1)
− is chosen so as to have

λ
(1)
− v

(0)
− +

i

2
{A, v

(0)
− } ∈ Ker A⊥.

We have
{A, v

(0)
− } = {A,

1
|ξ|}w− +

1
|ξ|{A,w−},

and we see that on the one hand

i

2
{A,

1
|ξ|}w− =

i

2
ξ1

|ξ|3


 0 iξ1ξ2

−iξ1ξ2 2x1ξ
2
2




[ −(1 + ix1)ξ2

ξ1

]
=

= − ξ2
1ξ2

2|ξ|3
[

ξ1

(1− ix1)ξ2

]
= − ξ2

1ξ2

2|ξ|3 w+,

and that on the other
i

2
1
|ξ|{A,w−} =

i

2
1
|ξ|

(
L{tL̄, w−}+

∂L

∂ξ1

tL̄
∂w−
∂x1

− ∂L

∂x1

tL̄
∂w−
∂ξ1

)
=

=
ξ2

|ξ|
(
w+ +

1
2

[
ξ1

−(1 + ix1)ξ2

])
.
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Hence

λ
(1)
−

w−
|ξ| +

i

2
{A,

w−
|ξ| } = λ

(1)
−

w−
|ξ| +

( ξ2

|ξ| −
ξ2
1ξ2

2|ξ|3
)
w+ +

ξ2

2|ξ|

[
ξ1

−(1 + ix1)ξ2

]
,

and imposing 〈
λ

(1)
−

w−
|ξ| +

i

2
{A,

w−
|ξ| },

w−
|ξ|

〉
C2

= 0

yields the equation

λ
(1)
−
|w−|2
|ξ|2 +

ξ2

2|ξ|2
〈[

ξ1

−(1 + ix1)ξ2

]
,

[ −(1 + ix1)ξ2

ξ1

]〉
C2

= 0,

that is, finally,

(4.2) λ
(1)
− (x, ξ) =

ξ1ξ
2
2

λ+(x, ξ)
, ξ 6= 0.

Now consider a 0th-order classical (properly supported) pseudodifferential oper-
ator Bw

+(x,D) with principal symbol w+/|ξ|. Then

Bw(x,D)

[
f1

f2

]
:= Bw

−(x,D)f1 + Bw
+(x,D)f2 =

=
[
Bw−(x,D) Bw

+(x,D)
] [

f1

f2

]
, f1, f2 ∈ C∞

0 ,

is elliptic, and one has

(Bw)∗AwBw =


 (Bw−)∗Λw−Bw− (Bw−)∗AwBw

+

(Bw
+)∗AwBw− (Bw

+)∗AwBw
+


 + smoothing operator,

where the principal symbol of (Bw
+)∗AwBw

+ is λ+|w+|2/|ξ|2, and that of
(Bw

+)∗AwBw− =
(
(Bw−)∗AwBw

+

)∗ is λ
(1)
− 〈w−, w+〉/|ξ|2. Since 〈w−, w+〉 = 0, one

therefore has that (Bw
+)∗AwBw− and (Bw−)∗AwBw

+ are 0th-order operators, and
thus they are bounded in L2. Hence, using the ellipticity of (Bw

+)∗AwBw
+, one

sees that the Fefferman-Phong inequality holds for Aw iff the Sharp-G̊arding in-
equality holds for (Bw−)∗Λw−Bw−, that is iff the principal symbol λ

(1)
− |w−|2/|ξ|2 of

(Bw−)∗Λw−Bw− is nonnegative. But by (4.2) λ
(1)
− is not nonnegative, whence the

Fefferman-Phong inequality cannot hold for Aw. ¤
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5. Final remarks

5.1. Why taking N = 2? The reduction procedure cannot in general be it-
erated, for it may destroy the ellipticity assumption on the trace, which is the
reason why we have to take N = 2. This is easily seen by considering the system

A(x, ξ) =




ξ2
1 ix1ξ1ξ2 0

−ix1ξ1ξ2 x2
1ξ

2
2 0

0 0 ξ2
2


 =




AB(x, ξ)
0
0

0 0 ξ2
2


 , (x, ξ) ∈ R2n.

The trace of A(x, ξ) is (positive) elliptic, and the off-diagonal entries of A(x, ξ)
fulfill hypothesis (3.1). However, Aw(x,D) fails to satisfy the Fefferman-Phong

inequality on functions u ∈ C∞
0 (R2n;C3) of the kind u =




u1

u2

0


 where u1, u2 ∈

C∞
0 (|x1|, |x2| ≤ 1), because of the 2× 2 block AB(x, ξ) (see (1.2)).

5.2. Optimality of the ellipticity condition. The assumption that the trace
be elliptic is by no means optimal. Let a, b ∈ S(h−2, g), real-valued and such that
a(X) ≥ |b(X)| for all X ∈ R2n. Consider then the system

A(X) = a(X) I + b(X)

[
0 1
1 0

]
= A(X)∗ ≥ 0.

Using a constant unitary transformation U : C2 → C2 such that

U∗
[

0 1
1 0

]
U =

[
1 0
0 −1

]
,

we may write

U∗A(X)U =

[
a(X) + b(X) 0

0 a(X)− b(X)

]
.

By the hypothesis we have a ± b ≥ 0, so that we may use the scalar Fefferman-
Phong inequality on the diagonal. Hence the Fefferman-Phong inequality holds
for Aw(x,D).
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5.3. N × N examples. Following the construction given in [8], it is now an
easy matter to construct systems of size N × N (that are, however, 2 × 2 “in
disguise”) with determinant identically zero, for which the Fefferman-Phong in-
equality holds. We have the following corollary of Theorem 3.1.

Corollary 5.1. Let v1, v2 be orthonormal vectors of CN , N ≥ 3. Let g be an
admissible metric. Let q1, q2 ∈ S(h−1, g) be real-valued with

q1(X)2 + q2(X)2 ≈ h(X)−2, ∀X ∈ R2n,

and let

L : R2n 3 X 7−→ L(X) = q1(X)v1 + q2(X)v2 ∈ CN .

Consider the symbol

(5.1) 0 ≤ p = L∗ ⊗ L = p∗ ∈ S(h−2, g;MN ).

Then there exists C > 0 such that

(pw(x,D)u, u) ≥ −C||u||20, ∀u ∈ S(Rn;C2).

Recall that (v∗ ⊗ v)w = 〈w, v〉CN v.

Proof. After having completed the set {v1, v2} into a unitary basis of CN , take
a unitary constant matrix U : CN → CN such that Uvj = ej , j = 1, . . . , N,

where {e1, . . . , eN} is the canonical basis of CN . Hence, since U(v∗ ⊗ v)U∗ =
(Uv)∗ ⊗ (Uv), we have that

Up(X)U∗ =




q1(X)2 q1(X)q2(X)

q1(X)q2(X) q2(X)2
0

0 0


 , ∀X ∈ R2n.

Since

q1(X)2 + q2(X)2 ≈ h(X)−2,

and q1q2 is real-valued, we are in a position to use Theorem 3.1, which yields the
desired conclusion. ¤

Notice that in (5.1) the system p has constant rank 1 and positive elliptic trace.

Of course, it is now straightforward to prove also the following corollary.
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Corollary 5.2. Given real-valued symbols q2j−1, q2j ∈ S(h−1, g), 1 ≤ j ≤ d, and
orthonormal vectors v2j−1, v2j , 1 ≤ j ≤ d, of CN , where N ≥ 2d, define

Lj : R2n 3 X 7−→ Lj(X) = q2j−1(X)v2j−1 + q2j(X)v2j , 1 ≤ j ≤ d,

and consider the N ×N system

(5.2) 0 ≤ p =
d∑

j=1

L∗j ⊗ Lj = p∗ ∈ S(h−2, g;MN ).

Suppose that for every j = 1, . . . , d,

(5.3) q2j−1(X)2 + q2j(X)2 ≈ h(X)−2, ∀X ∈ R2n.

Then pw(x,D) satisfies the Fefferman-Phong inequality.

Notice that in (5.2) the system p has constant rank d and positive elliptic trace.
Notice also that as soon as condition (5.3) fails for some j, then Corollary 5.2
cannot hold in general.
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