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REMARKS ON THE α–PERMANENT

Péter E. Frenkel

Abstract. We recall Vere-Jones’s definition of the α–permanent and describe the con-

nection between the (1/2)–permanent and the hafnian. We establish expansion formulae

for the α–permanent in terms of partitions of the index set, and we use these to prove
Lieb-type inequalities for the ±α–permanent of a positive semi-definite Hermitian n×n

matrix and the α/2–permanent of a positive semi-definite real symmetric n× n matrix

if α is a nonnegative integer or α ≥ n−1. We are unable to settle Shirai’s nonnegativity
conjecture for α–permanents when α ≥ 1, but we verify it up to the 5 × 5 case, in ad-

dition to recovering and refining some of Shirai’s partial results by purely combinatorial

proofs.

1. Introduction

Following Vere-Jones [V1, V2], we define the α–permanent of the n × n matrix
A = (ai,j) ∈ Mn(C) to be

perαA =
∑

π∈Sn

αν(π)
n∏

i=1

ai,π(i),

where Sn is the symmetric group on n elements and ν(π) is the number of disjoint
cycles of the permutation π. In particular, α = 1 yields the ordinary permanent
and α = −1 yields (−1)n times the determinant. For real symmetric matrices, the
case α = 1/2 recovers another known concept. Recall that the hafnian of a 2n × 2n
symmetric matrix C = (ci,j) is defined by

haf C =
1

n!2n

∑
π∈S2n

cπ(1),π(2) · · · cπ(2n−1),π(2n) =
∑

cΓ,

where Γ runs over the 1-regular graphs (perfect matchings) on [2n] = {1, . . . , 2n} and

cΓ =
∏

e∈E(Γ)

ce;

note that we write ce = cij if i and j are the endpoints of the edge e.

Proposition 1.1. Let A be a real symmetric n× n matrix. Then

(1) per1/2A =
1
2n

haf
(

A A
A A

)
.
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This is essentially known. Since both sides are polynomials in the entries of A, we
may assume that A is positive semi-definite. Then we may consider centered, jointly
Gaussian random variables X1, . . . , Xn with covariance matrix A. The left hand side
of (1) is known to be equal to 2−nE(X2

1 · · · · · X2
n), cf. Lu and Richards [LR] and

Shirai [Sh]. The right hand side is the same quantity by the well-known [B, F, G, S,
Z] Wick formula.

Nevertheless, a direct combinatorial proof may be of some interest.

Proof. Both sides of (1) are linear combinations of the aΓ where Γ runs over the
2–regular graphs (with multiple edges and loops allowed) on the vertex set [n]. We
shall compute the coefficients of each side.

Suppose that Γ has ν =
∑

νi connected components, of which νi are i–cycles.
Then n =

∑
iνi.

The coefficient of aΓ on the LHS of (1) is 2−ν times the number of (1,1)–regular
directed graphs whose underlying undirected graph is Γ. This number is

2−ν2ν−ν1−ν2 = 2−ν1−ν2 ,

since each cycle of length ≥ 3 has two non-isomorphic orientations, whereas each cycle
of length 1 or 2 has only one.

Calculating the hafnian on the RHS of (1) involves studying 1–regular graphs on
[2n]. Since we have a matrix with 2 × 2 blocks A, we consider the projection map
[2n] ' [n] × [2] → [n]. Any graph on [n] × [2] projects to a graph on [n]; multiple
edges and loops may be created when we project. By a lifting of a 2–regular graph
given on a subset S ⊆ [n], we mean a 1–regular graph on S × [2] that projects to the
given graph.

The coefficient of aΓ on the RHS of (1) is 2−n times the number of liftings of Γ.
A cycle of length 1 (i.e., a loop) in Γ has only one lifting. A cycle of length 2 (i.e.,
two parallel edges) has two liftings. A cycle of length i ≥ 3 has 2i liftings. Thus, the
coefficient is

2−n2ν2
∏
i≥3

2iνi = 2−n+ν2+n−ν1−2ν2 = 2−ν1−ν2 ,

and the Proposition follows. �

2. Expansion formulae

In this section, we shall expand perαA in terms of certain β–permanents of diagonal
submatrices of A. These expansions shall be described in terms of partitions of the
set [n]. When A is the identity matrix, our arguments reduce more or less to some
classical ideas of Gian-Carlo Rota related to enumerating set partitions [R].

Put [n] = {1, . . . , n}. For an n × n matrix A = (ai,j) and a subset I of [n], we
write A[I] := (ai,j)i,j∈I . The symmetric group on I is written S(I).

Lemma 2.1. We have

(2) perβ1+···+βm
A =

∑ m∏
j=1

perβj
A[Ij ],

the summation being over all ordered partitions (I1, . . . , Im) of [n] into m disjoint
(possibly empty) subsets.
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Proof. For any permutation π, let us write Π(π) = {C1, . . . , Cν(π)} for the unordered
partition given by the cycles of π (these are non-empty subsets of [n]). Then

perP
βj

A =
∑

π

(∑
βj

)ν(π)∏
i

ai,π(i) =

=
∑

π

∏
C∈Π(π)

(∑
βj

∏
i∈C

ai,π(i)

)
=

=
∑

π

∑
f :Π(π)→[m]

∏
C∈Π(π)

(
βf(C)

∏
i∈C

ai,π(i)

)
=

=
∑

f :[n]→[m]

∑
π

f◦π=f

∏
C∈Π(π)

(
βf(C)

∏
i∈C

ai,π(i)

)
=

=
∑

(I1,...,Im)

∑
π1∈S(I1)

· · ·
∑

πm∈S(Im)

m∏
j=1

β
ν(πj)
j

∏
i∈Ij

ai,π(i)

 =

=
∑ m∏

j=1

perβj
A[Ij ].

�

We shall now apply the lemma to the case where β1 = · · · = βm. It will be
convenient to get rid of the empty subsets appearing in the partitions.

Let us define

(3) perβ(A, k) =
∑

(I1,...,Ik)

k∏
j=1

perβA[Ij ],

the summation being over all ordered partitions (I1, . . . , Ik) of [n] into k disjoint,
nonempty subsets. We abbreviate per1 to per and per−1 to (−1)n det.

As usual, we define
(
α
k

)
= α(α− 1) · · · (α− k + 1)/k!.

Theorem 2.2. For any numbers α and β, and any n× n matrix A, we have

(4) perαβA =
n∑

k=1

(
α

k

)
perβ(A, k).

In particular,

(5) perαA =
n∑

k=1

(
α

k

)
per(A, k)

and

(6) per−αA = (−1)n
n∑

k=1

(
α

k

)
det(A, k).

Also, if A is real and symmetric,
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(7)

perα/2A =

=
1
2n

n∑
k=1

(
α

k

)∑
k∏

j=1

haf
(

A[Ij ] A[Ij ]
A[Ij ] A[Ij ]

) ∣∣∣∣∣∣
k∐

j=1

Ij = [n],∀Ij 6= ∅

 .

Proof. Both sides are polynomials in α, so we may assume that α = m is a nonnegative
integer. By Lemma 2.1, we have

perαβA = perβ+···+βA =
∑ α∏

j=1

perβA[Ij ],

where we are summing over ordered partitions with empty subsets allowed. However,
the β–permanent of the empty matrix is 1. Thus we may restrict ourselves to ordered
partitions with nonempty subsets, and such a partition, if it has k parts, will be
obtained

(
α
k

)
times. Hence the result. �

3. Inequalities for positive semi-definite matrices

Throughout this section, A will be a positive semi-definite Hermitian n×n matrix.
Shirai and Takahashi [Sh, ShT] have conjectured that perαA ≥ 0 if α ≥ 1, and

that perα/2A ≥ 0 if α ≥ 1 and A is real. Shirai [Sh] proves that perαA ≥ 0 if α is a
nonnegative integer or α ≥ rank(A) − 1, proves that perα/2A ≥ 0 for real A if α is
a nonnegative integer or α ≥ n − 1, and proves also that (−1)nper−αA ≥ 0 if α is a
nonnegative integer.

The question of nonnegativity is motivated by problems from probability theory.
See [EK, Sh, ShT, V1, V2] and references therein. Note that [EK, Sh, ShT] formulate
everything in the terms of the α–determinant

detαA = αnper1/αA

rather than the α–permanent used by Vere-Jones and the present paper.
We shall now strengthen some of Shirai’s nonnegativity results to obtain Lieb type

inequalities when α is an integer or α ≥ n−1. Also, we verify that perαA ≥ 0 if α ≥ 1
and n ≤ 5. Sadly, the conjectures of Shirai and Takahashi remain open in general.
Nevertheless, we propose a stronger conjecture.

Suppose that the p.s.d.H. matrix A is partitioned as

(8) A =
(

A′ B
B∗ A′′

)
.

Put

(9) D =
(

A′ 0
0 A′′

)
.

Recall Lieb’s inequality [L, D, Mi]

(10) perA ≥ perD = perA′ · perA′′

and the classical Fischer inequality

(11) detA ≤ detD = detA′ · det A′′.
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We immediately deduce

(12) per(A, k) ≥ per(D, k)

and

(13) det(A, k) ≤ det(D, k).

When A is real, recall from [F] the the inequality

(14) haf
(

A A
A A

)
≥ perA.

We deduce

(15)
∑

k∏
j=1

haf
(

A[Ij ] A[Ij ]
A[Ij ] A[Ij ]

) ∣∣∣∣∣∣
k∐

j=1

Ij = [n],∀Ij 6= ∅

 ≥ per(A, k).

Theorem 3.1. Suppose that α is either a nonnegative integer or a real number with
α ≥ n− 1. Then, for A ∈ Mn(C) p.s.d.H. partitioned as in (8), we have

(16) perαA ≥ perαD = perαA′ · perαA′′

and

(17) 0 ≤ (−1)nper−αA ≤ (−1)nper−αD = (−1)nper−αA′ · per−αA′′.

If, in addition, A is real, then

(18) perα/2A ≥ 1
2n

perαA.

Proof. The assumption on α ensures that
(
α
k

)
≥ 0 for k = 1, . . . , n. Thus, by (5) and

(12),

perαA =
n∑

k=1

(
α

k

)
per(A, k) ≥

≥
n∑

k=1

(
α

k

)
per(D, k) = perαD = perαA′ · perαA′′.

Similarly, by (6) and (13),

0 ≤ (−1)nper−αA =
n∑

k=1

(
α

k

)
det(A, k) ≤

≤
n∑

k=1

(
α

k

)
det(D, k) = (−1)nper−αD = (−1)nper−αA′ · per−αA′′.
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Finally, if A is real, then by (7) and (15),

perα/2A =

=
1
2n

n∑
k=1

(
α

k

)∑
k∏

j=1

haf
(

A[Ij ] A[Ij ]
A[Ij ] A[Ij ]

) ∣∣∣∣∣∣
k∐

j=1

Ij = [n],∀Ij 6= ∅

 ≥

≥ 1
2n

n∑
k=1

(
α

k

)
per(A, k) =

1
2n

perαA.

�

Corollary 3.2. Suppose that α is a nonnegative integer or α ≥ n − 1. Then, for
A ∈ Mn(C) p.s.d.H., we have

(19) perαA ≥ αn
n∏

i=1

aii ≥ (−1)nper−αA.

If, in addition, A is real, then

(20) perα/2A ≥ (α/2)n
n∏

i=1

aii.

Proof. Obvious induction to prove (19), then (18) and (19) to prove (20). �

Conjecture 3.3. The condition on α can be relaxed to α ≥ 1 for all inequalities
stated in Theorem 3.1 and its Corollary, except for the leftmost inequality in (17).

To support the conjecture, we prove the inequalities (19) of the above corollary for
small matrices under the relaxed condition for α.

Theorem 3.4. Suppose that α ≥ 1 and n ≤ 5. Then, for A ∈ Mn(C) p.s.d.H., the
inequalities (19) hold.

Proof. We may assume that aii = 1 for all i.
If the Theorem is true for a number α, then by Lemma 2.1, it is also true for α+1.

We may therefore assume that 1 ≤ α ≤ 2.
We may assume that n = 5 since the statement for A is equivalent to that for

A⊕ 15−n.
From now on 1 is the 5× 5 identity matrix.
The statement to be proven is per±αA ≥ per±α1.
In view of formula (4), it suffices to prove that

(21)
3∑

k=1

(
α

k

)
per±1(A, k) ≥

3∑
k=1

(
α

k

)
per±1(1, k)

and

(22)
5∑

k=4

(
α

k

)
per±1(A, k) ≥

5∑
k=4

(
α

k

)
per±1(1, k).
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For a partition λ = (λ1 ≥ λ2 ≥ · · · ≥ λk) of 5 into k positive integer parts, we
define p±(λ) to be the average value of

k∏
j=1

per±1A[Ij ],

where we are averaging over the partitions (I1, . . . , Ik) of [5] such that |Ij | = λj for
j = 1, . . . , k. From the Lieb and Fischer inequalities, we get p±(λ) ≥ p±(µ) if λ arises
from µ by replacing two parts of µ by their sum.

Then (22) reduces to

10p±(2, 1, 1, 1) + (α− 4)p±(1, 1, 1, 1, 1) ≥ ±(10 + α− 4),

which is true because

p±(2, 1, 1, 1) ≥ p±(1, 1, 1, 1, 1) = ±1.

Also, (21) reduces to

(23)

p±(5) + (α− 1)(5p±(4, 1) + 10p±(3, 2))+

+(α− 1)(α− 2)(10p±(3, 1, 1) + 15p±(2, 2, 1)) ≥
≥ ±(1 + (α− 1)(5 + 10) + (α− 1)(α− 2)(10 + 15)).

By the Lieb and Fischer inequalities, we have

p±(2, 2, 1) ≤ p±(3, 2)

and

p±(3, 1, 1) ≤ min(p±(4, 1), p±(3, 2)) ≤ 5
6
p±(4, 1) +

1
6
p±(3, 2).

Thus, the LHS of (23) is at least

(24) p±(5) + 5(α− 1)
(

1 +
5
3
(α− 2)

)
(p±(4, 1) + 2p±(3, 2)).

Now

p±(5) ≥ max(p±(4, 1), p±(3, 2)) ≥ 1
3
(p±(4, 1) + 2p±(3, 2)),

so (24) is at least(
1
3

+ 5(α− 1)
(

1 +
5
3
(α− 2)

))
(p±(4, 1) + 2p±(3, 2)).

Here the first factor is non-negative and the last factor is at least ±3, whence the
result. �
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802 PÉTER E. FRENKEL

References

[B] A. Barvinok, Integration and optimization of multivariate polynomials by restriction onto
a random subspace. Found. Comput. Math. 7 (2007) no 2., 229–244.
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