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THE MULTIPLICITY CONJECTURE IN LOW
CODIMENSIONS

Juan Migliore, Uwe Nagel, and Tim Römer

Abstract. We establish the multiplicity conjecture of Herzog, Huneke, and Srini-
vasan about the multiplicity of graded Cohen-Macaulay algebras over a field, for
codimension two algebras and for Gorenstein algebras of codimension three. In
fact, we prove stronger bounds than the conjectured ones allowing us to character-
ize the extremal cases. This may be seen as a converse to the multiplicity formula
of Huneke and Miller that inspired the conjectural bounds.

1. Introduction

Let R = K[x1, . . . , xn] be the polynomial ring over a field K with its standard
grading where deg xi = 1 for i = 1, . . . , n. Let R/I be a standard graded K-
algebra, where I is a graded ideal of codimension c. We denote by e(R/I) the
multiplicity of R/I. When I is a saturated ideal defining a closed subscheme
V ⊂ P

n−1, e(R/I) is just the degree deg V of V . Consider the minimal graded
free resolution of R/I

0 →
⊕
j∈Z

R(−j)βR
p,j(R/I) → · · · →

⊕
j∈Z

R(−j)βR
1,j(R/I) → R → R/I → 0

where we denote by βR
i,j(R/I) = TorR

i (R/I, K)j the graded Betti numbers of
R/I and p is the projective dimension of R/I. Let c denote the codimension of
R/I. Then c ≤ p and equality holds if and only if R is Cohen-Macaulay. We
define mi = min{j ∈ Z : βR

i,j(R/I) �= 0} and Mi = max{j ∈ Z : βR
i,j(R/I) �= 0}.

When there is any danger of ambiguity, we write mi(I) and Mi(I). The algebra
R/I has a pure resolution if mi = Mi for all i. In this case we write di for the
unique j such that βR

i,j(R/I) �= 0. It was shown by Huneke and Miller [13] that
if R/I is Cohen-Macaulay with a pure resolution then

e(R/I) =

(
p∏

i=1

di

)
/p!.

Extending this, Herzog, Huneke and Srinivasan made the following multiplicity
conjecture:
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Conjecture 1.1. If R/I is Cohen-Macaulay then(
p∏

i=1

mi

)
/p! ≤ e(R/I) ≤

(
p∏

i=1

Mi

)
/p!.

Conjecture 1.1 has been studied extensively, and partial results have been
obtained. In [11], Herzog and Srinivasan proved it in the following cases: R/I
is a complete intersection; I is a perfect ideal with quasi-pure resolution (i.e.
mi(R/I) ≥ Mi−1(R/I)); I is a perfect ideal of codimension 2; I is a codimension
3 Gorenstein ideal with five minimal generators; I is a Gorenstein monomial
ideal of codimension 3 with at least one generator of smallest possible degree
(relative to the number of generators); I is a perfect stable ideal; I is a perfect
squarefree strongly stable ideal. Furthermore, Herzog and Srinivasan proved
that the upper bound of Conjecture 1.1 holds for all codimension 3 Gorenstein
ideals. Guardo and Van Tuyl [10] proved that the conjecture holds for powers
of complete intersections, and Gold, Schenck and Srinivasan [8] proved it in
certain cases where I is linked to something “simple.” In addition, Srinivasan
[20] proved a stronger bound for Gorenstein algebras with quasi-pure resolutions.
(cf. Remark 3.3.)

The non Cohen-Macaulay case has also been studied. Here it is necessary to
replace the projective dimension by the codimension in Conjecture 1.1. It was
observed in [11] that the lower bound is false. However, Herzog and Srinivasan
proved the upper bound in these cases: I is a stable ideal; I is a squarefree
strongly stable ideal; I is an ideal with d-linear resolution. In addition, Gold [7]
proved it for codimension two lattice ideals; this was generalized by Römer [18]
for all codimension two ideals. It was also proved by Gasharov, Hibi and Peeva
[4] for a-stable ideals and more generally by Römer [18] for componentwise linear
ideals.

In this paper we begin with a new, stronger version of Conjecture 1.1 in the
codimension two case:

Theorem 1.2. Let R/I be a graded Cohen-Macaulay algebra of codimension
two. Then the following lower and upper bounds hold:

(a) e(R/I) ≥ 1
2m1m2 + 1

2 (M2 − M1)(M2 − m2 + M1 − m1);
(b) e(R/I) ≤ 1

2M1M2 − 1
2 (m2 − m1)(M2 − m2 + M1 − m1).

As an immediate consequence of this result, we obtain the following charac-
terization for the sharpness of Conjecture 1.1 in the codimension two Cohen-
Macaulay case. This can be viewed as a converse to the Huneke-Miller result
[13] mentioned above.

Corollary 1.3. Let R/I be a graded Cohen-Macaulay algebra of codimension
two. Then the following conditions are equivalent:

(a) e(R/I) = 1
2m1m2;

(b) e(R/I) = 1
2M1M2;

(c) R/I has a pure minimal graded free resolution.
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In Section 2 we give two proofs of these results. The first is based on some
formulas in [11]. The second one is more self-contained and uses the methods
that allow us obtain the results discussed below. We also discuss the non Cohen-
Macaulay case. In particular, we show that even a natural weakening of the lower
bound in Conjecture 1.1 could only be true for reduced ideals (cf. Remark 2.4).
In Section 3 we prove a stronger version of Conjecture 1.1 for Gorenstein ideals
of codimension three:

Theorem 1.4. Let R/I be a graded Gorenstein algebra of codimension three.
Then the following lower and upper bounds hold:

(a) e(R/I) ≥ 1
6m1m2m3 + 1

6 (M3 − M2)2(M2 − m2 + M1 − m1);
(b) e(R/I) ≤ 1

6M1M2M3 − 1
12M3(M2 − m2 + M1 − m1).

As an immediate consequence we get that the lower bound of Conjecture 1.1
holds for codimension three Gorenstein ideals. This was the last open case of
the conjecture in low codimensions where structure theorems of minimal graded
free resolutions are available. As in the case of codimension two perfect ideals
we can characterize when Conjecture 1.1 is sharp providing again a converse to
the Huneke-Miller formula in [13].

Corollary 1.5. Let R/I be a graded Gorenstein algebra of codimension three.
Then the following conditions are equivalent:

(a) e(R/I) = 1
6m1m2m3;

(b) e(R/I) = 1
6M1M2M3;

(c) R/I has a pure minimal free resolution.

Our method of proof consists in exhibiting a specific example for each possible
set of Betti numbers and a reduction procedure that allows us to proceed by
induction. While the first idea seems difficult to extend we expect that the
reductions via basic double links will be useful in other cases, too.

We conclude this note with an explicit formula for the multiplicity of a Goren-
stein ideal in terms of the degrees of the entries of its Buchsbaum-Eisenbud
matrix (Proposition 3.4). It is a by-product of the proof of Theorem 1.4.

2. Codimension two Cohen-Macaulay algebras

Let K be a field, R = K[x1, . . . , xn] be the polynomial ring and I ⊂ R a
graded ideal of height two such that R/I is a Cohen-Macaulay ring. It follows
from the Hilbert-Burch theorem (e.g. see [1] for details) that I has a minimal
graded free resolution of the form

0 →
m−1⊕
i=1

R(−fi)
ϕ−→

m⊕
i=1

R(−ei) → I → 0(1)

Let ui = fi − ei and vi = fi − ei+1. The following was observed, for example, in
[12]:

(a) ui ≥ vi ≥ 0 for i = 1, . . . , m − 1;



734 JUAN MIGLIORE, UWE NAGEL, AND TIM RÖMER

(b) ui+1 ≥ vi for i = 1, . . . , m − 2;
(c) e1 = v1 + · · · + vm−1 and em = u1 + · · · + um−1;
(d) f1 = v1 + · · · + vm−1 + u1 and fm−1 = u1 + · · · + um−1 + vm−1;
(e) e(R/I) =

∑m−1
i=1 ui(vi + · · · + vm−1) =

∑m−1
i=1 vi(u1 + · · · + ui).

Herzog and Srinivasan proved in [11] the formulas (see proof of Theorem 2.1):

(a)
∑m−1

i=2 (vi−1 + vi)(vi + · · · + vm−1) = (v1 + · · · + vm−1)(v2 + · · · + vm−1);
(b)

∑m−2
i=1 (ui + ui+1)(u1 + · · · + ui) = (u1 + · · · + um−1)(u1 + · · · + um−2).

Note that e1 = m1, em = M1, f1 = m2 and fm−1 = M2. Following the proof
of Theorem 2.1 in [11], we can show Theorem 1.2 of the introduction.

Proof of Theorem 1.2. (a) Using

2u1 = (u1 − v1) + u1 + v1 = e2 − e1 + u1 + v1

2ui = (2ui − vi−1 − vi) + vi−1 + vi = (ei+1 − ei + fi − fi−1) + vi−1 + vi

and the first formula of Herzog and Srinivasan above we compute

2e(R/i) =
m−1∑
i=1

2ui(vi + · · · + vm−1)

= e1f1 + (u1 − v1)(v1 + · · · + vm−1)

+
m−1∑
i=2

(2ui − vi − vi−1)(vi + · · · + vm−1)

= m1m2 + (e2 − e1)(v1 + · · · + vm−1) +
m−1∑
i=2

(ei+1 − ei + fi − fi−1)(vi + · · · + vm−1)

= m1m2 +
m−1∑
i=1

(ei+1 − ei)(vi + · · · + vm−1)

+
m−1∑
i=2

(fi − fi−1)(vi + · · · + vm−1)

≥ m1m2 + vm−1(
m−1∑
i=1

(ei+1 − ei) +
m−1∑
i=2

(fi − fi−1))

= m1m2 + (M2 − M1)(M1 − m1 + M2 − m2).

Dividing by 2, the desired formula follows.
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(b) Similarly, using the second formula of Herzog and Srinivasan we compute

2e(R/I) =
m−1∑
i=1

2vi(u1 + · · · + ui)

= emfm−1 + (vm−1 − um−1)(u1 + · · · + um−1)

+
m−2∑
i=1

(2vi − ui − ui+1)(u1 + · · · + ui)

= M1M2 − (em − em−1)(u1 + · · · + um−1)

−
m−2∑
i=1

(ei+1 − ei + fi+1 − fi)(u1 + · · · + ui)

= M1M2

−
m−1∑
i=1

(ei+1 − ei)(u1 + · · · + ui) −
m−2∑
i=1

(fi+1 − fi)(u1 + · · · + ui)

≤ M1M2 − u1(
m−1∑
i=1

(ei+1 − ei) +
m−2∑
i=1

(fi+1 − fi))

= M1M2 − (m2 − m1)(M1 − m1 + M2 − m2)

We have found a second proof for both parts of Theorem 1.2, using some
methods of liaison theory. This proof has the advantage that it is more self-
contained, and also that it is very much in the spirit of the (more complicated)
proof for codimension three Gorenstein ideals given in the next section, which
incorporates the ideas from this proof and proceeds from there. On the other
hand, since Theorem 1.2 is now proven, we will only give part of the alternative
proof, and set up the machinery that is needed for the next section.

The map ϕ in the minimal free resolution (1) is represented by the Hilbert-
Burch matrix of I. By reordering we can arrange that the degree matrix is

A =




a1,1 a1,2 . . . a1,t+1

...
...

...
at,1 at,2 . . . at,t+1


(2)

where the entries are increasing from bottom to top and from left to right,
so at,1 is the smallest and a1,t+1 is the largest. Notice that in order to be a
degree matrix of a height two Cohen-Macaulay ideal, the main diagonal has to
be strictly positive ([5], page 3142 and see [19], page 84).

Remark 2.1. Let us rewrite the degree matrix A as follows

A =




a1 b1 ∗
. . . . . .

∗ at bt



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Note that A is completely determined by a1, . . . , at, b1, . . . , bt. By our ordering
of degrees we have in particular

bt ≥ at and bt−1 ≥ at provided t ≥ 2.

The minimal generators of I have degrees a1+. . .+aj+bj+1+. . .+bt, j = 0, . . . , t
and the syzygies of I have degrees a1 + . . .+aj +bj + . . .+bt, j = 1, . . . , t. Thus,
we obtain

m1 = a1 + . . . + at

M1 = b1 + . . . + bt

m2 = a1 + . . . + at + bt = m1 + bt

M2 = a1 + b1 + . . . + bt.

(3)

Alternative proof of Theorem 1.2. We will give most of the details for (a), and
leave (b) entirely to the reader. We induct on t ≥ 1. If t = 1 then I is a complete
intersection, and it is not difficult to prove the result in this case.

Now assume t ≥ 1 and let I ′ be an ideal whose degree matrix of the Hilbert-
Burch matrix is

A′ =




a1 b1 ∗
. . . . . .

at bt

∗ at+1 bt+1


 .

Note that the multiplicity of R/I ′ is completely determined by the degree matrix,
so it suffices to consider an example of an ideal for any degree matrix. Basic
double linkage is then used in order to apply the induction hypothesis. The idea
will be to show that we can reduce to an ideal with degree matrix A (see Remark
2.1), i.e. we remove the last row and the last column.

It is easy to see that the following monomial ideal has A′ as its degree matrix

I ′ = (yb1+...+bt+1 , xa1yb2+...+bt+1 , . . . , xa1+...+at+1).

Write it as

I ′ = xa1+...+at+1R + ybt+1I.(4)

Then the monomial ideal I has A as its degree matrix where A is obtained by
deleting the last row and column of B. Thus, we may apply induction to I. Let
m1, m2, M1, M2 be the corresponding invariants for I, and let m′

1, m
′
2, M

′
1, M

′
2

be those of I ′. Moreover, in order to simplify notation we set

a := at+1, b := bt+1, and c := bt.

Using Remark 2.1, we see that

m′
1 = m1 + a

M ′
1 = M1 + b

m′
2 = m2 + a + b − c

M ′
2 = M2 + b.

(5)
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Moreover, we have e(R/I ′) = e(R/I) + m′
1b. Using the formulas above we get

by induction

m′
1m

′
2 + (M ′

2 − M ′
1)(M

′
2 − m′

2 + M ′
1 − m′

1)
= (m1 + a)(m2 + a + b − c)

+[(M2 + b)− (M1 + b)][(M2 + b) − (m2 + a+ b − c) + (M1+ b) − (m1 + a)]
= m1m2 + (m1 + a)(a + b − c) + m2a

+(M2 − M1)[M2 − m2 + M1 − m1 + b + c − 2a]
≤ 2e(R/I) + (m1 + a)(a + b − c) + m2a + (M2 − M1)(b + c − 2a)
= 2e(R/I ′) − 2(m1 + a)b + (m1 + a)(a + b − c) + (m1 + c)a +

(M2 − M1)(b + c − 2a)
= 2e(R/I ′) + [m1 + M1 − M2](2a − b − c) + a(a − b).

Note that we used the relation m2 = m1 + c. But b ≥ a and c ≥ a and
M1 + m1 ≥ M2 by 2.1, so

1
2m′

1m
′
2 + 1

2 (M ′
2 − M ′

1)(M
′
2 − m′

2 + M ′
1 − m′

1) ≤ e(R/I ′)

as desired. (Note the strict inequality unless a = b = c or t = 2 and a = b.)
The upper bound in Theorem 1.2(b) is proved in a similar way, and we omit

the details.

Using this approach, we can prove another upper bound that extends the up-
per bound of Herzog and Srinivasan. The following proposition has a hypothesis
that is a bit technical, but it has a more satisfying conclusion than the bound
of Theorem 1.2(b) in one case.

Proposition 2.2. Let I be a height two Cohen-Macaulay ideal with degree ma-
trix

A =




a1 b1 ∗
d a2 b2

. . . . . .
∗ at bt




as in Remark 2.1 (but note the new variable d in the (1, 2) spot if t ≥ 2). Then
either one of the following conditions is sufficient to conclude that

e(R/I) ≤ 1
2
M1M2 − (M1 − m1) − (M2 − m2).

(i) all of the entries of A are ≥ 2;
(ii) a1 − 2d + 1 ≥ 0, provided t ≥ 2.

Proof. We omit the details and leave the proof to the reader.

Example 2.3. Consider the degree matrix

B =


 2 2 2 2

2 2 2 2
1 1 1 1


 .
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This comes, for example, from the ideal I ′ = (x5, x4y, x2y3, y5). It is easy to
check that M ′

1 = m′
1 = 5, M ′

2 = 7, m′
2 = 6, and e(R/I ′) = 17. If we consider the

2 × 3 submatrix A, as in the proof, we have m1 = M1 = 4, m2 = M2 = 6. Then

e(R/I ′) >
1
2
M ′

1M
′
2 − (M ′

1 − m′
1) − (M ′

2 − m′
2) = 16.5.

So we see that the conclusion of Proposition 2.2 does not hold here, and indeed
a1 − 2d + 1 = −1.

In fact, it is not too difficult to show that a t×(t+1) degree matrix consisting
of 2’s in the first (t− 1) rows and 1’s in the last row satisfies m1 = M1 = 2t− 1,
m2 = 2t, M2 = 2t + 1, and e(R/I ′) = 2t2 − 1. However, one checks that

1
2
M2M2 − (M1 − m1) − (M2 − m2) = 2t2 − 3

2
so this gives an example of any size that violates the bound of Proposition 2.2.

As mentioned in the introduction, it was shown by Huneke and Miller [13]
that if R/I is Cohen-Macaulay of codimension c with a pure resolution then

e(R/I) =

(
c∏

i=1

di

)
/c!,

where of course di = mi = Mi is the shift in the i-th free module of the pure
resolution. Corollary 1.3 in the introduction may be seen as a converse to this
result.

Proof of Corollary 1.3. The claim follows from Theorem 1.2 because m2 > m1

and M2 > M1.

We end this section with a remark about the non Cohen-Macaulay case in
codimension two.

Remark 2.4. It is known that the lower bound of Conjecture 1.1 is false in the
non Cohen-Macaulay case. Even the weaker statement

e(R/I) ≥ 1
c!

c∏
i=1

mi

(where c is the codimension of I) is false. An easy example is the case of two
skew lines in P

3. In codimension two, however, the analogous upper bound is
true ([18]). Is there a different lower bound that is true? One natural guess is
that one might be able to replace c! by some suitable integer k. That is, perhaps

e(R/I) ≥ 1
k

c∏
i=1

mi

for suitable k. One immediately sees that at the very least, we should assume
that our ideals are unmixed. For instance, starting with any curve, adding points
does not change the multiplicity but makes the mi arbitrarily large.
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The next observation is that we must assume that I is reduced in order
to hope for a lower bound of the type 1

k

∏c
i=1 mi. Indeed, consider ideals in

k[x0, x1, x2, x3] of the form

I = (x0, x1)t + (F )

where F is a polynomial that is smooth along the line defined by (x0, x1), and
deg F ≥ t + 1. Then I defines an unmixed curve of multiplicity t (cf. [16]), and
one quickly sees that m1 = t and m2 = t + 1. Hence we would need k ≥ t + 1,
which can be made arbitrarily large by choosing large t.

However, if we do assume that I is reduced, there may be such a bound.
Indeed, experiments with Macaulay ([9]) have not yet yielded a counterexample
to the guess

e(R/I) ≥ 1
5
m1m2

at least among unmixed height two reduced non arithmetically Cohen-Macaulay
curves in P

3.

3. Codimension three Gorenstein algebras

We now turn to height three Gorenstein ideals. Our approach here is similar
to that of the alternative proofs given in the previous section. In [11] the upper
bound stated in Conjecture 1.1 was proved for such ideals. The lower bound
was proved only when the number of generators is five (or of course three).
In this section we will prove an improved version of Conjecture 1.1, and as a
consequence we will again (as in the codimension two case) immediately obtain
as a corollary that sharpness occurs (necessarily for both bounds) if and only if
the resolution is pure.

Let I ⊂ R be a height three Gorenstein ideal. The possible graded Betti
numbers of such ideals were described in [2] and in [3], and it was shown in
[6] that any such set of graded Betti numbers in fact occurs for some reduced
arithmetically Gorenstein set of points in P

3. In fact more was shown in [6].

Remark 3.1. Suppose that I has a minimal graded free resolution

0 → R(−m3) →
2t+1⊕
i=1

R(−βi) →
2t+1⊕
i=1

R(−αi) → I → 0(6)

where α1 ≤ · · · ≤ α2t+1, β1 ≤ · · · ≤ β2t+1 (this is slightly different from the
notation of [6]), and m3 = M3. It was shown in [6] that

• there exists a Cohen-Macaulay ideal J ⊂ R with minimal graded free
resolution

0 →
t⊕

i=1

R(−βi) →
t+1⊕
i=1

R(−αi) → J → 0.(7)
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• there are homogeneous polynomials f, g ∈ J of degree m1(I) = α1 and
M2(I) = β2t+1 = m3 − α1, respectively, such that J̃ := (f, g) : J does not
have any components in common with J (i.e. J and J̃ are geometrically
linked by (f, g)), thus (f, g) = J ∩ J̃ .

• the ideal I := J + J̃ has the desired minimal free resolution (6). (Note that
not all Gorenstein ideals arise in this way; this only says that numerically
for any set of graded Betti numbers this construction produces a Gorenstein
ideal with the given Betti numbers, but this is enough for our purposes.)

A famous result of Buchsbaum and Eisenbud in [2] says that without loss of
generality we may choose bases so that the middle map of the resolution (6) is
represented by a skew symmetric matrix, M , and that the minimal generators
of I are then given by the maximal Pfaffians of that matrix. However, we may
represent the degree matrix B corresponding to M , much as we did in (2), so
that the entries are increasing from bottom to top and from left to right. Then
the resulting degree matrix B is symmetric about the non-main diagonal. In
particular, we have

B =




bt ∗
at

. . .

. . . b1

a1 d
a1 b1

. . . . . .
∗ at bt




(8)

where

A :=




a1 b1 ∗
. . . . . .

∗ at bt


(9)

is the degree matrix of the ideal J (that has been used to produce I).
Furthermore, comparing the resolutions (6) and (7) we obtain in conjunction

with the formulas (3) that

m1 = m1(J) = a1 + . . . + at

m2 = m2(J) = a1 + . . . + at + bt = m1 + bt

m3 = d + 2(b1 + . . . + bt).
(10)

We now are ready to show our improvement of Conjecture 1.1 for Gorenstein
ideals of codimension three.

Proof of Theorem 1.4. Our proof will be by induction on the size of the degree
matrix, A, of the Buchsbaum-Eisenbud matrix of I. First, let t = 1, i.e. I is a
complete intersection. Let m1, y, M1 be the degrees of the minimal generators
of I. Then m1 ≤ y ≤ M1 and we get
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m1m2m3 + (M3 − M2)2(M2 − m2 + M1 − m1)
= m1(m1 + y)(m1 + y + M1) + 2m2

1(M1 − m1)
= m1(2y + m1 − y)(3M1 + m1 + y − 2M1) + 2m2

1(M1 − m1)
= 6m1yM1 + m1 [(m1 + y)(m1 + y − 2M1) + (m1 − y)3M1 + 2m1(M1 − m1)]
= 6e(R/I) + m1 [(m1 + y)(y − M1) + 3(m1 − y)M1 + (m1 − y)(M1 − m1)]
≤ 6e(R/I)

proving the lower bound.
The upper bound is shown similarly. We have

M1M2M3 − 1
2
M3(M2 − m2 + M1 − m1)

= M1(y + M1)(m1 + y + M1) − (m1 + y + M1)(M1 − m1)
= M1(2y + M1 − y)(3m1 + y + M1 − 2m1) − (m1 + y + M1)(M1 − m1)
= 6m1yM1 + M1 [(M1 − y)(m1 + y + M1) + 2y(y + M1 − 2m1)]

−(m1 + y + M1)(M1 − m1)
= 6e(R/I) + 2yM1(y − m1) + (m1 + y + M1)M1(M1 − y)

+ [2yM1 − (m1 + y + M1)] (M1 − m1)
≥ 6e(R/I)

because if M1 = 1 then we must have m1 = y = M1 and the last estimate
becomes an equality. But if M1 ≥ 2 then we get 2yM1 − (m1 + y + M1) ≥
2yM1 − (2y + M1) ≥ 0 because for any two integers k, l ≥ 2 we have kl ≥ k + l.
The upper bound follows.

Now assume t ≥ 1 and let I ′ be the Gorenstein ideals whose degree matrix is

B′ =




bt+1

at+1 bt ∗
at

. . .

. . . b1

a1 d
a1 b1

. . . . . .
at bt

∗ at+1 bt+1




(11)
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and that has been produced using the Cohen-Macaulay ideal J ′ (cf. Remark 3.1)
with degree matrix

A′ =




a1 b1 ∗
. . . . . .

at bt

∗ at+1 bt+1


 .

To simplify notation, we set as in the codimension two case

a := at+1, b := bt+1, and c := bt.

Let I be the Gorenstein ideal whose Buchsbaum-Eisenbud matrix is obtained
from the Buchsbaum-Eisenbud matrix of I ′ by stripping the top and bottom
rows, and the rightmost and leftmost columns such that the degree matrix
is B as in (8). Let m1, m2, m3, M1, M2, M3 be the invariants of I and let
m′

1, m
′
2, m

′
3, M

′
1, M

′
2, M

′
3 be those of I ′. Self-duality of the resolution of R/I

provides
M1 = m3 − m2 and M2 = m3 − m1.

It follows that

M2 − m2 = M1 − m1 = m3 − m1 − m2 = M1 + M2 − M3.(12)

Thus, the formulas (10) provide

m′
1 = m1 + a M ′

1 = M1 + b + c − a
m′

2 = m2 + a + b − c M ′
2 = M2 + 2b − a

m′
3 = m3 + 2b M ′

3 = M3 + 2b.
(13)

We also need the relation between the multiplicities of R/I and R/I ′.

Claim 3.2. e(R/I ′) = e(R/I) + b(m1 + a)(M2 + b − a).

To see this, we may assume temporarily that R/I and R/I ′ have dimension
one. Thus, the ideals J and J ′ used to produced I and I ′ (as in Remark 3.1)
define curves. Denote their arithmetic genera by g and g′, respectively. As
preparation, we first relate the multiplicities of R/I and R/J and then the
genera of J and J ′.

Using the notation of Remark 3.1, we have that I = J+J̃ and that c := J∩J̃ is
a complete intersection of type (m1, M2). Hence, we have graded isomorphisms
(cf., e.g., [17], Lemma 3.5)

KR/J(4 − m1 − M2) ∼= J̃/(J ∩ J̃) ∼= (J + J̃)/J = I/J

where KR/J denotes the canonical module of R/J . It follows that

e(R/I) = (m1 + M2 − 4) · e(R/J) − (2g − 2).(14)

Numerically, we may assume that J ′ is a basic double link of J (cf. (4)), i.e.
there is a complete intersection (f, g) of type (m1 +a, b) such that J ′ = fR+gJ .
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Hence using the formula for the genus of a complete intersection (see for instance
[15], page 36), Proposition 4.1(b) in [17] provides

g′ = g +
1
2
b(m1 + a)(m1 + a + b − 4) + b · e(R/J).

Therefore, using formula (14) for I ′ as well as (13) we obtain

e(R/I ′) = (m′
1 + M ′

2 − 4) · e(R/J ′) − (2g′ − 2)
= (m1 + M2 + 2b − 4) [e(R/J) + b(m1 + a)]

− [2g + b(m1 + a)(m1 + a + b − 4) + 2b · e(R/J) − 2]
= (m1 + M2 − 4) · e(R/J) − (2g − 2) + b(m1 + a)(M2 + b − a)
= e(R/I) + b(m1 + a)(M2 + b − a),

as claimed.

Now we are ready for the induction step. We assume that the bounds hold for
I, and we prove them for I ′. We will use the above numbered equations without
comment.

We begin with the lower bound. We have to show that

e(R/I ′) ≥ 1
6
m′

1m
′
2m

′
3 +

1
3
(m′

1)
2(m′

3 − m′
1 − m′

2).(15)

Unfortunately, we need some rather lengthy computation. We have

m′
1m

′
2m

′
3 + 2(m′

1)
2(m′

3 − m′
1 − m′

2)
= (m1 + a)(m2 + a + b − c)(m3 + 2b)

+2(m1 + a)2(m3 − m1 − m2 − (2a − b − c))
= m1m2m3 + 2m2

1(m3 − m1 − m2)
+[a(m2 + a + b − c)(m3 + 2b)+ m1(m2 + a + b − c)2b + m1(a + b − c)m3]
+2

[
a(2m1 + a)(m3 − 2m1 − c) − (m1 + a)2(2a − b − c)

]
≤ 6e(R/I)

+ [a(m1 + a + b)(m3 + 2b) + m1(m1 + a + b)2b + m1(a + b − c)m3]
+2

[
a(2m1 + a)(m3 − m1 − m2) − (m1 + a)2(2a − b − c)

]

by the induction hypothesis and because of m2 − c = m1 (by 10).
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Using Claim 3.2 and essentially ordering for m3 we obtain

m′
1m

′
2m

′
3 + 2(m′

1)
2(m′

3 − m′
1 − m′

2)
≤ 6e(R/I ′) − 6b(m1 + a)(m3 − m1 + b − a)

+ [a(m1 + a + b)(m3 + 2b) + m1(m1 + a + b)2b + m1(a + b − c)m3]
+2

[
a(2m1 + a)(m3 − m1 − m2) − (m1 + a)2(2a − b − c)

]
= 6e(R/I ′) + m3 [−6b(m1 + a) + a(m1 + a + b) + (a + b − c)m1]

+2a(2m1 + a)(m3 − 2m1 − c) − 6b(m1 + a)(−m1 + b − a) +
a(m1 + a + b)2b + m1(m1 + a + b)2b − 2(m1 + a)2(2a − b − c)

= 6e(R/I ′) + m3 [m1(2a − 5b − c) + a(a − 5b)] +
2a(2m1 + a)(m3 − 2m1 − c) − 6b(m1 + a)(−m1 + b − a)
+2b(m1 + a)(m1 + a + b) − 2(m1 + a)2(2a − b − c)

= 6e(R/I ′) + m3 [m1(2a − b − c) + a(a − b) − 4b(m1 + a)]
+2a(2m1 + a)(m3 − 2m1 − c) + 2b(m1 + a)(4m1 + 4a − 2b)
−2(m1 + a)2(2a − b − c)

= 6e(R/I ′) + m3 [m1(2a − b − c) + a(a − b)] + 2a(2m1 + a)(m3 − 2m1 − c)
+4b(m1 + a)(−m3 + 2m1 + 2a − b) − 2(m1 + a)2(2a − b − c)

= 6e(R/I ′) + a(a − b)m3 + (2a − b − c)
[
m1m3 + 4b(m1 + a) − 2(m1 + a)2

]
+(m3 − 2m1 − c) [2a(2m1 + a) − 4b(m1 + a)]

where we used −m3 + 2m1 + 2a − b = −m3 + 2m1 + c + 2a − b − c. Observing
that a ≤ b, a ≤ c, and m3 ≥ m1 + m2 = 2m1 + c we get

m′
1m

′
2m

′
3 + 2(m′

1)
2(m′

3 − m′
1 − m′

2)
≤ 6e(R/I ′) + (2a − b − c)

[
m1m3 + 4b(m1 + a) − 2(m1 + a)2

]
+(m3 − 2m1 − c) [4m1(a − b) + 2a(a − 2b)]

≤ 6e(R/I ′) + (2a − b − c)
[
m1m3 + 4b(m1 + a) − 2(m1 + a)2

]
≤ 6e(R/I ′)

because

m1m3 + 4b(m1 + a)− 2(m1 + a)2 = m1(m3 − 2m1 + 4(b− a)) + 2a(2b− a) ≥ 0.

This completes the proof of the lower bound.
Turning to the upper bound, we have to show that:

e(R/I ′) ≤ 1
6
M ′

1M
′
2M

′
3 −

1
6
M ′

3(M
′
1 + M ′

2 − M ′
3).(16)
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To start with, we have:

M ′
1M

′
2M

′
3 − M ′

3(M
′
1 + M ′

2 − M ′
3)

= (M1 + b + c − a)(M2 + 2b − a)(M3 + 2b)
−(M3 + 2b)(M1 + M2 − M3 + b + c − 2a)

= M1M2M3 − M3(M1 + M2 − M3) + (M1 + b + c − a)(2b − a)(M3 + 2b) +
(M1 + b + c − a)M22b + (b + c − a)M2M3 − M3(b + c − 2a)
−2b(M1 + M2 − M3 + b + c − 2a)

≥ 6e(R/I) + (M2 + b − a)(2b − a)(M3 + 2b) + (M2 + b − a)M22b +
(b + c − a)M2M3 − M3(b + c − 2a) − 2b(2M2 − M3 + b − 2a)

by the induction hypothesis and because of M2 = M1 + c.
Using Claim 3.2 and essentially ordering for M3 we obtain

M ′
1M

′
2M

′
3 − M ′

3(M
′
1 + M ′

2 − M ′
3)

≥ 6e(R/I ′) − 6b(M3 − M2 + a)(M2 + b − a)
+(M2 + b − a)(2b − a)(M3 + 2b) + (M2 + b − a)M22b + (b + c − 2a)M2M3

−M3(b + c − 2a) − 2b(2M2 − M3 + b − 2a)
= 6e(R/I ′)

+M3 [(M2 + b − a)(2b − a − 6b) + (b + c − a)M2]
+(M2 + b − a) [(2b − a)2b + 2bM2 + 6b(M2 − a)]
−M3(b + c − 2a) − 2b(2M2 − M3 + b − 2a)

= 6e(R/I ′)
+M3 [(M2 + b − a)(−4b) + (b + c − 2a)M2 − a(b − a)]
+(M2 + b − a) [8bM2 + (2b − 4a)2b]
−M3(b + c − 2a) − 2b(2M2 − M3 + b − 2a)

= 6e(R/I ′)
+M3 [(b + c − 2a)M2 − a(b − a)]
+(M2 + b − a)4b [2M2 − M3 + b − 2a]
−M3(b + c − 2a) − 2b(2M2 − M3 + b − 2a)

= 6e(R/I ′)
+M3 [(b + c − 2a)(M2 − 1) − a(b − a)]

+(M2 + b − a − 1
2
)4b [2M2 − M3 + b − 2a] .

Observe that b ≥ a, c ≥ a, and M2 ≥ m2 ≥ c + 1 ≥ a + 1. It follows that

b + c − 2a ≥ b − a,

M2 − 1 ≥ a,
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thus

(b + c − 2a)(M2 − 1) ≥ a(b − a).

Since we also have

2M2 − M3 + b − 2a = (M1 + M2 − M3) + (b + c − 2a) ≥ 0

we obtain
M ′

1M
′
2M

′
3 − M ′

3(M
′
1 + M ′

2 − M ′
3) ≥ 6e(R/I ′)

and the upper bound follows.

Remark 3.3. In [20], Srinivasan proved, compared to Conjecture 1.1, stronger
bounds for Gorenstein ideals of arbitrary codimension, but with quasi-pure reso-
lutions. A resolution is quasi-pure if mi ≥ Mi−1 for all i. In case of a codimension
three Gorenstein ideal I her bounds are

1
6
m1M2M3 ≤ e(R/I) ≤ 1

6
M1m2m3.

Note that the lower bound is not even true for arbitrary complete intersections.
For example, a complete intersection of type (2, 2, 5) gives a counterexample.
On the other hand, the upper bound is true for all complete intersections and
we wonder if it is true for all Gorenstein ideals of codimension three.

The method of proof of Theorem 1.4 also provides an explicit formula for the
multiplicity of a Gorenstein ideal in terms of the degrees of the entries of its
Buchsbaum-Eisenbud matrix.

Proposition 3.4. Let I be a homogeneous Gorenstein ideal of codimension three
with 2t+1 minimal generators. Order its Buchsbaum-Eisenbud matrix such that
its degree matrix is B as in (8). Then we have

e(R/I) =
t∑

j=1

bj · (a1 + . . . + aj) · (d +
j−1∑
i=1

(2bi − ai) + bj − aj).

Proof. This follows easily from Claim 3.2. Indeed, let t = 1. Then I is a complete
intersection with minimal generators of degree a1, b1, d + b1 − a1 and the claim
follows. Let t ≥ 2. Then Claim 3.2 provides the assertion using the formulas
(10) and M2 = m3 − m1.
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