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NON-COMMUTATIVE SYMPLECTIC GEOMETRY, QUIVER
VARIETIES, AND OPERADS

VICTOR GINZBURG

to Liza

ABSTRACT. Quiver varieties have recently appeared in various different areas of
Mathematics such as representation theory of Kac-Moody algebras and quantum
groups, instantons on 4-manifolds, and resolutions of Kleinian singularities. In this
paper, we show that many important affine quiver varieties, e.g., the Calogero-
Moser space, can be imbedded as coadjoint orbits in the dual of an appropriate
infinite dimensional Lie algebra. In particular, there is an infinitesimally transi-
tive action of the Lie algebra in question on the quiver variety. Our construction
is based on an extension of Kontsevich’s formalism of ‘non-commutative sym-
plectic geometry’. We show that this formalism acquires its most adequate and
natural formulation in the much more general framework of P-geometry, a ‘non-
commutative geometry’ for an algebra over an arbitrary cyclic Koszul operad.
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1. Introduction

We first remind the definition of quiver varieties. Let ) be a quiver, that is a
finite oriented graph with vertex set I. Let V = {V;};c1 be a collection of finite
dimensional C-vector spaces. By a representation of ) in V we mean an assign-
ment of a linear map: V; — Vj, for any pair ¢, j € I and each oriented edge of @
with tail 7 and head j. Let R(Q, V) denote the set of all representations of @ in
V', which is a C-vector space. The group M;e; GL.(V;) acts naturally on R(Q, V),
by conjugation. This action clearly factors through G(V) := (M;GL(V;)) /C*,
the quotient by the group C* imbedded diagonally, as scalar matrices, into each
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378 VICTOR GINZBURG

of groups GL(V;). Let g(V) = (&; gl(Vi)) /C denote the Lie algebra of the group
G(V).

Let @ be the double of @, the quiver obtained by adding a reverse arrow
a*, for every (oriented) arrow a € Q. For any V = {V;};cs, the vector space
R(Q,V) may be identified naturally with T*R(Q,V) = cotangent bundle on
R(Q,V). Hence, R(Q,V) has a canonical symplectic structure. Furthermore,
the G(V)-action on R(Q,V) is Hamiltonian, and the corresponding moment
map g : R(Q,V) — g(V)* is given by the following formula:

(1) o~ ule) = {{u(@)}., € B al(Vi) |

pe), = Y. ola)-oa) — > Q(a*)-g(a)}-
{esidi } { &S

Here and below, we identify g(V)* with a subspace in @; gl(V;) by means of the
trace pairing: x,y +— >, tr(z; - y;) . Specifically, we have:

a(V)" =~ sg(V) = {z=(2)ier €@igl(Vi) | ) tr(z:)=0}.

Example. Let Q) be the quiver consisting of a single vertex and a single edge-
loop at this vertex. Thus @ is the quiver with two edge-loops at the same vertex.
Clearly, giving a representation of @ in the vector space V = C" amounts to
giving an arbitrary pair of n x n-matrices. Therefore, we have: R(Q,C") =
gl,, @ gl,,, and hence: G(V) = PGL,,. The moment map (1.1) reduces to the map
w:gl, ®gl, — g(V)* =sl,, given by the formula: (z,y) — [z,y].

Next, fix O C sg(V), a closed AdG(V)-orbit, and assume that the group
G(V) acts freely on the subvariety p=1(0) C R(Q,V). Then, the orbit space
Ro(Q,V) = p~1(0)/G(V) is an affine variety, to be called an affine quiver
variety. Thus, by definition: Ro(Q, V) := Spec(C[R(Q, V)]G(V)/JG(V)) , where
J C C[R(Q, V)] stands for the defining ideal of the subvariety p=!(0), and we
have used that C[R(Q, V)]¢V) /3¢(V) = (C[R(Q,V)]/)EY) | due to reductivity
of G(V). If p=1(0) is smooth then Ro(Q, V) is also smooth, and the symplectic
structure on R(Q,V) induces, via the symplectic reduction construction, see
[GS], a canonical symplectic structure on Ro(Q, V).

One of the main results of this paper is

Theorem 1.2. In the above setting, the symplectic variety Ro(Q,V) can be
imbedded as a coadjoint orbit in the dual of £(Q), an infinite dimensional Lie
algebra canonically attached to the quiver Q).

It is implicit in the theorem that the symplectic structure on Ro(Q, V) goes,
under the imbedding, into the canonical Kirillov-Kostant symplectic structure
on the coadjoint orbit. Note also that the Lie algebra £(Q) does not depend on
the representation space V.
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Remark. A choice of Hermitian metric on V makes R(Q,V) a flat hyper-
Kahler space. An equivalence: holomorphic symplectic reduction < hyper-
Kabhler reduction, see [Hi], gives, for many orbits O, a hyper-Kéhler structure
on the quiver variety Ro(Q,V). Recall further that by a well-known result of
Kronheimer [Kr], any coadjoint orbit in a complex reductive Lie algebra has a
hyper-Kahler structure. Based on this analogy, N. Hitchin asked if the Calogero-
Moser space (a special case of quiver variety, see below) is a coadjoint orbit of
some infinite dimensional Lie algebra. Hitchin’s question has been motivated by
the recent work of Berest-Wilson [BW], who constructed a transitive action of
Aut(Ay), the automorphism group of the Weyl algebra, on the Calogero-Moser
space. Theorem 1.2 gives a positive answer to Hitchin’s question and sheds some
new light on the Berest-Wilson construction.

Strategy of the proof of Theorem 1.2. The symplectic structure on
Ro(Q,V) makes the coordinate ring (C[iRo (Q, V)] an infinite dimensional Lie
algebra with respect to the Poisson bracket. We will construct a sequence of Lie
algebra morphisms:

B r@, V)Y 1o =

C [:RO (@a V)] )

(13) £Q) % C[R@Q,V)]

where C [TRO (Q, V)], the coordinate ring, is viewed as a Lie algebra with respect
to the Poisson bracket arising from the symplectic structure on R(Q,V), and
the map pr stands for the canonical projection.

Now, for any affine symplectic manifold X and any point x € X, evaluation
at x gives a linear function on C[X], whence induces an evaluation map: X -
C[X] . Note that the vector space C[X] is an (infinite dimensional) Poisson
manifold with Kirillov-Kostant bracket. It is immediate from the definitions
that the map: X — C[X] is a morphism of Poisson varieties, i.e., the induced
map on polynomial functions is a morphism of Poisson algebras. Since X is
smooth and affine, regular functions on X separate points of X and, moreover,
the differentials of regular functions span tangent spaces at each point of X.
This implies that the evaluation map is injective, and that the infinitesimal
Hamiltonian action of the Lie algebra C[X] (with the Poisson bracket) on the
image of the evaluation map is infinitesimally transitive. Thus, the evaluation
imbedding makes X a coadjoint orbit in C[X] .

Applying the considerations above to the symplectic manifold X = Ro(Q, V),
and dualizing the maps in (1.3), one gets a sequence of Poisson morphisms:

*

R@ V) & CR@ V)] 2 (cr@v)]Y) L 2@

It will be shown later that the composite map above is injective, and the image
of Ro(Q,V) is a coadjoint orbit in £(Q)*. Thus, a key step in proving Theorem
1.2 is the construction of Lie algebra map ¢ in (1.3).
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We now illustrate our construction of 1 in a very special case, where @) is the
quiver consisting of a single vertex and a single edge-loop (see Example above).
To define the Lie algebra £(Q), it is convenient to introduce an auxiliary 2-
dimensional symplectic vector space (F,w) with basis x,y (corresponding to the
two loops in Q) such that w(z,y) = 1. For any p,q > 0, we define a C-bilinear
map {, }, : E%” x E®1 — E®@P+a=2) by the formula:

(14) {\Qu2®...Qu, , 1RV ...V}, =

p q

DO Wi, v)) Ui ®. . QURU B . .U 1BV 118, . . BV OV ... OV, 1,
i=1 j=1

where uyi,... ,up, v1,...,v4 € E. Assembled together, these maps give a bi-
linear pairing {—,—}, : TE x TE — TE, where TE = @,., E®" is the
tensor algebra of E. Let [TE,TE] C TE denote the C-linear span of the set
{CL -b—>b- a}mbeTE.

Proposition 1.5. The pairing {, }. gives rise to a well-defined Lie algebra
structure on the vector space £(Q):=TE/[TE,TE].

Remark. One of the goals of the paper is to give an interpretation of the
Lie algebra (TE/[TE,TE], {,}.) as a sort of Poisson algebra associated to an
appropriate ‘non-commutative’ symplectic variety.

To complete our construction we must define a Lie algebra morphism ) :
£(Q) = TE/[TE,TE] — C[R(Q,V)]V), see (1.3). As we know, for V = C"
one has: R(Q,V) =~ gl,,(C) @ gl,,(C), and G(V) =~ PGL,,. It is convenient to
identify the tensor algebra T'E with the free associative algebra generated by
x,y. We define a C-linear map tr : TE — C[gl,, @ gl,,] by assigning to any
non-commutative monomial f = z¥ .y . 2*2 ... € TE a polynomial function
trf € Clgl,, @ gl,,], given by the formula:

(1.6) trf: (X,Y) > Trace(X™ .Y . X*. ) | X Yecg=gl,.

It is clear that trf € C[gl, @ gl,]", and that trf = 0 if f € [TE,TE], by
symmetry of the trace. Thus, the assignment: f — trf gives a well-defined
linear map ¢ : £(Q) = TE/[TE,TE] — Clgl,, ® gl,,]%". It turns out that
this map is a Lie algebra morphism. This completes our construction, and the
outline of the proof of Theorem 1.2. O

Example. Calogero-Moser space. Let ) be the quiver consisting of a
single vertex and a single edge-loop at this vertex, and assume dimV = n, as
above. Then, g(V) = pgl,. We will be concerned with the coadjoint orbit
O C g(V)* = sl,, formed by all n x n-matrices of the form: s-Id, where s is
a rank 1 semisimple matrix such that Trace(s) = Trace(Id) = n. Thus, O is a
closed G(V')-conjugacy class in sl,,, and it has been shown in [W] that

pH(0) = {(X,Y) €sl,xsl, | [X,Y]+Id is a rank one semisimple matrix} ,
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is a smooth connected algebraic variety and the AdG(V')-diagonal action on
p~1(0) is free. The reduced space M := p~1(0)/G(V) is, according to [KKS]
(see also [W]), nothing but the phase space of the (rational) Calogero-Moser
integrable system. This is a smooth affine algebraic symplectic manifold. Thus,
Theorem 1.2 makes M a coadjoint orbit in (A/[A, A])*, where A = TE = C(z, y).
This very special case was the starting point of our analysis.

An earlier version of this paper has been greatly motivated by [BW], whose
question led me to the development of non-commutative geometry in the special
case of the Calogero-Moser space. The results presented in §3 below form a
natural generalization of the Calogero-Moser case. This generalization has been
found simultaneously and independently by L. Le Bruyn [LB1] and the author.

2. Non-commutative symplectic geometry

Throughout this paper we will be working over a ground field k of character-
istic zero, and write ® = ®,. We fix a commutative unital k-algebra B, and for
any B-bimodule M, write T%M =M®_ ..® M (jfactors M), which is a
B-bimodule again.

Let A be a unital associative k-algebra containing the commutative algebra
B as a subalgebra. Recall that the free differential envelope of A over B is
a graded vector space Q74 = P, QIA, where WA = A Qy TL(A/B) is
the B-bimodule formed by linear combinations of expressions ag - da; ...da; €
A®TL(A/B). Moreover, it is known, cf. [L], that there is a B-bimodule isomor-
phism: Q%A ~ P, Té(Q;A), and there is a B-bimodule super-differential
d: QA — Q;“A, making (2°A an associative differential graded algebra.

Given oo € Q'A, B € YA, we put: [a,0] = o f— (=1)" - «, and write
A, Q°A] for the B-linear span of all such super-commutators. Following
Karoubi [Kal, see also [L, §2.6], define the relative non-commutative de Rham
complex of the pair (A, B) as the differential graded vector space:

DRIA = OJA/[03A, Q3] . DRIA=(P  DRIA,
J1Z

where the differential and the grading are induced from those on 2°A. Abusing
the notation we will write: ag - day ...da; € DR; A, meaning the corresponding
class modulo commutators. We have: DRgA = A/[A,A], and H°(DR%A) =
ker(DRYA — DR A) = B.

Let Der, A denote the Lie algebra of all B-linear derivations of A. Given
0 € Dery A one introduces, following [K2|, a Lie operator Ly : Q24 — Q°A,
resp. a contraction operator ig : %A — Q;_lA, as a derivation, resp. a super-
derivation, of the associative algebra (A defined on generators by the formulas:

Lg(ao) = 6(ap) , Lo(da) =d(0(a)) and ig(ag) =0 , ig(da) =0(a) |,
Yag,a € A.
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It is straightforward to verify that the induced operators on DR®A, satisfy the
following standard commutation relations:

(21) Ly =tgod+doig [LQ, Z,y] = ’L'[gﬁ} , [Lg, L’Y] = L[a,ﬂ ,
igoiy = —iroig,
where all the commutation relations but the last one hold already in 2°A.
Fix w € DRiA, and set Der, (A,w) = {0 € Der, A | Low = 0}. Clearly,
Der, (A,w) is a Lie subalgebra in Der, A. The assignment: 6 — igw gives a

linear map ¢ : Der ;A — DR;A. The 2-form w € DF§32A is called non-degenerate
provided the map ¢ is bijective.

Lemma 2.2. Let w € DRgA be a mnon-degenerate 2-form such that
dv = 0 in DR;’A. Then the map: 6 +— idgw induces a bijection

i: Der, (A,w) — (DR!A) that is: 0 € Der,(A,w) <= d(igw) = 0

closed

in DR? A.
Proof. Since, dw = 0, we have: Lgw = igdw + digw = digw. Hence,
€ Der, (A,w) <= 0= Lyw = d(igw). O

By Lemma 2.2, one may invert the isomorphism ¢ to obtain a linear bijection
it (DR;A)Closed — Der,(A,w). Let: f > 6; denote the map given by the
composition:

(2.3)

AJ[A,A]=DR%4 L

.1
Y Der,(A,w).

(DR; A)exact — (DR; A)

closed

Using the map: f — 6, we define a Poisson bracket on A/[A, A] by any of the
following equivalent expressions:

(2'4) {f’g}w = ief (iegw) = ief (dg) = _iag (df) = Lefg = _Legf :
Here, in the first expression for { f, g} we have used the composite map: ¢
DR?A — DR, A — DR} A. Other equalities, e.g.: i,

the equation i, w = dg (which is the definition of §,), the obvious identity:
U, (dg) = Ly, g, and the last equation in (2.1).

]

o .
6f Og

(1, w) = Ly, g, follow from

Theorem 2.5. (i) The bracket (2.4) makes A/[A, A] into a Lie algebra.
(ii) The map: f +— 0 gives a Lie algebra homomorphism: A/[A,A] —
Der, (A,w).

Proof. We prove (ii) first. To this end, observe that for any 6,~ € Der, A, using
the first two identities in (2.1) we get:

(2.6)  ijgy) = Lgoiy —iyoLg = doigeiy + igodeiy — iyodoig — iyeigod.
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Now, take § = 6; and v = 0,, for some f,g € A/[A, A]. Then, iyw = df,
and i w = dg. Applying both sides of (2.6) to w and using that dw = 0 and
d’f =0 = d?g, we find

itoy.0,w = dotg;(dg) +ig,od(dg) —ig,od(df) = doig,(dg) +0 -0 = d{f, g}, -

The latter equation means, by definition, that 0 3 = [0f,0,], and part (ii)
follows.

We now prove (i). Skew-symmetry of the bracket {—, —}_ is clear. To prove
Jacobi identity, for any f, g, h € DRSA, we write:

(08 — 0g007)h = [0f,05]h = Otr,.91h = {{f.g9}, h}.
The leftmost commutator here equals: {f,{g,h}} — {g,{f, h}}. Therefore, we
get:  {f,{g,h}} —{9.{f.h}} ={{f, 9}, h}, and the Theorem is proved. =~ O

Assume that B=k@k® ... Sk (direct sum of p copies of the ground field).
For each ¢ € {1,... ,p}, let 1; € B denote the idempotent corresponding to the
i-th direct summand k.

Further, let V' be a finite dimensional left B-module. Clearly, giving such a V'
amounts to giving a collection of finite dimensional k-vector spaces {V;}1<i<p,
one for each i, such that V' = @, V;, and such that 1; € B acts as the projector
onto the i-th direct summand. We consider the algebra EndV := EndyV of
k-linear endomorphisms of V. The action of B on V makes V* := Homy(V, k)
a right B-module, and gives an algebra imbedding: B < EndV. Hence, left
and right multiplication by B make EndV a B-bimodule which is canonically
isomorphic to the B-bimodule V @,  V*. Further, the assignment:

fre(tr(1y-f1y), tr(le-f12) ..., tr(1,-f-1,)) € kekd...ek=B
gives a canonical B-bimodule trace map tr : EndV — B.

Representation functor. Given a finitely generated associative B-algebra A,
let Hom,_, (A,EndV) denote the affine algebraic variety of all associative alge-
bra homomorphisms p : A — EndV, such that p‘B = Idp. Let Rep(A,V) :=
k[Hom,_, (A,EndV)] denote the coordinate ring of Hom,_, (A,EndV). The natu-
ral action on EndV of the group G(V) = GL, (V) (of B-linear automorphisms
of V') by conjugation induces a G(V')-action on Hom,_, (A,EndV’). This gives a
G(V)-action on Rep(A, V) by algebra automorphisms.
The tautological evaluation map: AxHom, , (A,EndV) — EndV assigns to

any element a € A an EndV-valued function a on Hom,_, (A, EndV’). Equivalently,
this function may be viewed as an element @ € (Rep(4,V) ®._ EndV) V) Tak-
ing the trace on the second tensor factor, one obtains a G(V)-invariant k-valued
function tr(a) € (Rep(4,V) X, B)G(V) = Rep(A4, V)G(V) . The assignment:
a +— tr(a) clearly vanishes on [A, A] due to the cyclic symmetry of the trace
map. Thus, it descends to a well-defined B-linear map

2.7 fr: DROA = A/[A, A] — Rep(A, V)Y astr(a) .
(2.7) -



384 VICTOR GINZBURG

Remark. More generally, for any p > 0, the assignment: ao - da; ...da, —
tr(ao - day ...da,) gives a well-defined map from DRPA to the space of G(V)-
invariant regular p-forms (in the ordinary sense) on the algebraic variety
Hom, . (A,EndV).

3. Lie algebra associated to a quiver

Fix B, a commutative k-algebra and F, a finite rank projective B-bimodule,
i.e. a projective B ® B°’-module. The space EY := Hom_ . ., (E,B) has a
canonical B-bimodule structure given by: (bipbs)(e) = ¢(e - by) - ba, where
bi,bp € B,ec E, and p € EV.

A B-bimodule map w : F ®_  E — B will be referred to as a B-bilinear form
on E. For such an w, the assignment: e — w(— ® e) gives a B-bimodule map
E — EY. We call w non-degenerate if the latter map is an isomorphism. If,
furthermore, w is skew-symmetric, i.e. w(x,y) 4+ w(y,x) = 0, for any x,y € E,
we will say that w is a symplectic B-form on E. For example, for any finite
rank projective B-bimodule V', the bimodule E = V@ V"V carries a canonical
symplectic B-form.

Fix a finite dimensional B-bimodule F, and let A = T, E := @,>, T E be
the tensor algebra, a graded associative algebra such that Z;OE = B. For each
t >0, let (TPf E),.. denote the quotient of T’ ;E by the B-sub-bimodule generated
by the elements:

$1®B$2®B...®B{L‘i—xi®BZL‘1®B...®B$i,1 , Vryi,...,x;, € F.

The following result was obtained independently by L. Le Bruyn [LB1] and
the author.

Lemma 3.1. (i) The de Rham complex of A = T,E is acyclic, i.e.,
H*(DR®A) =0, for all k > 1. Furthermore, H’(DR}A) = B.
(i) We have: DRN(T,E) = (T, E) and DR(T,E) = (I,E)Qp E .

cyclic ?

Proof. To prove (i), we imitate, following Kontsevich [K2], the classical proof
of the Poincaré lemma. To this end, introduce a (B-linear) Euler derivation
eu: T, E — T,E by letting it act on generators € E = T1E by: eu(z) = x.
The induced map Le, : DR®A — DR? A is diagonalizable and has non-negative
integral eigenvalues. Cartan’s homotopy formula: Le, = doiey + teyod shows that
the de Rham complex is quasi-isomorphic to the zero eigen-space of the operator
Le,, which is the subspace B sitting in degree 0. Part (i) follows. Part (ii) is
straightforward. O

From now until the end of the section assume that B = k!, where I is a
finite set, and put A := T, E, where (F,w) is a symplectic B-bimodule. Using
the isomorphism: £ — EY =Hom,,, . (FE,B), provided by w, one transports
the symplectic structure from E to EY. Let w¥ =Y ¢, ® ¢, € EQE
be the resulting symplectic B-form on EV. It is straightforward to see that
>, do, @ dipy, € QQBA gives a well-defined closed and mon-degenerate class in
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DR?A, to be dented w,,. Thus, the general construction (2.4) yields a Lie
bracket {, }WDR on A/[A, Al

Example. For each i € I, let 1; € B = k! denote the idempotent corre-
sponding to the i-th direct summand. Clearly, giving a finite rank B-bimodule
amounts to giving a finite dimensional k-vector space E equipped with a direct
sum decomposition: FE = ®i7j61 E; ;, where F; ; = 1; - - 1;. Thus, one may
think of the data (B, E) as an oriented graph with vertex set I and with dim E; ;
edges going from the vertex i to the vertex j.

Conversely, let @ denote an oriented quiver with vertex set I. Set B = k',
and let Eq be the k-vector space with basis formed by the set of edges {a € Q}.
Then E¢ has an obvious B-bimodule structure, and T, (Eq) is known as the
path algebra of Q). Further, the B-bimodule E@ associated with @, the double of

@, has a natural symplectic B-form. The corresponding class in DRﬁ (7; (EQ))
is given by the formula: wy, =3, 5 da®da”.

In the special case B = k, the Lie bracket {, }WDR on A/[A, A] has been
introduced by Kontsevich [K2] in a somewhat different way as follows. Let
T1y-+- ,Tn, Y1,--- ,Yn be a symplectic basis of the vector space F, i.e. a k-basis
such that: w(z;,y;) = d;;, and w(z;, z;) = w(yi,y;) = 0. By Lemma 3.1(ii) ,
one has: DRulgA ~ A ® E. Kontsevich exploits this isomorphism to write any
I-form o € DRyA as: a = Y. | Fy (o) @ x; —i—Z?:l Fy,(a) ® y;, for certain
uniquely determined elements I, («), Fy,
1 =1,...n, the following k-linear maps:

g 0 0 : of of
e DRy A A, given by o, = F,,(df) and i

For instance, let n = 2 so that A = k(z, %), and DR} A = k(z, )
3.1(ii). Then, given a monomial ajas...a, € k(z,y)
either x or y, we have an explicit formula:

(o) € A. He then introduces , for any

wacs See Lemma
yclic
where each a; equals

cyclic ?

MZ}: I D S
O fiell,p] ‘ P i+ D 1—1

and a similar formula holds for M

Using the maps 6%1- , %, Kontsevich defines (put another way: gives a coor-
dinate expression for) the Lie bracket {—, —}, by the familiar formula:

" of g of 0
(32) (L) =3 (G g g5 ) mod [4,4] € A/[A, 4] = DREA,

i=1

where ”7dot” stands for the product in A. We leave to the reader to check that
formulas (2.4), and (1.4) give rise to the same bracket on DRYA = A/[A, A] as
formula (3.2).
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In the general case of an arbitrary quiver (), the analogue of Kontsevich’s
formula (3.2) for the Poisson bracket associated with the algebra A = Tp(E7),
in obvious notation, cf. (1.1), is:

of 9dg 9Of 9y 0

. = - — - == d[A, Al € A/[A,A]=DR_A.
(33) {f.9h. = (5 55 — 5o 5o Jmod [4, 4] € A/[A, 4] = DR,

a€eqQ

The next Proposition gives a non-commutative analogue of the classical Lie
algebra exact sequence:

0 — constant functions — regular functions — symplectic vector fields — 0,

associated with a connected and simply-connected symplectic manifold.

Proposition 3.4. Given a B-symplectic structure on E, for A=T,E, there is
a natural Lie algebra central extension:

0 — B — AJ/[A,A] — Der,(A,w) — 0.

Proof. It is immediate from formula (2.3) that for the map: f +— 6 we have:
Ker{A/[A,A] — Der,(A,w)} = Kerd. By Lemma 3.1(i) we get: Kerd =
B. Further, Lemma 3.1(i) insures that every closed element in DR;A is exact.
This yields surjectivity of the map: A/[A, A] — Der,(A,w). Theorem 2.5(ii)
completes the proof. O

Representations. We now fix a finite dimensional left B-module V, as at
the end of §2. Observe that if Q) is a quiver, and F = FE7 is the symplectic
B-bimodule attached, as has been explained earlier, to the double of (), then for
A =T, (Eg), in the notation of the Introduction we have: Hom, , (A,EndV) =

'B-alg
R(Q,V). In general, let E be a finite dimensional symplectic B-bimodule.
Then, for A = T, E, one has: Hom,  (A,EndV) = Hom, . . (F,EndV). The
latter space can be naturally identified with EY ®, EndV . Note that we have
the symplectic B-form w" on EV, and a non-degenerate symmetric bilinear
form tr : EndV ®, EndV — B, given by: (Fi,Fy) — tr(FioFs). By stan-
dard Linear Algebra, the tensor product of a skew-symmetric and symmetric
non-degenerate forms gives the skew-symmetric non-degenerate bilinear form:
Weep = w” ®@tr. The 2-form w,, makes EY ®, EndV, hence, Hom,_, (A,EndV), a
symplectic B-bimodule, therefore gives rise to a G(V')-invariant Poisson bracket

{, }WRep on the coordinate ring k[Hom,_, (A,EndV)] = Rep(A, V). The invariants,

B-alg

Rep(A4, V)G(V), clearly form a Poisson subalgebra in Rep(A4, V'), and we have:

Proposition 3.5. The map tr : A/[A, A] — Rep(A4, V)G(V) defined in (2.7)
is a Lie algebra homomorphism, that is, for any f,g € A, one has:

(B, Ga)., = E({L ).

Proof. Straightforward calculation for f, g taken to be non-commutative mono-
mials. O
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We can now complete the proof of Theorem 1.2. As we have mentioned in
the Introduction, the G(V)-action on Hom,_, (A,EndV) = EY ®, EndV turns out

B-alg
to be Hamiltonian, and the corresponding moment map x : EY ®, EndV —

g(V)* =sg(V), cf. (1.1), is given by the following formula:
(3.6) Z¢Z®F = > w”(d;,6) - [Fj, Fi] €sa(V), ¢; € EY, F; € EndV.

i<k
Fix O C sg(V), a closed AdG(V)-orbit, and assume that the group G(V)
acts freely on the subvariety p='(0) C EY ®, EndV. Then, the orbit space
~1(0)/G(V) is a smooth affine subvariety in Spec(Rep(4, V)G(V)).

Proposition 3.7. The composite map:
TH(0)/G(V) — Spec(Rep(A, V)"
evaluation (Rep(A, V)G(V))* i} (A/[A, A])*
is injective and makes p=1(0)/G(V) a coadjoint orbit in (A/[A, A])*.

Proof. Set X = u~1(0)/G(V), a smooth affine variety. As we have argued
in §1, proving the proposition amounts to showing that regular functions on
Spec(Rep(4, V)G(V)) of the form tr(a), a € A/[A, A], separate points and tan-
gents of the variety X C Spec(Rep(A, V)G(V)). This is clearly true for the
whole algebra Rep(A, V)G(V), since it is true for the algebra k[X], and every
regular function on X is obtained from an element of Rep(A4, V)G(V), by restric-
tion.

We now use the result of Le Bruyn- Procesi [LP], saying that the algebra
Rep(A4, V)G(V) is generated by elements of the form:

tr(il.fli‘zi'kiz) , 1=1,...,p, l‘jEE, k>1.
The expression above is nothing but tr(a), for a = 1; (1 ®...®z;)-1; € TFE C
A. Tt follows that, although the map tr : A/[A,A] — Rep(A4, V)G(V) is not

itself surjective, the algebra Rep(A4, V)G(V) is generated by its image. Thus,
elements of the image separate points and tangents of the variety X. O

Quantization. Fix a quiver @), and set A = ]}B(Ea). Consider the k-vector
space, R(Q, V), of representations of () in a B-bimodule V. Recall the canon-
ical identification: R(Q,V) = T*R(Q,V). There is an interesting ”quantiza-
tion” of the map tr : A/[4,A] — C[R(Q,V)]*V), in which the Poisson al-
gebra C[R(Q,V)]¢V) = C[T*R(Q,V)]¢) gets replaced by the Lie algebra
D(R(Q, V))G(V) of G(V)-invariant polynomial differential operators (with re-
spect to the commutator bracket) on the vector space R(Q, V).

To construct this quantization, recall that V' = &, V;. For each
vertex i € I, we choose and fix a basis {vu},_,, 4., in V;, and
let {9,} be the dual basis of V;*. By definition we have: R(Q,V) =~
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D.co Hom(V )+ Viiwaw), and we equip each Hom-space above with the in-

duced basis: {6W =0, Qu, €V* QV } Any edge a € @ gives a

tail(a) head(a)
linear map a € Hom(Vmu(a) , thadm), which we can write, using the basis,
in the matrix form: a = [lay |, that is: a = > au - 6. Further,

write {6;:” € Hom(V V )*} for the dual basis in the dual space. To

tail(a) 7 "head(a)

a*, the edge of Q reverse to an edge a € (Q, we associate the element

A% * * * : ok A

a = Z,uu a,ul/ ’ 6;u/ S Hom(‘/cail(a) ) Vhead(a)) ’ whose matrix Haul/H T HGVMH
is transposed to that of a. Equivalently, one may view a* as a linear map
a* 2V aaay — Viange» given by the transposed matrix, and identify this map

with a linear function on Hom(V, ., V. .. ) Via the trace pairing. In what

follows, we will treat a base vector d,,, as a first order constant coefficient differ-
ential operator on the vector space Hom(‘/t'a“(a) , ‘{lcad(a)) (or on the larger space,
R(Q, V), containing it as a direct summand), and the dual base vector, d7,,, as
a linear function on that vector space.

Recall next that by Lemma 3.1(ii) one has an isomorphism: A/[A, A] ~ A

cyclic

cyclic *

C A formed by the closed
€)

One may further identify A_ . with the space A
paths in @ (modulo cyclic permutations). Given such a closed path x =

oz e A”, where each 2 is an edge of Q and, moreover, head(z") =
tail(z"), we define a differential operator D(X) € D(R(Q,V)) by the formula:

(38) D)= > (@), @), @), L

[y g s s Hp
» 1 m o) (r—1) »
() .—Ej(a A L L )
Kphy P 5 Hq kg Ho kg Hp—1Hp HpHy

In this formula, each z(*) stands for either a, an edge of Q, or a*, the reverse
edge. Accordingly, the symbol 5£’j) is understood as follows

cyclic

2 3

k) _ (5W = 1-st order constant differential operator if k) =q € Q

weo (5; = multiplication by linear function if 2 = a*,fora € Q.
Finally, » . (XY -...-Z) denotes the sum over cyclic permutations of factors
X,Y,....Z.

The assignment: x — D(x) of formula (3.8) gives a well-defined map
D:A™ — D(R(Q, V)), independent of the choices of bases. Moreover, it is

clear that the image of this map is contained in D(R(Q, V))G(V), the space of
G(V)-invariant differential operators. In the Proposition below we treat the al-

gebra D (iR(Q, V))G(V) as a Lie algebra with respect to the commutator bracket.
A direct calculation, left out for the reader, yields the following analogue of
Proposition 3.5(ii):

cyclic

Proposition 3.9. The composite map tr . AJ[A A = A

quantum
D

— D(iR(Q, V))G(V) is a Lie algebra homomorphism. O
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is closely related to the construction of M. Hol-

Remark. The map E\rquantum
land [Ho].

4. Stabilization: infinite dimensional limit

We keep the setup of §2; in particular, we let B = k! and fix A, a finitely
generated associative B-algebra. Any imbedding: V' < V' of finite rank left
B-modules induces a map: Hom,_, (A,EndV) < Hom,  (A,EndV’), which is a
closed imbedding of affine algebraic varieties. The latter imbedding gives rise to

the restriction homomorphism of coordinate rings

(4.1) r, .+ Rep(A, V)GV . Rep(4,V)EWV).

vV
Observe that the collection of all finite rank B-modules, V', forms a direct sys-
tem with respect to B-module imbeddings, and we set V_ := lim V', and
\%

let G_ := lim G(V) be the corresponding ind-group. By definition we put:
4
Rep(A, V)% :=lim Rep(A, V)¢V,
14
There is a standard way to introduce a cocomutative coproduct A
Rep(A4,V_ )% — Rep(A,V_)% X, Rep(A,V_)%-. To see this, it is conve-
nient to think of Rep(A, V) as some sort of coordinate ring k[Hom, , (A,EndV_)].

B-alg
Then any choice of B-module isomorphism: V_ =z V_ @ V_ gives a morphism
of ind-schemes:

HomB-alg (A’ End‘/;o) x HomB—a (Aa Endvoo)

lg

< Hom,_ (A,End(V_ @& V_)) = Hom, (A, EndV).

B-alg B-alg

The coproduct A on Rep(A,V_ )% is the one induced by the corresponding
algebra map:

A : k[Hom, , (A,EndV_)]

lg
—  k[Hom, (A, EndV_ )] @B k[Hom,, , (A,EndV_)].

B-alg

Let prim (Rep(A,V;o)Goo) denote the B-module of primitive elements in
Rep(A,V_ )%, ie., the elements f € Rep(A,V_)% such that A(f) =
fRl1+1®f.

Observe further that the map tArV : A/[A, A] — Rep(A, V)G(V) given by
(2.7) is compatible with restriction morphisms r see (4.1), that is, for any
= tArV. There-
fore, the maps {tr } give rise to a well-defined limit map tr_ : A/[A, A] —
Rep(A, V)% .

We now specialize to the setup of §3 and assume that A =T, E, for a certain
finite rank projective B-bimodule E. The following result is, in a sense, dual

V,,V )
imbedding V' < V', one has a commutative triangle: r , o tr

’



390 VICTOR GINZBURG

to the well-known relationship, see [LQ], [L], between cyclic homology of an
associative algebra A and primitive homology of the Lie algebra gl _(A).

Proposition 4.2. For A =T, FE, the map tr__ sets up a bijection:
tr : A/(B+[A,A]) > prim(Rep(4,V,)%) .

Notice next that, for A = T,FE, we have: Rep(A, V) =
k[Hom, .. (E,EndV_)], is a polynomial algebra with a natural grading, that
also induces a grading on Rep(A,V_)%-. Furthermore, the coproduct A is
compatible with the (graded) algebra structure, hence makes Rep(A,V_ )% a
commutative and cocomutative graded Hopf B-algebra. The structure theo-
rem for commutative and cocommutative graded Hopf algebras implies that
Rep(A,V_ )% must be the symmetric algebra (over B) on the B-bimodule of its
primitive elements. Therefore, Proposition 4.2 yields

Corollary 4.3. For A =T, FE, the map tr__ extends, by multiplicativity, to a
graded isomorphism of Poisson algebras:

Sym" (A/(B + [A,A])) -+ Rep(4, VOO)GDO )
]

Remark. It is interesting to note that, for any finite dimensional V' such that
dimV > 1, the variety Spec(Rep(A, V)G(V)) is quite complicated, e.g., in the
Calogero-Moser case. Nonetheless, Corollary 4.3 says that the ‘limiting’ variety
Spec(Rep(A4,V,_ )% ) is always a vector space.

Proof of Proposition 4.2. 1t is clear from definitions, that tr__ (f) € Rep(4,V_ )%
is a primitive element, for any homogeneous element f € A such that deg f > 0.
Furthermore, one verifies that any element not contained in the image of the map
tr__ cannot satisfy the equation A(f) = f ® 14+ 1 ® f, hence, is not primitive.
Thus, the map tr__ is surjective, and it suffices to prove it is injective.

In order to avoid complicated notation, we restrict ourselves to proving in-
jectivity in the special case of the quiver ) consisting of a single vertex and a
single edge-loop, that is the Calogero-Moser quiver (the general case goes in a
similar fashion with minor modifications). Thus, we assume that A = k(z,y),
and therefore, Rep(4,V_) =k[gl,, @ gl..], where gl :=lim gl, (k). We must

show that, given f € A, the equation: tr_ (f) = 0 implies: f € [A, A]. This is
proved as follows (the argument below seems to be standard, but we could not
find an appropriate reference in the literature).

Let A =k(z1,22,..., y1,¥2...) be the free associative algebra on countably
many variables, and [A, A] the k-linear subspace of A spanned by the commuta-
tors. Similarly to formula (1.6), to any element F' € A one assignes a polynomial
function tr F' in infinitely many matrix variables: X1, Xo,..., Y1, Ya... € gl
by inserting matrices instead of formal variables. We claim that: if F' is multi-
linear in all its variables, and the polynomial function trF is identically zero
on gl, then F € [A,A]. To prove this, note that modulo [A, A] we can

oo
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write: F(x1,29,...,y1,Y2...) = @1 - F (z2,..., y1,Y=2...). Hence, equation:
0=1trF(X1,Xs,...,Y1,Ys...) =tr(Xy - F(Xo,...,Y1,Y2...)) implies, since
the trace pairing on gl is nondegenerate, that the function F (x2,... , y1,%2...)

is identically zero on gl . Furthermore, since gl (viewed as an associative alge-
bra) is known to be an algebra without polynomial identities, we conclude that
F =0. Thus, F € [A,A], and our claim is proved.

We can now complete the proof of the Proposition. Fix f € A such that
trf(X,Y) = 0 identically on gl @ gl. Rescaling transformations: X + ¢ -
X,Y — s-Y |Vt s € k*, show that we may reduce to the case where f is
homogeneous in X and Y of degrees, say p, q, respectively. We now use the
standard polarisation trick, and formally substitute: x =t -1 +...t, -2, , y =
S1 Y1+ ...8¢ - yq into f, and then take the term multilinear in ¢1,...,s,.
This way we get from f € A a multilinear element F' € A such that trF = 0
identically on gl. By the claim of the preceeding paragraph we conclude that
F € [A,A]. Observe now that sending all the z;’s to x, and all the y;’s to y
yields an algebra homomorphism 7 : A — A such that =(F) = plq!- f. Applying
this homomorphism to F' we get: f = ﬁﬂ'(F) en([AA]) =[AA]. O

5. The basics of P-geometry.

Let P = {P(n), n = 1,2,...} be a k-linear quadratic operad with P(1) = k,
see [GiK]. Let S,, denote the Symmetric group on n letters. Given u € P(n) and
a P-algebra A, we will write: pa(ay,...,a,) for the image of t® a1 ® ... ® ay
under the structure map: P(n) ®, A®" — A. Following [GiK, §1.6.4], we
introduce an enveloping algebra U”A, the associative unital k-algebra such that
the abelian category of (left) A-modules is equivalent to the category of left
modules over U”A, see [GiK, Thm. 1.6.6]. The algebra U/”A is generated by the
symbols: u(p,a), p € P(2),a € A, subject to certain relations, see [Ba, §1.7].

An ideal I in a P-algebra A will be called N-nilpotent if, for any n > N, u €
P(n), and ay,...,a, € A, one has: pa(ay,...,a,) = 0, whenever at least N
among the elements a1,... ,a, belong to I. The following useful reformulation
of the notion of a left A-module is essentially well-known, see e.g., [Ba, 1.2]:

Lemma 5.1. Giving a left A-module structure on a vector space M is equivalent
to giving a P-algebra structure on AfM = A & M such that the following
conditions hold:

(i) The imbedding: a — a & 0 makes A a P-subalgebra in A§M.

(ii) M is a 2-nilpotent ideal in AfM . O

A P-algebra in the monoidal category of Z/2-graded, (resp. Z-graded) super-
vector spaces, see [GiK, §1.3.17-1.3.18], will be referred to as a P-superalgebra,
(resp. graded superalgebra). Any P-algebra may be regarded as a P-superalgebra
concentrated in degree zero. Given a finite dimensional (super-) vector space V,
write V for the same vector space with reversed parity. Let

. . i Yo . —®1
TV = @Ql P(i) @, V¥ and TV := @121 Pl) @, V
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be the free graded P-algebra (resp. super-algebra) generated by V.

Fix a P-algebra A, and consider the category of A-algebras, i.e. of pairs (B, p),
where B is a P-algebra and p: A — B is a P-algebra morphism. Note that such
a morphism makes B an A-module. Thus, we get an obvious forgetful functor:
A-algebras — A-modules. The result below says that this functor has a right
adjoint:

Lemma 5.2. (i) Given a P-algebra A, there is a functor: M — T3 M , (resp.
M — TAM) assigning to a left A-module M a graded P-algebra Ty M =
@D,>o TiM (resp. graded P-superalgebra TAM = @,~, TiM ), such that
TOM = A. -

(ii) For any P-algebra map: A — B, one has a natural adjunction isomor-
phism:

HomA—mod (M7 B) ;) Homg)_alg (TAM, B) .

Proof. If A is a P-subalgebra in a P-algebra ;[’ we define a P-algebra TAZ as

the quotient of Tf;}lv, a free P-algebra, modulo two-sided ideal generated by all
relations of the form:

pRa®a = p (a,a) , pRAae=p.(a,a) , YueP(2),acAC Z, ac j’
where p®a®a, n®a®a € P(2) @ A®? = Tﬁfﬁ, and MA(CL,EL), s (a,a) €
Pl®A= T;A. We now apply this construction to the algebra A = AfM, and
put T4 M := TAE, where the grading on the left accounts for the number of
occurrences of elements of M, which is well-defined since the relations involved
in the definition of TAE are ‘homogeneous in M.

A closer look at the construction above shows that

(5.3) TAM = A @ (T;M)/<<u(12)(a, my) ® mo —my ®u(a,m2)>>,

where ((...)) denotes the two-sided ideal generated by the indicated subset of
P2) ® M®? = Tﬂ%M, for all p € P(2),a € A,my,my € M, and where p(1?)
stands for the action of the transposition (12) € Sg on u. In particular, we have:
TOM = A and TYM = M. 0

Let A be a P-algebra and M a left A-module. By Lemma 5.1, we may (and
will) regard AfM as a P-algebra.

Definition 5.4. A k-linear map 0 : A — M s called a derivation if the map:
a@Pm—a 0(a)+m, is an automorphism of the P-algebra ALM.

Equivalently, following [Ba, Definition 3.2.6], extend 6 to a k-linear map 6% :
ASM — A#M , given by 6% : a @ m +— 0@ fa. Then, 6 is a derivation if and
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only if, for any p € P(n), we have:

Hﬁ(MAnM(bl,. .. ,bn)) =

> fagas b1y oo bim1, 0% biga, o b)) Vb, L by € ASM.

Let Der, (A, M) denote the k-vector space of all derivations from A to M. It
is straightforward to see that the ordinary commutator makes Der, (A4, A) a Lie
algebra.

Next we define, following [Ba, Def. 4.5.2], an A-module of Kdahler differentials
as the left U”A-module, Q;A, generated by the symbols da, for a € A, subject
to the relations:

(1) d()\lal + )\2@2) = Aiday + Xodas , V), A €Kk;

(ii) d(u(a1,a2)) = u(y, ar) @dag +u(p?, as)®@day , Yu € P(2),a1,a2 € A,
where u(p, @) denote the standard generators of U”A, see [Ba].

By construction, Q,J}A is a left A-module, and the assignment a +— da gives
a derivation d € Der, (A, QlA). Moreover, this derivation is universal in the
following sense. Given any left A-module M and a derivation 6 : A — M,
there exists an A-module morphism Q6 : QlA — M, uniquely determined by
the condition that (Q'6)(da) = 0(a). It follows that the A-module of Ké&hler
differentials represents the functor Der, (A4, —), i.e., we have (see [Ba, Remark
4.5.4)):

Lemma 5.5. For any left A-module M there is a natural isomorphism:

Der, (A, M) ~ Hom, . ,(QAM). O
In particular, for M = A, we get an isomorphism: Der,(A4,A) —
Hom, . .(QA, A). We let ig € Hom, (€2} A, A) denote the morphism: Q! A —

A, corresponding to 6 € Der,, (A, A) under the isomorphism above.
We set 2 A := TA(Q;A), a graded P-superalgebra generated by the A-
module Q;A. Recall that the differential envelope of a P-algebra A is a differen-

tial graded P-super-algebra D*(A) = P, D?(A), such that D°(A4) = A, and
such that the following universal property holds: For any differential graded P-
superalgebra D* = @120 Di, and a P-algebra morphism p : A — DO there

exists a unique DG-superalgebra morphism D(p) : D*(A) — D* such that
D(p)| . =p.

DO(A)

Proposition 5.6. (i) On QY A, there exists a natural super-differential d :
QA — QFYA d? = 0, such that its restriction: A = QYA — QLA
coincides with the canonical A-module derivation d : A — Q;A.

(ii) The differential graded P-superalgebra (Q A, d) is the differential enve-
lope of A.
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Proof. We first give a direct construction of the differential envelope D*®(A) of a
P-algebra A, as follows. Let A denote a second copy of A viewed as a k-vector
space, and write @ for the element of A corresponding to an element a € A. We
form the graded super-vector space A@ A, where A is placed in grade degree zero,
and A is placed in grade degree 1. Let T" (A& A) :== @,~, P(i) ®,, (A® A)®’
be the free P-superalgebra generated by A® A, viewed as a graded superalgebra
with respect to the total grading coming from both the grading on A @ A and
the grading on the tensor algebra. We put: D*(A) := 'T'; (A A)/I, where T
is the two-sided ideal generated by the following set:

(5.7) {p®a; ®az —pla,a2) ,
[p®ar ®ag+ p®a; ®az — p(ar,02)} uep(2), ayaneA-

Thus, D*(A) is a graded P-superalgebra.

The k-linear endomorphism of A @ A given by the assignment: a @© a@; —
0 6 @ extends uniquely to a super-derivation: T, (4 & A) — T'(A® A). This
derivation descends to a well-defined derivation d on D*(A). Note that, for any
r € A® A we have: d?(x) = 0. This implies, since the subspace A ® A generates
the algebra D®(A), that d? = 0 identically on D®(A). Thus, d makes D*(A) a
differential graded P- superalgebra.

The zero-degree component, D°(A), of the super-algebra D*(A) is by con-
struction a P-subalgebra isomorphic to A4, i.e., there is a canonical superalgebra
imbedding j : A = D°(A) — D*(A). Hence, D*(A) may be regarded as an A-
module, and the assignment: a — a gives a derivation d € Der,, (A4, D*(A)). This
derivation is universal in the sense explained above (for uniqueness property use
that the superalgebra D*®(A) is generated by the subspace A@® A). Hence D*(A)
is the differential envelope of A.

Observe next that the degree 1 component of D®(A) is isomorphic, by defi-
nition of D*(A), to the quotient of U"A ® A by the relations (i) —(ii) defining
the module Q! A of Kéhler differentials. Therefore, D'(A), the degree 1 com-
ponent of D*(A), is isomorphic to Q;A and, moreover, the canonical derivation
d: A — Q! A may be identified with the map: a — a € D*(A).

By the universal property of the tensor algebra, the A-module imbedding
Q'A — D*(A) can be extended uniquely to a graded super-algebra morphism
f: T;‘(Q;A) — D*(A). To show that f is an isomorphism we construct
its inverse, a map g : D*(A) — T;‘(Q;A), as follows. We have an obvious
imbedding of k-vector spaces: AGPA — A Q;A, given by: a®a; — a®day .
This imbedding extends, by the universal property of a free P-algebra, to a P-
superalgebra morphism § : 'T'f;(A & A) — T5(QLA). The relations defining
the ideal I in formula (5.7) are designed in such a way that the morphism g
descends to a well-defined super-algebra morphism g : D*(A) — T3 (Q1 A). It is
straightforward to verify that g = 1. O
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Remark. Our construction agrees with the notion of non-commutative differ-
ential forms for an algebra over the associative operad, as defined e.g. in [L] and
used in §2 above.

From now on we assume, in addition, that P is a cyclic Koszul operad,
see [GeK], with P(1) = k. In particular, for each n > 1, the space P(n) is
equipped with an S,,yi-action that extends the S,-module structure on P(n)
arising from the operad structure. Write SymfA for the symmetric square of
A. Following an idea of Kontsevich, Getzler and Kapranov introduce a functor
R : P-algebras — k-vector spaces ,

Symﬂf A

R: A4 — R(A):= .
( ) <a0 . M(a17a2) - lu’(a07a1) : CL2> | a0,a1,a2€A , uEP(2)

Generalizing the Karoubi’s construction [Ka] in the associative case, define
de Rham complex of A as the graded vector space DR"A := R(2A). The
differential d on 93 A induces a differential on DR" A.

For any 6 € Der, A, the morphism ig : O} A — A, introduced after Lemma
5.5, extends to a super-derivation ig : Q204 — Q;_lA, called the contraction
operator. Further, the derivation 6 induces, by a standard argument, a derivation
Ly of the associative algebra U”A, and a map Lg : Q;A — Q}A The latter
one extends to a derivation Ly : 0A — Q°A, called the Lie operator. The
maps ig and Ly descend naturally to the corresponding operators on DR A. It
is straightforward to verify that these latter operators satisfy all the standard
commutation relations (2.1).

6. Symplectic geometry of a free P-algebra.

We keep the assumption that P is a cyclic Koszul operad. In this section
which is a generalization of §3, inspired by works of Drinfeld [Dr, Proposition
6.1 and above it] and Kontsevich (private communication, 1994), we consider
the case of a free P-algebra. To avoid unnecessary repetitions and to simplify
notation we only consider the ‘absolute’ case, i.e., the case of the ground ring
B =k.

Fix a finite dimensional k-vector space E, and write A = T_E for the free
P-algebra (note that P-algebras are algebras without unit, in general). We have:

(6.1) R(A) =DR%(A) = @m Pi®,  E®UTD . DRY(A) = AQ E.

Let A = HiZO T;E denote the completion of A with respect to the augmen-

~

tation, and let Aut(A) denote the group of continuous algebra automorphisms
of A. Any such automorphism & is determined by its restriction to E = T;E,
a k-linear map ¢ : E — A. We have an expansion: d(v) = D2, ¢i(v), where
¢i(v) € TE. We write d® : E — E, for the map: v — ¢1(v); and we let Auto(fT)

-~

be the subgroup of Aut(A) formed by all automorphisms ® such that d® = Idg.
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Observe further that the obvious grading on the free algebra A = T_E induces
a natural grading R (A) = @, R(A)(;), and, for each p > 0, a similar grading
DRP(A) = @, DR?(A)(;. Fix a closed 2-form w € DR?A, and let w = wy +
w1t ...,w; € DR2(A)(1»), be its expansion into graded components. We see,

in particular, that wg may be viewed as an ordinary skew-symmetric k-bilinear
form: £ x E — k.

Theorem 6.2. (Darboux theorem). (i) A closed 2-form w = wp + w1 +

... € DR?A is non-degenerate if and only if so is the associated bilinear form
wo: Ex E —k.

(ii) If w is non-degenerate then there exists an automorphism ® € Auto(g)
such that: ®*w = wy.

Proof. Part (i) is clear. Part (ii) is proved by the standard ‘homotopy argument’.
Specifically, we consider a l-parameter ‘family’:w; = wo + ¢ - w’ € DR2A[[t]],
where w’ = w — wy = w1 + ws + ... € DR?A. The 2-form o’ being closed, there
exists a € P>, DR' (A)(py, such that w’ = —da. Since wp is non-degenerate,

there exists a 1-parameter family 6; € k[[t]] @ Der, A = Der, A[[t]] determined
uniquely from the equation: ig,w; = a. We define ®(¢) € Aut (A\[[tﬂ), a formal
one-parameter family of automorphisms of A, to be the solution of the differential
equation: 21 — [y (1) of the form: () = Id, +¢- 1 + 12y +... . It
follows from the construction that ®(¢)*w; = wy, see e.g. [GS] for more details.
Note further that the series ®(¢) above has only finitely many terms in any given
grade degree p > 0, i.e. terms that shift the grading on A by p. In particular,
setting ¢ = 1 in this series gives a well-defined element of ®(1) € Auto(A) and
we get: ®(1)*w,_, = wp. But w,_, = w, and part (ii) follows. O

=1 1

Because of this result, there is no loss of generality in considering only degree
zero symplectic 2-forms w € DR?A4, i.e., such that w = wy. Fix such an w, that
is fix (E,w), a symplectic vector space. Imitating the strategy used in §2 it is
possible to define a Lie bracket on the vector space R(A). We prefer however to
give the following direct explicit construction of this bracket similar to formula
(1.4) in the associative case.

Foreachi,j > 1,let x : u®@v +— pu(1,...,1,v), denote the operad-composition
map: P(i) @P(j) ~ P(1)®...9P1Q)®Pi) @ P(j) — P(i+j—1), where
1 € k = P(1), see [GeK, Theorem 2.2(2)]. We now change the notation and
write: R*(A) = @, R'(A), where R'(A), previously denoted by R(A);), is the
graded component with respect to the grading induced by one on A. Also, let
Sym be the ‘symmetrisation map’, the projection to S,-coinvariants. For each
i,j > 1, we define a bilinear pairing {—, —}, : R (4) @ R7(4) — R™~1(4)
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as the following composition

R(4) @ RI(4) = (P(5) @s,,, EZ*) Q) (P(j) @s,,, EYH) —

: ; ®i+j+2 *
(P() @ P() ® B¥HF2), o

. . ®it+j+2 Sym
(Pli+j—1) @ BN )SmijH A

(iP(’L _|_] o 1) ®Si+j E®i+j) ® E®2 i@)‘}
Pli+ji—-1)®, E®T = RH~1(4),

An appropriate modification of the proof of Theorem 2.5, or a direct calcula-
tion, yields

Sitj

Proposition 6.3. The bracket {—, —} makes R®~1(A) into a graded Lie algebra.
O

Remark. It is likely, cf. [GeS], that there is a graded Lie super-algebra
structure on DR®(A) extending the one on R(A) = DR(A), defined above.

Let Der, (A,w) denote the Lie subalgebra in Der, A formed by all derivations
f € Der, A such that Lyw = 0. Since w = wy, this is equivalent to the requirement
that the degree zero component df : A; — A; induces an endomorphism of EQE
that annihilates w¥ € E ® E. Using the same argument as in §§2-3, one proves
the following two results

Lemma 6.4. The assignment: 0 — igw gives graded vector space isomorphisms:
Der, (A) — DR'(A") and Der, (A,w) — DR'(A"),,...- O

closed

Proposition 6.5. There is a canonical graded Lie algebra central extension:
0 — k — R*(A) — Der, (4,w) — 0. O

We call a pair (8,tr), where § is a P-algebra and tr is a symmetric non-
degenerate invariant bilinear form tr : 8 ® 8§ — k, a symmetric P-algebra. Any
such bilinear form is determined, cf. [GeK], by a linear function tr : R(8) —
k,b@0 —tr(b®b') =tr(b, V).

From now on, fix a finite-dimensional symmetric P-algebra (8,tr). Let
Aut(8,tr) denote the algebraic group of automorphisms of the P-algebra § that
preserve the bilinear form tr. The corresponding Lie algebra Der, (8,tr) is
formed by all the derivations 6 € Der,8 such that, for any b,b’ € 8, one has:
tr(6(b), b') +tr(b, 6(0')) =0.

Representation functor. For any finitely generated P-algebra A, the set
Hom,,_, (A, 8) has the natural structure of a finite dimensional affine algebraic
variety, acted on by the algebraic group Aut(S,tr). We put Rep(A4,8) :=
k[Hom,_, (A,8)].

Let now (E,w) be a finite dimensional symplectic vector space, and A = T, F,
the free P-algebra on E. Then we clearly have: Hom,_ (A,8) = Hom, (F,§) =
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E* ®, 8, is a finite dimensional k-vector space. The symplectic 2-form w on E
gives rise, as in §3, to the symplectic 2-form w,,, := w” ® tr on Hom, (E,8) =
E* ®, 8. The action of the group Aut(§,tr) on Hom,_  (A,8) preserves this
symplectic form and is, moreover, Hamiltonian. In other words, the vector field
on E* ®, § arising from a derivation 6 € Der, (8,tr) is induced by an Aut(S, tr)-
invariant Hamiltonian function H, € Rep(A,S8). Explicitly, the function H, is
given by the following quadratic polynomial on £* ®, 8:

Hy: Do ok @se = Y @@ 35) tr(0s:), s5)
leE*,SlES,l:i,j,k.

Write Rep(A,8)*(S:t) for the k-algebra of Aut($,tr)-invariant polynomial
functions on the k-vector space Hom, (E,8). The symplectic form w,, = w ® tr
makes Rep(A4, 8)**(S:t) into a Poisson algebra. We have the standard Lie algebra
central extension:

6.6) 0 — k — Rep(A,S)Aut(S,tr) KR DerwR (Rep(A’S)Aut(S,tr)) -0,

ep

where Der, (Rep(A, 8)kut(8:t1)) stands for the Lie algebra of derivations of

the commutative algebra Rep(A,8)*t(8:*") respecting the Poisson bracket. It
is straightforward to check that the assignment: 6 — H, gives a Lie algebra
splitting: Der, (Rep(A, 8)kut(8:t)) s Rep(A, 8)4ut(8:t) of the surjective mor-
phism ¢ in the exact sequence above.

Observe next that the ‘infinite dimensional’ group Aut(A) acts naturally on
Hom,,_, (A,8). This action commutes with that of the group Aut(8,tr), preserves
the symplectic form w,,,, but it is not Hamiltonian, in general. That means that
the induced Lie algebra morphism £ : Der, A — DerwRep (Rep(A, S)A“(S’t'))

cannot be lifted, in general, to a Lie algebra morphism:
Der, A — Rep(4,8)* &) gee (6.6).

The following result shows that the Aut(A)-action becomes Hamiltonian af-
ter a 1-dimensional central extension. The result below agrees also with the
philosophy advocated in [KR], saying that, for any finite-dimensional (symmet-
ric) P-algebra 8, ‘functions’ on the non-commutative space corresponding to a
P-algebra A should go into genuine regular functions on the affine algebraic
variety Hom,_, (A4,8).
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Theorem 6.7. There is a natural Lie algebra homomorphism tr : R(A) —
Rep(A, 8)*t(8:t) making the following diagram commute:

0 k R(A) 0.5 Der,(A,w) — 0

t?l fl
(6.6)

0 —>k —> Rep(A,8§)*u(St) 25 Der, (Rep(4,8)™* M) o

Rep
Proof. Very similar to the proof of Proposition 3.4. O

Given an action of an algebraic group on a smooth affine algebraic variety
X, let DRE(X) denote the G-equivariant algebraic De Rham complex of X,
computing the equivariant cohomology of X.

Problem. Construct a natural morphism of complexes:
DR*A — DR® )(Hom (A,8)) that gives an equivariant lifting of the mor-

Aut (8 ,tr P-alg
phism: DR*A — DR*(Hom,_, (A,8)), constructed in the Remark at the end
of §2.

7. Acknowledgements

I am grateful to Yu. Berest and G. Wilson for explaining to me the results of
[BW] prior to their publication. I have benefited from interesting correspondence
with L. Le Bruyn, especially from his letter [LB1].

References

[Ba] D. Balavoine, Homology and cohomology with coefficients, of an algebra over a qua-
dratic operad, J. Pure Appl. Algebra 132 (1998), 221-258.

[BW] Yu. Berest and G. Wilson, Automorphisms and ideals of the Weyl algebra, Math. Ann.
318 (2000), 127-147.

[Dr] V. Drinfeld, On quasitriangular quasi-Hopf algebras and on a group that is closely
connected with Gal(Q/Q), Leningrad Math. J. 2 (1991), 829-860.

[GeS] I. Gelfand and M. Smirnov, Chern-Simons classes and cocycles on the Lie algebra of the
gauge group, Gelfand Math. Sem., 1993-1995, Birkh&duser Boston, 1996, pp. 101-122.

[GeK] E. Getzler and M. Kapranov, Cyclic operads and cyclic homology, Geometry, topology,
& physics, 167201, Conf. Proc. Lecture Notes Geom. Topology, VI, Internat. Press,
Cambridge, MA, 1995.

[GiK] V. Ginzburg and M. Kapranov, Koszul duality for operads. Duke Math. J. 76 (1994),
203-272.

[GS] V. Guillemin and S. Sternberg, Symplectic techniques in physics, Second edition, Cam-
bridge University Press, Cambridge, 1990.

[Hi] N. Hitchin, Hyper-Kdhler manifolds, Séminaire Bourbaki, Vol. 1991/92, Astérisque
206 (1992), 137-166.

[Ho] M. Holland, Quantization of the Marsden-Weinstein reduction for extended Dynkin
quivers, Ann. Sci. Ecole Norm. Sup. 32 (1999), 813-834.

[Kap] M. Kapranov, Operads and algebraic geometry. Proceedings of the ICM Berlin, Doc.
Math. (1998), 277-286.

[Ka] M. Karoubi, Homologie cyclique et K-théorie. Astérisque 149 (1987), pp. 147.



400

VICTOR GINZBURG

[KKS] D. Kazhdan, B. Kostant, and S. Sternberg, Hamiltonian group actions and dynamical

systems of Calogero type, Comm. Pure Appl. Math. 31 (1978), 481-507.

M. Kontsevich, Smooth non-commutative spaces, Arbeitstagung talk, June 1999.

, Formal (non)commutative symplectic geometry, Gelfand Math. Sem., 1990—
1992, Birkh&user Boston, MA, 1993, pp. 173-187.

M. Kontsevich and A. Rosenberg, Noncommutative smooth spaces, Gelfand Math. Sem.,
Birkhuser Boston, Boston, 2000.

P. B. Kronheimer, Instantons and the geometry of the nilpotent variety, J. Differential
Geom. 32 (1990), 473-490.

J.-L. Loday, Cyclic homology, Grundlehren der Mathematischen Wissenschaften 301,
Springer-Verlag, Berlin, 1992.

J.-L. Loday and D. Quillen, Cyclic homology and the Lie algebra homology of matrices,
Comment. Math. Helv. 59 (1984), 569-591.

L. Le Bruyn, Letter to the author, November 1999. See also: R. Bocklandt and L.
Le Bruyn: Neklace Lie algebras and noncommutative symplectic geometry, preprint
math.AG/0010030.

, Non-commutative geometry Q,,, book in preparation.

L. Le Bruyn and C. Procesi, Semisimple representations of quivers, Trans. Amer. Math.
Soc. 317 (1990), 585—598.

G. Wilson, Collisions of Calogero-Moser particles and an adelic Grassmannian. Invent.
Math. 133 (1998), 1-41.

DEPARTMENT OF MATHEMATICS, UNIVERSITY OF CHICAGO, CHICAGO IL 60637.
E-mail address: ginzburg@math.uchicago.edu



