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DECAY PROPERTY OF REGULARITY-LOSS TYPE FOR THE
EULER-MAXWELL SYSTEM*

YOSHIHIRO UEDA! AND SHUICHI KAWASHIMA?

Abstract. We study the decay property for the Euler-Maxwell system in R3 and observe that it
is of the regularity-loss type. We show that the solution decays at the rate t=3/4 as t — oo, provided
that the initial data are in H* N L' with enough regularity s > 6. The proof is based on the time
weighted energy method combined with the semigroup approach.
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1. Introduction. We consider the Euler-Maxwell system in R? which appears
in plasma physics (see, for example, [2, 3, 19]):
ng + div(nu) = 0,
(nu) + div(nu @ u) + Vp(n) = —n(E + u x B) — nu,
E; —rot B = nu,
B, +rot E =0,

(1.1)

(1.2) divE = ne —n,

(1.3) div B = 0.

Here n > 0 and u € R3 are the density and the velocity of the electron, respectively,
while E € R? is the electric field and B € R? is the magnetic induction; these are
unknown functions of t+ > 0 and € R3. On the other hand, the pressure p(n) is a
given smooth function of n satisfying p’(n) > 0 for n > 0, and n > 0 is a constant
denoting the ion density.

We note that the system (1.1) is regarded as a symmetric hyperbolic system.
Also, the system (1.1) with (1.2) and (1.3) admits a constant equilibrium state given
by

(14) (n)u7E)B):(nOO7O)O7BOO))

where B, € R? is an arbitrarily fixed constant vector. In this paper we study (1.1),
(1.2), (1.3) with the initial condition

(1.5) (n,u, E, B)(0,2) = (ng, uo, Fo, Bo)(z).

We see that (1.2) and (1.3), which are regarded as the constraints, hold true for any
t > 0 if they hold initially. In fact, if the initial data verify

(1.6) divEy = neo —no,  divBy =0,
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then the solutions to the problem (1.1), (1.5) always satisfy (1.2) and (1.3) for all
t>0.

The initial value problem (1.1), (1.5) was first studied by Peng, Wang and Gu
[19]. They considered the problem with periodic boundary conditions and proved
the global existence of solutions (n,u, E, B)(t,x) in a small H* neighborhood of the
constant equilibrium state (1o, 0,0, Bs). Also, they verified the L convergence
of (n,u)(t,x) toward (ne,0) as t — co. On the other hand, the pure initial value
problem (1.1), (1.5) was discussed in our previous paper [23]. It was proved in [23] that
a unique global solution (n,u, E, B)(t,x) exists in a small H* (s > 3) neighborhood
of the equilibrium state (no,0,0, Boo) and converges to (n«, 0,0, Bs) in L norm
as t — oco. This is a refinement of the result in [19].

The main purpose of this paper is to show the quantitative decay estimates of
solutions toward the equilibrium state (ns,0,0, Bs). First, under the smallness

condition on Iy = ||(no — Moo, o, Eo, Bo — Boo)|| s, where s > 6, we show that
(1.7) 0% (n — Noo, u, B, B — Boo)(t)|| gre—2x < CTo(1 4 t)7F/?
for each k with 0 < k < [s/2] (see Theorem 2.2). Moreover, when I = |[(ng —

Noos U0y Foy, Bo — Boo) || rsnrt with s > 6 is small, we have the faster decay estimate
(1.8) 0% (n — Noo, u, E, B — Bog)(t)|| pre—2e—s < CT; (14 1) 73/47k/2

for each k with 0 < k < [(s —1)/2] — 1 (see Theorem 2.3). The decay estimate
(1.7) is obtained for initial perturbation in H® and is based on the time weighted
energy method. On the other hand, the faster decay estimate (1.8) is shown for
initial perturbation in H* N L' and is obtained by a combination of the time weighted
energy method and the semigroup argument which makes use of the decay estimate
for the linearized problem (see Corollary 5.2).

As observed in [23], the dissipative structure of our system (1.1), (1.2), (1.3) is
weaker than the standard one characterized in [20, 22, 10] and is of the regularity-
loss type. In fact, we have the regularity-loss not only in the dissipation part of the
energy estimate but also in the decay estimate for the linearized system. This weaker
dissipation causes additional difficulties in establishing a global existence result and
especially in obtaining the time asymptotic decay of solutions. A similar dissipative
structure of the regularity-loss type was also found for various systems of partial
differential equations. See [16, 8, 9] for the dissipative Timoshenko system, [7, 13] for
hyperbolic-elliptic systems related to the radiation hydrodynamics, and [4, 21, 14, 15]
for a dissipative plate equation.

There are many works on the global existence and asymptotic stability of solutions
to the initial value problem for symmetric hyperbolic systems with dissipation. We
refer the reader to [6, 24, 1, 12]. All these works were, however, based on the standard
dissipative structure formulated in [20, 22, 10] and hence are different from the present
paper. Also, there are some interesting results on global existence and asymptotic
limit for small parameters for the Euler-Maxwell system (1.1), (1.2), (1.3). We refer
the reader to [3, 17, 18] and references therein.

The contents of this paper are as follows. In Section 2, we summarize some basic
properties of our system and give the statement of our main theorems. In Section
3, we review the energy method employed in [23]. Then, in Section 4, we develop
the time weighted energy method and give the proof of Theorem 2.2 on the global
existence and asymptotic decay of solutions for initial perturbation in H*. In Section
5, we study the decay property of the linearized system and prove the decay estimate
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for the semigroup associated with the linearized problem. This decay estimate is based
on the pointwise estimate in the Fourier space. Finally, in Section 6, by applying the
semigroup argument, we prove Theorem 2.3 on the faster decay estimate (1.8) for
initial perturbation in H® N L*.

Added in proof. Through the private communication with Professor R. Duan, we
have learned that he obtained the decay estimate (1.8) under the regularity assump-
tion s > 13 on the initial perturbation. See [5] for the details. We remark that our
time weighted energy method enables us to prove the same decay estimate under the
less-regularity assumption s > 6.

NOTATIONS. We use the standard notations V = (0y,,04,,0z,) and A =
Z?zl 8%_ for the gradient and Laplacian with respect to @ = (x1,z2,x3), respec-
tively. Also, we use the divergence and rotation: divu = Z?Zl Oy, uj and rotu =
(awug — Oy U2, Op, U1 — O u3, Oy Uz — axlug) for a vector function u = (uy, ug, us).
For a nonnegative integer k, we denote by 9% the totality of all the k-th order deriva-
tives with respect to @ = (1, z2, z3).

Let 1 < p < co. Then LP = LP(R?) denotes the usual Lebesgue space over R? with
the norm || -|| ». For a nonnegative integer s, W*? = W*P?(R?) denotes the s-th order
Sobolev space over R? in the L? sense, equipped with the norm |- ||yys.». When p = 2,
we use the abbreviation H® = W*2. We note that L? = WP and L? = H?. Let I
be an interval in [0,00) and X be a Banach space over R®. Then, for a nonnegative
integer k, C*(I; X) denotes the space of k-times continuously differential functions
on I with values in X.

Finally, in this paper, we use C or ¢ to denote various positive constants without
confusion.

2. Main results. Before stating our main results, we briefly summarize the
basic properties of the Euler-Maxwell system (1.1). First, we observe that the system
(1.1) is written as

ng+u-Vn+ndivu =0,
u+m-Viut+an)Vn+E+ux B+u=0,
E; —rot B—nu =0,

B +rot E =0,

(2.1)

where a(n) = p'(n)/n. We put w = (n,u, E, B)T; w is a column vector in R and
the superscript T denotes the transposed. Then the system (2.1) is rewritten in the
vector form as

3
(2.2) AP (wywy + Y A (w)w,, + L(w)w =0,
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where the coefficient matrices are given explicitly as

a(n) 0
ww=| " =] M
I (0]
(2.3)
3 alm)u-§) P
e, _ | T nter
;A@u)@f o o
Q2 O

Here I and O denotes the 3 x 3 identity matrix and the zero matrix, respectively,
€= (&,&,8) € R, and Q¢ is the skew-symmetric matrix defined by

0 —& &
Qe=1] & 0 =&
& & 0

for £ = (&,&,&3) € R3, so that we have Q¢ET = (¢ x E)T (as a column vector
in R?) for E = (Ey,E2, E3) € R®. It should be noted that (2.2) is a symmetric
hyperbolic system because A°(w) is real symmetric and positive definite and A7 (w),
j = 1,2,3, are real symmetric. Also, the matrix L(w) is nonnegative definite, so
that it is regarded as a dissipation matrix. However, the matrix L(w) or L(ws) has
skew-symmetric part and is not real symmetric, where wo, = (0o, 0,0, Boo)? is the
constant state in (1.4); notice that we have L(w)ws = 0 for each w so that the
constant state weo lies in the kernel of L(w). Consequently, our system (2.2) is not
included in a class of systems considered in [1, 6, 10, 11, 12, 20, 22, 24].

Next, we discuss the dissipative structure of the system (1.1) together with (1.3);
the equation (1.2) is not considered here. The linearization of (1.1), (1.3) around the
constant state we, is given by

3
(2.4) A% + ZAjzxj +Lz=0,

j=1

3
(2.5) > Riz, =0,
j=1

where 2 = w — wo. Here we simply wrote as A% = A%wy,), A7 = AJ(ws) and
L = L(wy ), while R7 are 1 x 10 matrices given by R(£) = 2;21 RI¢; = (0,0,0,¢) for
€ = (£1,&,83) € R3. We apply the Fourier transform to (2.4) and (2.5) and obtain

A2 +il€|A(w)2 + L2 =0,

il§|R(w)z =0,

where A(w) = Z?zl Alw; and w = £/|¢| € 5%, The stability condition for the system
(2.4) with (2.5) is then formulated as follows (see [20, 10, 22]).
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Stability condition [SC]: Let w € S? and p € R. Suppose that ¢ € C'¥
satisfies Ly = 0, uA% + A(w)p =0, and R(w)e = 0. Then we have ¢ = 0.

Here we impose the restriction R(w)p = 0 to treat the equation (2.5) and this is
motivated by the work [22]. We can check that our system verifies the stability
condition formulated above; for the details, we refer the reader to [23]. However, the
dissipation matrix L is not real symmetric and therefore we can not apply the general
theory on the dissipative structure developed in [20, 22, 10, 6, 24, 11, 1, 12] to our
system. This situation is quite similar to that for the dissipative Timoshenko system.
We refer the reader to [8, 9].

In what follows we use the vector notations:
w = (nau7E)B)Ta Woo = (HOO7O;O7BOO)T7 Wy = (n07u07EOaBO)Ta

were the superscript ”7T” denotes the transposed. These functions are regarded as
column vectors in R'°. Then we state our main theorems concerning the decay rate
of solutions to the initial value problem (1.1), (1.5). First, we summarize the main
result in [23] on the time global existence and asymptotic decay of solutions. We use
the following energy norm Ny(t) and the corresponding dissipation norm Dy (t):

No(t) = sup_ [(w = wso)()l

Do(t)* ¢:/O (0 = noo, w) (M) I3 + 1B Fres + 102 B(7)|I77:-2 ) dr-

THEOREM 2.1 (Global existence ([23])). Let s > 3 and suppose that the initial
data satisfy wo — wee € H® and (1.6). Put Iy = ||wo — Wool||mrs- Then there exists a
positive constant e such that if Iy < o, then the initial value problem (1.1), (1.5)
has a unique global solution w(t,z) with w —ws € C([0,00); H¥) NC([0, 00); H*™1).
The solution satisfies the uniform energy estimate

(2.6) No(t)? + Do(t)* < CI¢

fort > 0. Moreover, the solution w(t,x) converges to the constant state woo uniformly
in x € R3 as t — 0co. More precisely, we have

(1 = Mooy 1w, B)(t)|[yyre—2.00 — 0,

I(B = Boo)(®)llws-a =0

as t — oo, where the asymptotic convergence for B holds true only by assuming the
additional reqularity s > 4.

REMARK. We note that the uniform energy estimate (2.6) is of the regularity-loss
type because we have 1-regularity loss for (E, B) in the dissipation part Dy (t) of (2.6).

For the solution constructed in Theorem 2.1, we can derive the quantitive decay
estimate. To state the result precisely, we introduce the following time weighted
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energy norm N(t) and the corresponding dissipation norm D(t):

15/2]
N@®)? =Y sup (1+7)F|0F(w — weo) ()] 3152t
k=0 0<r<¢t
(2.7)
[s/2] .4 [s/2]-1 4
D(t)? = Z/ (14 1) 05|y dr + /(1+T)ka(T)2dT,
k=070 k=0 0
where

(2.8) Di(t)? := 1951 — 1oc ) () 13+ 10EE @) Fpsics + 05 B3y

Also, we use the following support norm N (¢):

[s/2]-1
(2.9) N (t):= Z Oiugt(l + )Y2HE2 08 (0 — e, u, B)(t)]] pre—2n—o.
k=0 0=7=

Then our first main result in this paper is stated as follows.

THEOREM 2.2 (Decay estimate). Let s > 6 and suppose that the initial data
satisfy wo — weo € H® and (1.6). Then there exists a positive constant €1 such that if
Iy < g1, then the global solution constructed in Theorem 2.1 satisfies the time weighted
energy estimate

(2.10) N#)?+DEt)*+ N .(t)*<CIE

fort > 0. In particular, we have the following quantitative decay estimates:

(2.11) 108 (w — woo ) (£)|| re—2e < CIo(1 +t)~/2,
(212) ”aglcc(n — Neo, U, E)(t)HHsf%fz < CIO(]_ + t)*l/Q*k/Q’
(2.13) 1051 — noo ) (1) || re—zn—a < CIo(1 4 )~ 1*/2,

where 0 < k < [s/2] in (2.11), 0 < k < [s/2] — 1 in (2.12), and 0 < k < [s/2] — 2 in
(2.13).

Moreover, under the additional condition wg — wee € L', we can show the faster
decay estimate. We introduce the following time weighted norm:

[(s—1)/2]-1
(2.14) M@):= > sup (147208 (w — weo) ()| ro-sis,
k=0 0<r<t

that is corresponding to the optimal decay for lower order derivatives of the solution.
Our second main result in this paper is then stated as follows.

THEOREM 2.3 (Faster decay estimate). Let s > 6 and suppose that the initial
data satisfy wo — wee € H¥ N L' and (1.6). Put I) = ||wo — weol|ms + ||wo — Weol| 1 -
Then there exists a positive constant €9 such that if I < e, then the global solution
constructed in Theorem 2.1 satisfies the estimate

(2.15) M(t) <CL
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fort > 0. In particular, we have

(2.16) 108 (w — weo) (t) | gro-2ns < CLi (1 + £)~3/47k/2,
(2.17) 19 (n = noey u, B)(#)]| gra-2n-5 < CL(1 4 1)~ 4H2,
(2.18) ||8§(n — Moo ) (1) || pa—zi—7 < CT (1 + 1)~ 7/4-k/2,

where 0 <k <[(s—1)/2] —1in (2.16), 0 < k <[(s —1)/2] =2 in (2.17), and s > 7
and 0 < k <[(s—1)/2] — 3 in (2.18).

3. Energy method. In this section, we review the energy method employed in
[23] for the Euler-Maxwell system (1.1), (1.2), (1.3). This will be useful in introducing
our time weighted energy method in the next section.

In the following, we consider solutions satisfying

(3.1) [[(w — woo)(#) | Lo < &,

where £ is a suitably small positive constant. Let 0 < ¢ < s. We apply 8f. to (2.1).
The result is written as

857% +u- Vaﬁn + ndiv 8ﬁu = f1(z)a

Dy + (n- V) Obu +a(n)Voen + O E + yu x B+ du = £ + f37,
8£Et — rot 8ﬁB - naﬁu = ;Ee),

dLB; + 1ot dLE =0,

where we put

fl(e) = —[aﬁ,u -V]n— [af;, ndiv] u, f2(e) = —[é)f;, (u-V)]u— [85, a(n)V]n,

(3.2)

i§) = —{0h(ux B)—dbux B}, [ =0L(nu) —nodlu,

and [, ] denotes the commutator defined by [A, B] = AB — BA. The system (3.2) is
written as

(3.3) A% (w afwt+ZAJ )b wy, + L(w)dbw = £ + £,
Jj=1

where f,(f) = (a(n)fl(z)7 an(Z),O,O) and f(e) (0, nf2 , f3 ,0)T. Notice that f,(f) =
](f) = 0 for £ = 0. The system (3.3) is regarded as a symmetric hyperbolic system for

0tw. We take the inner product of (3.3) with 9’ (w — ws,) and integrate the resultant

equation with respect to € R3. This yields the standard energy inequality

d
(3.4) EH“) +cl|otu)?. < RY + R,

where H(()e) = Jos (A% (W) P (w — woo), B4 (w — weo)) dzz. We see that Rs—f) =0if £ =0,

which is due to the fact that f ]gz) = 0 for £ = 0. The technical computations as in [23]
show that

9 (w — wee) 72 < Hy < Clo4(w — woe) 2,
(0) < - Y4 _ 2
g P S O [0 — s
L
R} < C||B = Buo| 1~ |0%ul 2
+Oll(n = 1o, w)l| <105 (1 — 1100, u) | 2| 4(E, B — Boo)l|
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for 0 </ <s.
Next we rewrite the system (2.1) as
ne + Neodivu = g1,
Ut + oo VN + E 4+ u X Boo +u = go,
Ey —rot B — neu = gs,
B; +rot E =0,

(3.6)

where aoo = a(nes) with a(n) = p’'(n)/n and
g1 =—u-Vn—(n—n)divuy,
g2 =—(u-V)u—(a(n) —as)Vn —u x (B — Bs),
93 = (n — neo)u.

We regard (3.6) as a linear system for w with constant coefficient. Now, letting
0<?¢<s—1, we apply 8f. to (3.6) to get the system for 8f.w; we denote this system
for 0%w by 0%(3.6). We create the dissipation terms by using the system 9% (3.6). First,
we multiply the first equation of 9%(3.6) by —asdivdiu, and take the inner product of
the second and the third equations with a.,Vdin + 0LE and 0%u, respectively. Then
we add these three equations and integrate over 2 € R®. The technical computations
in [23], which make use of (1.2), give

d ¢ 4
(3.7) —H" + c(94(n —noo)llip +1104E72) < el @ B2 + Cellbul3 + G

for any ¢ > 0, where er) = Jgs ”Hy) dzx with ’Hy) = —00004(n — no) divoiu + 0bu -
OLE, and C. is a positive constant depending on ¢. As in [23] we have
Hy < C(1050 = 1o, B) |12 + 1 05ull ),
(3.8) G < Cllw = woe o= (05 (n = noe, w312 + [0LE132)
+ Cllull =10 (B — Boo)lI7
for 0 < ¢ < s — 1, where the term C||ul|r=[|05(B — Boo)||2, in the estimate of Gge)

can be omitted if £ = 0. Here we note that the term /|05 BJ|2, in (3.7) comes from
Jgs O - Totd: B dx. If we integrate it by parts, then we can modify (3.7) as

d
(3.9) = H{ e (|0 (n—noo) 3 104 El72) < el|%(B—Boo) || 2 +Cel| dul 2 +61.

Finally, we take the inner product of the third and the fourth equation of 8f. (3.6)
with —rotd’B and —rotd:E, respectively. Then we add these two equations and
integrate over z € R3. After a simple computation as in [23], using (1.3), we get

d ¢
(310) S H 4|0 B, < C(10 Bllza + 105ulli:) + G5
where H2(€) = — Jps OLE - rotdiB dx. As in [23], we easily see that
¢
Hy) < C(|10;E|| 2 + 1057 Bll3).

(3.11) “
Gy < Cll(n = nee, w)l| L= |05 (1 = noo, u) || 2105 B 2
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for 0 < ¢ < s — 1. The standard energy inequality (3.4) together with (3.7), (3.9)
and (3.10) was sufficient to show the uniform energy estimate of solutions to the
Euler-Maxwell system (1.1), (1.2), (1.3). For the details, see [23].

4. Time weighted energy estimates. The key to the proof of our main The-
orem 2.2 is to derive the following time weighted energy estimate as a prior: estimate
of solutions to the problem (1.1), (1.5).

PROPOSITION 4.1 (Time weighted energy estimate). Let s > 6 and suppose that
the initial data satisfy wy — we € H?® and (1.6). Let w(t,z) be a solution to the
problem (1.1), (1.5) satisfying w — woe € C([0,T); H*) N CL([0,T]; H*™) and (3.1)
for some T > 0. Then there are some positive constants €3 and C' independent of T
such that if Iy < e3, then the following a priori estimate holds for t € [0,T]:

(4.1) N(t)? +D(t)> + N, (t)? < CIZ.
To prove Proposition 4.1, we introduce the following norms:
t
Wo(t) := sup [[(w —wee)()wre,  Jo(t)? ::/ [[( = 1100, ) (7) || L d-
0<r<t 0

Note that Wy(t) < CNy(t) < CN(t) for s > 3 and Jo(t) < CDy(t) < CD(t)
for s > 2, which are due to the Gagliardo-Nirenberg inequality in R3: |v||p~ <
C’||UH}:/24H8§UH2/24. We also use the norm

WLt) = sup (14 7)(n = me, . E)(7) e

which can be estimated by N, (¢) in (2.9) as
(42) WL (t) < ON, (1)

for s > 6. Indeed, by applying the Gagliardo-Nirenberg inequality for v = (n —
Neo, U, E), we obtain

1/4 3/4 1/4 3/4 —
0]l < Cllull LM 1020]35" < Clloll L l02v]3 s < CNL(E)(L + )~/

for s > 6. Also we have ||0,v| L~ < C||0,v| gz < C||0zv||grs—+ < CNL(#)(1+1¢)~! for
s > 6. This shows (4.2).

In order to show the a priori estimate in Proposition 4.1, we derive the following
time weighted energy inequality for the system (1.1).

PROPOSITION 4.2 (Time weighted energy inequality). Let s > 3 and assume that
the same conditions in Proposition 4.1 hold true. Then we have the following time
weighted energy inequality:

(4.3) N()* + D(t)> < CI3 + C(N(t) + Wi (t))D(t)>.

The proof of Proposition 4.2 consists of two lemmas. The first lemma is on the
time weighted energy norm N (t).
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LEMMA 4.3. Let s > 3. Under the same conditions in Proposition 4.2, we have
the following time weighted energy inequality:

(4.4)

t
(14 )07 (w — woo) (£) 372 +/O (14 )" 05u(r) [ -andr

t
< CIf + kc/ (L + 7)1 (w — woo ) () | Famandr + C(N(2) + WL(1))D(2)?
0
for 0 <k <[s/2].
Proof. Let 0 < k < [s/2]. Multiplying (3.4) by (1 + t)*, integrating the resultant
inequality with respect to ¢, and summing up for ¢ with £ < ¢ < s — k, we obtain

t
(14 )" 107 (w — weo) (8) 3720 + /O (1 + 1) 05u(r) [ -andr

t
(45) <CR+k c/ (14 7510 (w0 = woe) (P
0

=

s—

t
+C / 1+ ST RY + RO (r)dr,
0 )

Il
=

where we used the estimate (3.5) for HO(Z).

We need to estimate the remainder terms in (4.5) by using the dissipation norm
D(t) in (2.7). To this end, we observe that [|0F(w — weo)||%.—ar < D}, (for k > 1),
which together with the definition of D(t) gives

(4.6) / (14 7508 (w0 — woe) (7)ol < / (1+7)F Dy (r)2dr < D(t)?

K

r1 <k < [s/2]. Now we estimate the remainder term including R%). When
1 <k <[s/2], by using (3.5) and (4.6), we have

t s—k t
/ (147> RO(r)dr < C / (14 1) 8 (1, 00w 105 (1, )| 2o s < CW L (£)D(1)2.
0

0 =k

On the other hand, when k = 0, we can estimate the term by using (3.5) as

t S t
[ S8 < [ outlis o= na e dr

0 ¢=0
< CWo(t)Do(t)* < CN(t)D(t)?.

Finally, we estimate the term including RE;Z). When 1 < k < [s/2], by using (3.5) and
(4.6), we get

t s—k t
[+t /P mar < [ (@ ot - Bullus 0bulf s
0 —Fk 0

t
+ C/ (L + )" (0 = noe, w)ll L= 195 (1, w) || o2 |05 (B, B)|| gro-2rdr
0

< CWo(t)D(t)* + CWL(t)D(t)? < C(N(t) + W, (t))D(t)>.
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Also, when k = 0, we estimate the term as

t s t s t
| @ = [ S ROy <0 [ 1B = Bl 0,0l ar
0 r=0 O =1 0

t
+ C/O 1(7 = 100, w) || Lo |02 (0, W) || o1 (|0 (B, B || o2 d7

< CWo(t)Do(t)* + CNo(t)Jo(t)Do(t) < CN(t)D(t)?.
Substituting these estimates into (4.5), we arrive at the desired estimate (4.4). This
completes the proof of Lemma 4.3. 0
The second lemma is on the time weighted dissipation norm D(t).

LEMMA 4.4. Let s > 3. Under the same conditions in Proposition 4.2, we have
the following time weighted energy inequality:

¢ ¢
“n / (14 7)*Dy(1)2%dr < CIOQJrkC/ (1 + 7)1 0F (w — weo ) (7) || 3 —2ndT
4.7 0 0

+ C(N(t) + WL(t)D(t)?
for 0 <k <[s/2] — 1, where Dy, is given in (2.8).

Proof. First, we multiply (3.7) with £ = k by (1 +¢)* and integrate with respect
to t. Also, we multiply (3.9) by (1 +¢)*, sum up the resultant inequality for ¢ with
k+1 < /¢ < s—k—1 and integrate with respect to t. Then, adding these two
inequalities, we obtain

/O (14 1) (105 (1 = 1o ) () [0 + 05 B () |75 —20—1 ) dT

t
<CIf+e [ (L4 DI B aeadr
0

(4.8) .
+ C(L+ 67|05 (w — woo ) (1) || Fe—or + Ce/ (1 + 7)™ O5u(r)|Fa—andr
0
t t s—k—1
T kC/ (1 4+ 1) M08 (w — weo ) (7) |3 _an dT + c/ (1+7)" GO (r)dr
0 0 1=k

for any £ > 0, where 0 < k < [s/2] — 1, and C. is a positive constant depend on ¢.

Here we used the estimate (3.8) for Hl(l). The remainder term in (4.8) is estimated
as follows. When 1 < k < [s/2] — 1, by using (3.8) and (4.6), we have

. ,
/ (1 +T)k Gge)(r)dr
0
t
< C/ (1 +7)*[|w — woo || o (105 (n — noo, w)|| gra2v + |05 E|| 3ok )dr
0

t
+C/ (1 + 7)*|Jul| Lo ||0%(B — Boo)|| re—26—1d7
0

< CWo(t)D(t)* + CW o (t)D(t)* < C(N(t) + WL (t))D(t)2.
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On the other hand, when k& = 0, we estimate the term simply as

/ZG“> dT<C/ = woellzoo (| = 1o, w)[115 + [ E |2 01 + 0 Bllgo—z)dr

0 ¢=o

< CWo(t)Do(t)*> < CN(t)D(t)>.

Next, we multiply (3.10) by (1 + ¢)¥, sum up the resultant inequality for £ with
k << s—k—2 and integrating with respect ¢t. This yields

(4.9)

t t
/ (14 1) OB [3aiadr < CI3 +C / (L4 ) H 05 BT 2 arsdr
0 0

t
+ O+ 405w — wo) Oles + C [ (14 1) [OSu() s
0

2

zk: GO (s

{=k

s

t t
+k0/ (1+T)k*1||a;;(w—woo)(r)||§,s,2k,1dr+c/ (14 )
0 0

for 0 < k < [s/2] — 1, where we used the estimate (3.11) for HQ(E). The remainder
term in (4.9) is estimated by using (3.11) as

t s—k—2
/ a+n* Y Y
0 t=k
= C/ (14 7)H([(n = noo, w) || oo 105 (1 = Noo, )| gro—2v—2 |05 B ro-2—2dr
0
< CWo(t)D(t)* < CN(t)D(t).

Finally, we combine (4.8) and (4.9), and take e > 0 sufficiently small. This yields
/Ot(l + 1) (105(n = noe) (T Fre-2x + [0FE(T) [3ge-2ier + 105 B(T) |32z )dr
< CI§+ C+ )05 (w — woo) (1) | Fa-an + C/Ot(l + 1) 05 u(r) |3 e dr
+ kC/Ot(l +7) 7|05 (w — weo) () |[Fe—awdr + C(N (1) + WL () D(t)?

for 0 < k < [s/2] — 1, which together with (4.4) gives the desired estimate (4.7). This
completes the proof of Lemma 4.4. 0

Proof of Proposition 4.2. For the proof of Proposition 4.2, it suffices to show the
following estimates:

F110E (0 — wa 2 ! PN (2 or dr
(4.10) (L4 8)"[|0( )% +/0(1+ )10z u(T) || 7a2nd

< CIZ + C(N(t) + WL (t)D(t)?,

(4.11) /Ot(l +7)*Dy(1)%dr < CIZ + C(N(t) + W (1)) D(t)?,
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where 0 < k < [s/2] in (4.10), 0 < k < [s/2] — 1 in (4.11), and Dy, is given in (2.8).
These estimates can be obtained by applying the induction argument with respect to
k to the inequalities (4.4) and (4.7), respectively. Indeed, putting k¥ = 0 in (4.4) and
(4.7), we see that (4.10) and (4.11) hold true for £k = 0. Also, we put k = 1 in (4.4)
and apply (4.6) with £ = 1 and (4.11) with & = 0. This shows that (4.10) hold true
also for k = 1. Thus we have shown the estimates (4.10) and (4.11) for s = 3. When
s >4, letting 1 < j < [s/2] — 1, we assume that (4.11) holds true for k = j — 1. Then
we show (4.10) for k = j, j + 1 and (4.11) for k = j. To this end, we put k = j in
(4.4) and (4.7), and apply (4.6) with k¥ = j and (4.11) with & = j — 1. This gives
(4.10) and (4.11) for k = j. Moreover, letting k = j + 1 in (4.4) and using (4.6) with
k=j+1and (4.11) with kK = j, we find that (4.10) holds true also for k = j + 1.
Thus we have shown (4.10) and (4.11) also for s > 4. This completes the proof of
Proposition 4.2. 1

In order to get the desired a priori estimate (4.1) in Proposition 4.1, we need to
control the quantity N, (¢) (cf. (4.2)).

PROPOSITION 4.5. Let s > 3. Under the same conditions in Proposition 4.2, we
have the following time weighted inequality:

(4.12) Ni(t) <Cly+CN(t) + CN(t)(NL(t) + WL(t)).
Proof. We rewrite the second and the third equations of (3.6) as

us + F + u X By +u = ga,
(4.13)

Ei — neou = g3,
where
g2 =—(u-V)u—a(n)Vn —u x (B — Bo),

g3 =rot B+ (n — neo)u.

We regard (4.13) as a system of ordinary differential equations for (u, E') and write as

nel O\ (u Noo(I —Qp) nool) [u Moo g2
(4.14) ( O I) <E>t+< il o ) <E> =< o )

We see that the fundamental solution of (4.14) decays exponentially for ¢ — oo.
Therefore, solving (4.14) by using the fundamental solution, applying 9%, to the resul-
tant solution formula and taking the L?-norm, we obtain

t
(4.15) 107 (u, B)(t)l| 2 < Cloe™ + C/ e 105 (G2, G3) (1) 2 d,
0

where 0 < ¢ < [s/2] — 1. Here we see that

107(32, 33) |2 < C195 (1, u, B) |l 2

(4.16) , ,
+ Cllw — weo|[ oo [|05 (1 = Moo, u)| L2 + Cllull Lo [|0:(B — Boo)|| 2
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Therefore, summing up (4.15) for ¢ with k < ¢ < s —k—2 and using (4.16), we obtain
t
105 (u, E)(t)|| gra-2r-2 < Clpe™ " 4 C / e U8 o (7) || fra-an—adT
0
t
(4.17) + C/ e D[ (w — woo ) (T) || Lo |0F (1 — Noe, ) (7)|| pre—26—2d7
0

t
+ C/ e~ u(r)l| o |95 (B — Boo) ()| o212,
0

where 0 < k < [s/2] — 1. We denote the integrals on the right hand side of (4.17) by
K,, K5 and K3, respectively. These integrals can be estimated as follows.

t
Krs CN(t)/ D14 )T dr < ON ()1 + 1),
0

t
LERS CWo(t)NL(t)/ e (14 7) T dr <CN@NL()(1+1) 7,
0

[SIE

t
K3 < C’WL(t)N(t)/ e~ (1 1 1)1 Edr < CW (N1 + )%,
0
Substituting these estimates into (4.17), we get

(4.18) (1+ t)% 0% (u, E)(t)|| ggs—2t—2 < CIp + CN(t) + CN()(NL(t) + WL (1)),
where 0 < k < [s/2] — 1. On the other hand, using (1.2), we see that ||0¥(n —
Noo) () || re—2n—2 < || OFHLE ()| gro—2n—2 < N(£)(1 +t)~*+1D/2 Namely, we have
(4.19) (1 0) 05 (1 = e ) (1) 2212 < N (1),

where 0 < k < [s/2] — 1. The desired inequality (4.12) directly follows from (4.18)
and (4.19). This completes the proof of Lemma 4.5. O

Proof of Proposition 4.1. Let s > 6. Then we have (4.2). Substituting (4.2) in
(4.3) and (4.12), we obtain

N(t)? + D(t)*> < CIZ + O(N(t) + NL(t))D(t)?,
N, (t) <CIZ +CN(t) + CN(t)N ().
Put Y (t) = N(t)+D(t)+N_(t). Then we obtain the inequality Y (t)? < CIZ+CY (t)3,
from which we can deduce that Y (¢) < Clp, provided that I is suitably small, say,

Iy < e3. This gives the desired estimate (4.1) and hence the proof of Proposition 4.1
is complete. O

Proof of Theorem 2.2. The global existence of our solution can be proved by the
standard continuation argument based on a local existence result and the a priori
estimate given in Proposition 4.1. This global solution verifies the time weighted
energy estimate (2.10) for all t > 0. Consequently, we we have the L? decay estimates
(2.11) and (2.12). Moreover, using (1.2) and (2.12), we obtain

10— no) ()l -2+ < |5 B[ s < CIo(1+ 1) 472

for 0 < k < [s/2] — 2. Thus the proof of Theorem 2.2 is complete. O
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5. Decay estimate (linear case). In this section, we derive the optimal decay
estimate for the linearized Euler-Maxwell system. First we introduce v = nu/no and
rewrite (1.1) as

Nt + Noodive = 0,

Ve + 0oV + E+ v X Boo +v = (divQa + 12) /N0,
E; —rot B —nev =0,

B; +rot E =0,

(5.1)

where a0, = a(neo) with a(n) = p’(n)/n and

Q2 =-nu®u—{p(n) —pne) — ' (Noo)(n — nx) }1,
1y = —(n —Noo)E — nu x (B — By).

We put z = (n — Neo, v, B, B — Bs,)T and rewrite (5.1) in the vector form as
3 3
(5.2) A2+ Az +Lz=) gl +r,
j=1 j=1

where AO,‘AJ‘ and L are the constant matrices given by (2.3) with w = ws, and
¢ = (0,4, 0,0)T and r = (0, ra, 0, 0)%; the i component of the vector ¢} is given
by the (i, j) component of the matrix Q2. We note that ¢/, r = O(|w — weo |?).

We consider the linearized Euler-Maxwell system

3
(5.3) Az + ZAjzzj +Lz=0.

j=1

We write z = (p,v, E,h)T, where p = n — no, and h = B — Bo,. Then the system
(5.3) is written explicitly as

Pt + Noodive = 0,

U+ oo Vp+ E+v X Boo +v=0,
(5.4)
E; —roth — nev =0,

hy +rot E =0,
The equations (1.2) and (1.3), which are linear, are reduced to

(5.5) divE = —p,

(5.6) divh = 0.
Let 20 = (po,vo, Fo, ho)T be the initial data for z and assume that
(57) div EO = —po, div ho =0.

Then, as remarked in Section 1, the corresponding solution of (5.4) always satisfies
(5.5) and (5.6) for all t > 0.
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We apply the Fourier transform of (5.3), obtaining
(5.8) A2 4 i|¢|A(w)2 + Lz =0,
where A(w) = 2?21 Alw;j and w = £/[¢] € S%. Put

(5.9) b(i€) = —(A%) ' (ilg|Aw) + L).

Then the solution of (5.8) with the initial data 2(0,&) = 20(&) is given by 2(¢,&) =

et‘i’(ig)éo (¢). The semigroup e'® associated with the linearized Euler-Maxwell system
(5.3) is then defined by the formula

(5.10) () (x) = F e p(6))(x).

We have the following pointwise estimate for the matrix exponential et

THEOREM 5.1. Let <i>(z§) be the matriz in (5.9). Let ¢ = (po,vo, Eo, ho)T be a

function satisfying (5.7). Then the matriz exponential et (i) applied to such a vector
H(&) werifies the pointwise estimate

(5.11) et | < Ceen(©)t,

fort >0 and £ € R3, where n(€) = [€]2/(1 + |¢]?)%.

As an easy consequence of (5.11), we have the following decay estimate for the
semigroup e*®.

COROLLARY 5.2. Let e!® be the semigroup associated with the linearized Euler-
Mazwell system (5.3), which is defined in (5.10). Let o = (po,vo, Fo, ho)T satisfy
(5.7). Then we have the decay estimate

(5.12) 105e e < CL+ )42+ C(L+ )25l e,

where k and ¢ are non-negative integers.

REMARK. The decay estimate (5.12) is of the regularity-loss type because we have
quantitative decay (1 + t)_e/ 2 only by assuming the additional ¢-th order regularity
on the initial data.

Proof of Theorem 5.1. We prove (5.11) by applying the energy method in the
Fourier space. The system (5.8) is written explicitly as

(5.13a) Pt + Noot]€| V- w =0,

(5.13b) O¢ + aooil€]pw+ E + 9 X Bog + 0 =0,
(5.13¢) By + €| h X w—ne =0,
(5.13d) hy —i|¢|E x w=0.

Also, applying the Fourier transform to (5.5) and (5.6), we have

(5.14) il E-w=—p,

(5.15) i€l h-w = 0.
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We construct a Lyapunov function for the system (5.13) with (5.14) and (5.15).
For this purpose, we first take the inner product in C!° of (5.8) with 2. From the real
part we have

(5.16) (Ho)t + cold]* =0,

where we put Hy = (A%2, 2) = auo|p|? + n0o| 0> + |E|? + |h)? and ¢o = 2nn,. Here
(-, -) denotes the inner product in C!°. It is clear that there are positive constants c;
and Cj such that

Cl|,§|2 S ffo S 01|2|2

Next we create the dissipation terms. To this end, we first multiply (5.13a) by
(Aooi|€|lw | D) = anoi|€]D-w, where (- | -) denotes the inner product in C3. Also, we take
the inner product in C? of (5.13b) and (5.13c) with a.0i|é|pw + E and o, respectively.
Then, adding the resultant three equalities, we obtain

{{ascilélprw | 0) + (0¢ | ascil€lpw)} + {(0r | E) + (| )}
el A A2 . .
(5.17) + |asil€lpw + B|” = noo|o]? — plol€*[o - wl?
4 (0 X Boo + 0| aooilé|pw + E) +il¢|(h x w|0) =0,
where pl, = p/(ns). Here we can compute the term |anoi|¢|pw + Ef as
. ~12 . ~ dera 1 f
|accilé|pw + E|” = a2 [¢°[]* + |E* + 2Re{accilé]pw | E)
= aZ [E71A1% + | B + 2a00 417,
where we used (5.14) in the last equality. Thus, from the real part of (5.17), we obtain
(5.18) (H1)¢ + Dy = My,
where H 1, Dy and M are given by
Ay = Re{anil€l{pw| )+ (0| B}, Dy = 2ancll? + a2 62102 + | B,
My = —Re{il€|{h x w|0) + (0 X Boo + 0 | accilé|pw + E) } + noo 0] + pl[é|0 - wl*.
We can estimate the term Ml as
My < Cle|[o|lh] + Clal (€]l + |ED} + C(1+ [€)]0].

€I
14 [¢]?

for any €, 6 > 0, where C, 5 is a positive constant depends on (g,d). We substitute
this estimate into (5.18) and choose ¢ > 0 suitably small. This yields

I35
1+ [¢[?
where ¢; and C. are positive constants; C. depends on e.

Next we take the inner product in C? of (5.13c) and (5.13d) with il€|h x w and
i|¢|E x w, respectively. Adding the resultant two equations, we have

|A? + 8(EP 1817 + | EI?) + Ces (1 + €% 0

<e

(5.19) (Hy)e + c2(1+ €7D + ol B < & |A? + C(1 + €170,

EH(E | b iw) + (he | B x i)} + (€71 x w]? = €71 x w]® — necil€](8]h x w).
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Taking the real part, we get
(1€l B2)e + [€P1h x wf? = [€21E x w]?2 = Re(nooil€] (i | b x w)),

where Hy = Re(E | h x iw). Thus we arrive at the inequality

(5-20) (I&H2)0 + eslé PRI < Cl€P|EBP + Cslof?,
where we used |h x w| = |h| which is due to (5.15), and cs and Cs are positive
constants.

Finally, combining (5.16), (5.19) and (5.20), we derive the desired estimate. First
we multiply (5.19) and (5.20) by 1+ |£]? and 8 > 0, respectively, and add these two
inequalities. This gives

ooy (0 €2V + BHa}e + ea(1+ €225 + {ea(1 + [€1%) — BCs €2} B2
' + (Bes — ©)EPIR? < {C(1 + [€[%) + BCs} o]

Next we multiply (5.16) and (5.21) by (1 + |£]?)? and « > 0, respectively, and sum
up these two inequalities. Then we arrive at

(5.22)
(14 [€%)2H, + {co(1 + €%)? — o{C=(1 + [¢]*)? + BC5} o]

+aca(1+ €)% + afea(1 + €]?) — BC3IEPHE]? + aBes — )€ R < 0,

where we put

v a (- BlEl 4
(5.23) H7H0+1+|£|2(H1+1+|£|2H2).

Let 8 = ¢3/2C5 and choose € > 0 such that e = Ses/2. For this choice of (8,¢), we
take a > 0 suitably small. Then, dividing (5.22) by (1+|£|?)?2, we reach the inequality

(5.24) H; +cD <0,
where
clz? < H < C)2)%,

(5.25) A . 1 R |€]2
D= |of* + o) + B + eyl

This shows that H in (5.23) is the desired Lyapunov function for our linearized Euler-
Maxwell system. We see easily that D > en(€)H, where n(€) = [€]2/(1 + |¢]?)2
Therefore (5.24) gives H, + cn(g)H < 0. Solving this ordinary differential inequal-
ity, we obtain H(t,&) < e~ 1OVH(0,¢). This together with (5.25) gives the desired
pointwise estimate (5.11). This completes the proof of Theorem 5.1. O

Proof of Corollary 5.2. By applying the Plancherel theorem and the pointwise
estimate (5.11) in Theorem 5.1, we have

(5.26)  ||oFe |3 = / 1€ [2F |t ()|2d£<0/ |€[2Fem 1O 5 (¢) |2 de.
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We estimate the right hand side of (5.26). We divide the integral into two parts R;
and Ry according to the low frequency region |¢| < 1 and the high frequency region
|€] > 1, respectively. Since n(¢) > ¢|€|? for [£] < 1, we find that

Ry < C sup |¢<€)l2/ €2ke el dg < C(1 4 1)~/ 24|12,
€11 [€1<1

On the other hand, we have n(£) > ¢/|£|? for |£| > 1. Therefore we can estimate R
as

< e
2 < C sup ——or—

HESEN
Thus, substituting these estimates into (5.26), we obtain the desired estimate (5.12).
This complete the proof of Corollary 5.2. O

/s>1|5|2(k“)|¢(£)|2 d¢ < C(1+) (05 oll7-.

6. Decay estimate (nonlinear case). The aim of this last section is to prove
Theorem 2.3. We need to estimate the time weighted norm M (¢) in (2.14). To this
end, we introduce

W(t) = sup (1+7)ll(w = woo) (7)o~

This norm can be estimated by M(t) as

(6.1) W(t) < CM(t)

for s > 6. In fact, applying the Gagliardo-Nirenberg inequality, we have
lw = weollzoe < Cllw — woo 72" 72"

< Cllw — woo || 2 S |0sw]3E s < OM(1)(1 +1)~3,

which gives (6.1), where we assumed s > 6. We can estimate M (¢) in terms of N(t)
and W (t) as follows.

PROPOSITION 6.1. Let s > 3 and suppose that the initial data satisfy wyg — wee €
H*N L' and (1.6). Let w(t,x) be a solution to the problem (1.1), (1.5) satisfying
W — weo € C([0,T); H) N CL([0,T); H*™1) and (3.1) for some T > 0. Then we have

(6.2) M(t) < CI, + CM(t)* + CW (t)N(t),
where I1 = ||w — weo || gs + || — Woo|| L1 -

Proof. By making use of the semigroup e‘® and applying the Duhamel principle,
we can transform (5.2) to the integral equation

(6.3) 2(t) = ez + /t P (A) T (D,q + 1) (7) dr,
0

where we simply wrote 0,q = Z?Zl qg.j. Let 0 <k<[s—1)/2]—1and 0 <m <
s — 2k — 3. We apply 0%+ to (6.3) and take the L? norm, obtaining

1057 2(t)l| 2 < 105 e 20]| 2

(6.4) V2N i g g0y
+( / 4 / Yok et (A0 (0, + 1) ()| 2dr = To + Ty + T
0 t/2
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For the first term Ty, we apply (5.12) with £ =k + 2 to get

To < O(1 4 t)=3/4=k+m)/2) o) Ly O(1 4 £)~RF2/2 || g2e42Hm 0 o
< 011(1 + t)—3/4—k/27

where we used ||02F+2Tm 2|2 < Cllwo — weo|lgrs—1 < Cly. Next we estimate the
term Tj. We apply (5.12) with £ =k + 2, p = (A°)71q and ¢ = (A%)~!r. This gives

t/2
1< [ (=) R g g+ ()G (1) dr
0
t/2
HC[ A=) I s 4 (1= )RR () dr
0
t/2
<Of T t-n T - w0l dr
0
t/2
+C [ =) w0 = wo) () e 024 () dr = T+ T
0

where we used the fact that ||07(p,7)||r2 < Cllw — oo || L |04 (w — weo)]| L2 for 0 <
7 < s. Moreover, we have

t/2
T < CM(t)Q/ (14t —7)73/47k2(1 4 )3 200 < CM(£)2(1 + 1) 3/ H/2,
0

t/2
T2 < CW(t)N(t)/ (1+t— T)—l—k/Q(l + ) ldr
0
S CWHNB(1+1)7 2 log(1 + 1),

where we used [|02F 2™y < ||lw — weo || s < N(t). Similarly, we estimate Ty by
applying (5.12) with £ =1, ¢ = (A°)719%q and ¢ = (A°)~19%r. We have

t
L= C/ (L4t —7) 20k g(r) | + (14t — 7)) 052 g(7) || 2 dr
t/2
t
+C [ A +t—7) 34205 (7) || + (1 +t — 7)Y e (1) || 2 dr
t/2
t
=¢ / (L4t = 7)) (w = woo) ()| 2 [|0F (w — woeo ) (7) || 2 dT
t/2

t
+ c/ (14t — 7)) (0 — woo) (7) | oo |08 1™ w(7) || 1 dr =: Tay + Too.
t/2

Here we see that

t
Tyt < CM(t)Q/ (14t — 7)=3/4(1 4 7)=3/27R124r < CM(E2(1 + £)~5/4=R/2,
t/2
t
Ty < CW(t)N(t)/ (14t —7) V2(1 4 7)3/2 K247
t/2

< CW(ON()(L + )71+,

where we used the fact that ||0F 14w g1 < |08 w]| a2 < N(#)(147)~F+D,
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Finally, we substitute all these estimates into (6.4) and use ||0**™ (w —weo )| 12 <
C||0k+mz]|| 2. Then, adding for m with 0 < m < s — 2k — 3, we arrive at

(14 )3/4R 2|08 (0 — weoo ) ()| pra—zn—s < CIy + CM(t)> + CW (£)N(t)

for 0 < k < [(s —1)/2] — 1, from which follows the desired estimate (6.2). This
completes the proof of Proposition 6.1. O

Finally, to prove the sharper decay estimate (2.17), we introduce the following
support norm:

[(s—1)/2]-2
My#):= Y sup (1+7)/**2)08(n — no,u, E)(7)| gro-2e-s.
=0 0<7<0

PROPOSITION 6.2. Let s > 5. Under the same conditions in Proposition 4.2, we
have

(6.5) M, (t) <Cly+CM(t) + CW ()M (t).
Proof. Similarly as in the derivation of (4.17), we obtain

t
0% (u, B)(t)|| gro—2n-s < CIge™ + c/ e |08y (7)|| pre—2n—s dr
(6.6) , 0
€ [ eI = wa) (7)o 05w — w7 e dr
0
for 0 < k < [(s —1)/2] — 2. We denote the integrals on the right hand side of (6.6)

by K and Ko, respectively. Since ||0FT1w(7)| ge-2x—s < M(t)(1+7)"3/4=E+1/2 e
can estimate the term K; as

t
K < CM(t)/ e U (1 4 7) AR 2 dr < CM(t)(1+ £) P42,
0

Also, the term K> is estimated as

t
K, < CW(t)M(t)/ e (1 4 ) TTAR 20 < CW ()M () (1 + t)TT/AR/2,
0

Thus we obtain

(6.7) (1 +t)> R 20 (u, E)(t)|| gra-26-5 < ClIy + CM(t) + CW (t)M(t)

for 0 < k <[(s —1)/2] —2. On the other hand, by using (1.2), we have

(6.8)  [105(n = noo) ()| o—2bs < NOTE(#)]| gro-2rs < M(t)(1+1)7>/47H/2

for 0 < k < [(s —1)/2] — 2. Thus, combining (6.7) and (6.8), we get the desired
estimate (6.5). This completes the proof of Proposition 6.2. O

Proof of Theorem 2.3. Let s > 6. Then we have (6.1). Also we already proved
N(t) < Cly in (2.10). Substituting these estimates into (6.2), we get

M(t) < CI + CM(t)* + CIy M (t).
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This inequality is solved as M (t) < CI, provided that I is suitably small, say, I; <
€9. Thus we have proved (2.15). The decay estimate (2.16) is a direct consequence of
(2.15). Moreover, using (6.1) and (2.15) in (6.5), we find that M, (¢) < CI;, which
gives the decay estimate (2.17). Finally, using (1.2) and (2.17), we obtain

105 (= oc) ()l sro—20—7 < 1OEF E() | proanv < CL(L+ 1) 7/4H/2

for s > 7and 0 < k < [(s —1)/2] — 3. Thus the proof of Theorem 2.3 is complete. O
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