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Yang-Mills heat flow on gauged
holomorphic maps

SUSHMITA VENUGOPALAN

We study the gradient flow lines of a Yang-Mills-type functional on
a space of gauged holomorphic maps. These maps are defined on a
principal K-bundle on a Riemann surface, possibly with boundary,
where K is a compact connected Lie group. The target space of
the gauged holomorphic maps is a compact Kéhler Hamiltonian K-
manifold or a symplectic vector space with linear K-action and a
proper moment map. We prove long time existence of the gradient
flow. The flow lines converge to critical points of the functional,
modulo sphere bubbling in X. Symplectic vortices are the zeros of
the functional we study. When the base Riemann surface has non-
empty boundary, similar to Donaldson’s result in [10], we show
that there is only a single stratum; that is, any element of H (P, X)
can be complex gauge transformed to a symplectic vortex. This is
a version of Mundet’s Hitchin-Kobayashi result [30] on a surface
with boundary.
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1. Introduction

A gauged holomorphic map is a pair consisting of a connection on a prin-
cipal bundle and a section of an associated fiber bundle that is holomor-
phic with respect to that connection. It is an equivariant generalization of
J-holomorphic maps on symplectic manifolds. Vortices are gauged holomor-
phic maps that are zeros of a Yang-Mills-type functional, which we call the
vortex functional, and which involves the curvature of the connection and a
term involving the bundle section. Vortices play an important role in gauged
Gromov-Witten theory. This motivates us to study the Morse theory of the
vortex functional on the space of gauged holomorphic maps. The base man-
ifold is a connected Riemann surface with metric, and we study both the
case that this Riemann surface is closed, and the case that it has non-empty
boundary. We show that the gradient flow of the functional exists for all
time and has an infinite time limit. This limit is a vortex in the case the
base manifold has boundary. But when the base manifold is closed, there are
multiple Morse strata. However, if at the starting point of the flow line, the
value of the vortex functional is low enough, then we are guaranteed that
the flow converges to a vortex.

Our set-up is an infinite dimensional analog of the abstract setting of
Kirwan’s thesis [25], which we briefly describe. Let K be a compact con-
nected Lie group. Let (X,w) be a compact Kéahler K-Hamiltonian manifold
with a moment map ® : X — €. Suppose G is a complex reductive group
which contains K as a maximal compact subgroup. Since X is Kéhler, the
K-action extends to a holomorphic G-action. Suppose X has the structure
of a polarized projective variety. The Geometric Invariant Theory (git) quo-
tient is the quotient of the semistable locus X*® under the G-orbit closure
relation. By the Kempf-Ness theorem in [24], the git quotient coincides with
the symplectic quotient ®~!(0)/K. On the symplectic side, we consider the
gradient flow of the function |®|? under the Kihler metric. By results in [25],
the flow induces a G-invariant stratification of the manifold X. The stratum
to which a point belongs is given by the infinite time limit of its gradient
flow. The largest stratum, corresponding to points that flow to ®~1(0), is
open in X and coincides with the semistable locus X®. Further each of
the higher Morse strata can be characterized algebraically. The strata of a
point z € X is given by a one-parameter subgroup of G which is maximally
destabilizing for x.

The ideas in the abstract setting of Kirwan have been applied to many
infinite dimensional problems and the Morse theoretic approach has been
fruitful. The work of Atiyah and Bott [2] introduces the above ideas on the
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space of connections A on a Hermitian vector bundle over a Riemann sur-
face. On the symplectic side there is a Morse stratification coming from the
flow of the Yang-Mills functional A > A — || Fal[12(x), which coincides with
a holomorphic stratification coming from the Harder-Narasimhan type of the
holomorphic structures on the vector bundle. The analog of the Kempf-Ness
theorem in this case is the Narasimhan-Seshadri theorem in [31]. This theo-
rem, as re-stated by Donaldson in [8], says that every stable bundle admits
a Yang Mills connection that assumes the minimum value of the functional.
Daskalopoulos [7] proved that the holomorphic and Morse stratifications
agree. Rade [34] proved the same result by a different approach. He analyti-
cally proved the existence of gradient flow lines of the Yang-Mills functional
and examined their convergence properties at infinite time. Similar Morse-
theoretic ideas have been applied to the space of holomorphic vector bundles
equipped with some extra data. For example, Wilkin [42] studies the space
of Higgs pairs (A, ¢), where A is a connection on a complex vector bun-
dle E over a Riemann surface, and ¢ is an E-valued (1, 0)-form such that
04¢ = 0. With a standard choice of symplectic structure, the action of the
gauge group has moment map F4 + [¢, ¢*|. The paper shows that the Morse
stratification obtained under the L? norm of the moment map corresponds
to a holomorphic stratification. Our set-up can be thought of as a gener-
alization of Higgs-bundles. Instead of a vector bundle E, we consider fiber
bundles whose fibers are Kahler manifolds.

We now describe the set-up of the paper rigorously and state the main re-
sults. Let P — X be a principal K-bundle on a compact connected Riemann
surface ¥ with metric, and possibly with boundary. The target manifold X
is a compact Kéhler Hamiltonian K-manifold described above. A gauged
holomorphic map from P to X is a pair (A, u) consisting of a connection A
on the K-bundle P — ¥ together with a holomorphic section of the asso-
ciated fiber bundle P(X) := (P x X)/K. The complex structure on P(X)
is given by the complex structure on ¥ and X and the connection A. The
space of gauged holomorphic maps H(P, X) has a formal Hamiltonian action
of the group of gauge transformations IC(P). The moment map is given by
*F 4 + ®(u), where F4 is the curvature of A. The vortex functional is the
L?-norm square of the moment map:

(1) H(P,X) =R, (A u)— ||%Fs+ ®(u)|..
We study the long-time existence and convergence behaviour of the down-

ward gradient flow trajectories of the vortex functional. The gradient flow
trajectory starting at a gauged holomorphic map (Ag, ugp) is a time-dependent
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pair (A,u) : [0,00) = A(P) x I'(X, P(X)) which satisfies the equations

d d
A(O) = Ao, u(O) = Uug-

= —Jx(Fauwu Faulos =0,

In the above equations, for a gauged holomorphic map (A, u), Fa,, := *F4 +
O(u) € I'(3, P(¢)), and for a section £ € I'(3, P(#)), the vector field &, €
[(%, u* TV (P(X))) is given by &,(s) := &(s)y(s) for all s € ¥. This system
of equations is a non-linear perturbation of the Yang-Mills gradient flow
equation, which in turn can be realized as a perturbation of the heat equa-
tion. So we alternately refer to the solution of (2) as the heat flow. Our
results are as follows.

Theorem 1.1. (Long time existence of gradient flow) Suppose ¥, P, K and
X are as above. The gradient flow equation (2) for the vortex functional has
a solution for all time (A, u) € Cp ([0,00), H x CY). There is a family of
gauge transformations g, € H*(K) so that gi( Ay, uy) is smooth on [0, 00) x X
away from the corner {0} x JX.

The flow lines converge to a critical point of the functional, but the
convergence is modulo bubbling in the fibers in P(X).

Theorem 1.2. (Convergence of flow) Suppose the gauged holomorphic map
(Ag,uo) satisfies ®(ug)|gs = 0. Let (A¢, uy) be the smooth gradient flow (mod-
ulo gauge) starting from the pair (Ao, ug) calculated in Theorem 1.1. Then,
there exists a sequence t; — 00, a sequence of unitary gauge transformations
ki € Kgs, alimit pair (As, o) € A(P) g2 X T'(3, P(X))cn and a finite bub-
bling set Z C %2 (see Definition 4.8) such that

1) ki(Ay,) — Ao weakly in H?.

2) If ¥ does not have boundary, kiu;, Gromov converges to a nodal gauged
holomorphic map with principal component us. In compact subsets of
Y\Z, kiug, — uoo in CL.

3) If ¥ has boundary, kiuy, — us in CH(X) and there is no bubbling.
4) The limit (Aco,Uoo) s a critical point of the functional (1), i.e.

In part (2) above, (A, o) is the principal component of the limit. In
addition, there would sphere bubble trees in the fibers P(X)., for the points
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z in the bubbling set Z. A much stronger result can be obtained in the case
that > has boundary.

Theorem 1.3. (Unique limit when ¥ has boundary) Suppose 0¥ # () and
p> 2.

1) The limit (Aoo,Uso) computed in Theorem 1.2 is a vortex and lies in
the same complex gauge orbit as the flow line (Ayg, uy).

2) For a given flow line (Ag,uy), the limit (Axo, Uoo) 1S unique up to up
to gauge transformations.

Therefore, there is a unique & € I'(X, P(£))w2» such that &|lgx =0 and
e (Ag, ug) is a vortex.

Theorem 1.3 implies that there is a single stratum for the flow of the
vortex functional when the base manifold has boundary. This result can be
compared to Donaldson’s result [10] on Yang-Mills gradient flow. On a two-
dimensional base manifold with boundary, it says that any connection can be
complex gauge transformed to a flat connection — there is no semi-stability
condition involved. But, the proof is different because in the case of gauged
holomorphic maps, our result overcomes the additional difficulty of ruling
out the formation of bubbles in the fibers of P(X). If the base manifold ¥ is
closed there are multiple strata. However, if in addition, we know that the
flow line starts with a low enough value of the vortex functional, then we
can get a similar result to Theorem 1.3.

Theorem 1.4. Letp > 2 and 9% = (). Assume that the K -action on ®~1(0)
has finite stabilizers and the energy of the gauged holomorphic map (Ag, up)
is bounded by c&vol(X), where the constant co(X) is defined in Section 4.3.
Suppose (Ao, Uso) 18 the limit of the heat flow trajectory starting at (Ag, up)
produced by Theorems 1.1 and 1.2. Then, (Ao, Uoo) 1S a voTtez, it is in the
complex gauge orbit of (Ap, up) and it is unique up to gauge transformations.
Therefore, there is a unique element & € T'(S, P(€))y2. such that €' (Ag, ug)
18 a vortex.

The results of Theorems 1.3 and 1.4 are based on the fact that the limit
vortex does not have any infinitesimal stabilizers of the gauge group action.
The situation is similar to the finite dimensional Hamiltonian manifold with
the stable=semistable assumption, which implies that the semistable orbits
are closed. Analogously, in our case, the complex gauge orbits containing the
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flow line is closed, which lets us prove that the limit vortex is also contained
in that orbit. As a corollary, we then rule out bubbling.

All the above results continue to hold if the target manifold X is a
symplectic vector space with a linear group action and proper moment map.

Theorem 1.5. Suppose X is a symplectic vector space with linear action of
the group K and a proper moment map. If ¥ has boundary we additionally
assume that uglgs C ®~1(0). Then the results in Theorems 1.1-1.4 hold.

Our work has important applications in the study of symplectic vortices.
The earliest literature on vortices considers the case of vector space targets
- for example Jaffe-Taubes [23], Garcia-Prada [16], Bradlow [3] etc. When
the target is a general symplectic manifold, Cieliebak et al. [4] construct a
moduli space of vortices on a compact base manifold in the absence of sphere
bubbling. Ott [32] constructed a compactification of the moduli space that
incorporates sphere bubbling. The phenomenon arising from allowing the
base curve to vary is studied by Mundet-Tian [29]. In the large area limit,
vortices are related to J-holomorphic curves in the symplectic quotient.
Then, the gauged Gromov Witten invariants of X are related to the Gromov-
Witten invariants on the symplectic quotient X//G via a quantum-Kirwan
morphism, which was proposed by Gaio-Salamon [15] and defined in greater
generality by Woodward [43]. The quantum-Kirwan morphism is defined
by counting vortices on the complex plane C. A compactification of the
space of vortices on C was constructed by Ziltener [47], [48]. An alternate
way of defining gauged Gromov-Witten theory is via quasimaps in Ciocan-
Fontanine-Kim-Maulik [6]. The symplectic version of quasimaps is given
by vortices defined on Riemann surfaces that have infinite cylindrical ends
considered by the author in [39].

An alternate way to study the moduli space of symplectic vortices is via
Hitchin-Kobayashi (HK) correspondences, which establishes a bijection (or
homeomorphism, in some cases) between vortices and isomorphism classes
of semistable gauged maps. The moduli space of the latter object can be
studied from an algebro-geometric point of view. Such a correspondence
was first provided in the case of vortices with vector space target, as in
Jaffe-Taubes, Bradlow. Mundet provided a HK correspondence for vortices
on compact Riemann surfaces. Theorem 1.3 stated above can be seen as a
version of Mundet’s result for a Riemann surface with boundary. In that
case, any gauged holomorphic map (A, u) contains a symplectic vortex in
its orbit, that is unique up to unitary gauge transformations. In fact, the
vortex is the limit of the heat flow trajectory that starts at (A, w). This
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shows that there is no semistability conditions when X has boundary. In
case % is closed, Theorem 1.4 provides a sufficient condition for a gauged
holomorphic map to be semistable. This condition is easier to check than
Mundet’s semistability condition. We point out that Ling Lin [26] has also
studied heat flow on closed surfaces and used it to give an alternate proof
of Mundet’s HK correspondence.

The most important application of our results is for proving HK cor-
respondences for vortices on Riemann surface with infinite volume. In case
Y. = C, this is done in joint work with Woodward [40], and is proved by
applying Theorem 1.4 on P! equipped with a sequence of increasing met-
rics. This result is crucially used to define the quantum-Kirwan morphism
in [43]. In a similar way, the author has also obtained a HK correspondence
for vortices on curves with infinite cylindrical ends in [39], resulting in a
homeomorphism to the moduli space of quasimaps.

We expect that the boundary result Theorem 1.3 can be used to prove
a classification result for vortices defined on the complex half plane, anal-
ogous to the result for affine vortices in [40]. Analogous to the closed case,
vortices on the half plane will be required in the definition of an open quan-
tum Kirwan morphism proposed by Woodward [44]. This morphism would
play an important role in open gauged Gromov-Witten theory which has
been studied by Frauenfelder [14], Woodward [44] and Xu [45], [46]. For
the convergence of flow in the case of a base manifold with boundary, we
need an additional hypothesis that the maps u; map the boundary of the
domain 0% to the zero level set of the moment map. This is a natural as-
sumption in open gauged Gromov-Witten theory, where one studies gauged
maps (A,u) on Riemann surfaces with boundary that map the boundary
0% to a K-invariant Lagrangian L C ®~1(0) C X.

Another application of heat flow in the case of a closed base manifold is
to provide a Morse stratification on the space of gauged holomorphic maps.
This goal is not achieved in this paper, and is a subject of future research.

The proof of the existence of heat flow uses similar techniques as Rade
[34]. The main point of difference is that our flow problem involves v which
is a map to a compact Kéhler manifold. While solving the flow equations,
we assume that u(t) is in CY, but in the time direction, we assume its
regularity is in a Sobolev class. We have to address some issues in defining
such a mixed space. The reason why it is necessary to have u; in CY, is
because the perturbative lower order terms in the parabolic flow equations
involve composition of functions, and we need u; € C° to use the estimates
for such cases. Donaldson [9] gives a simpler way of obtaining flow lines,
albeit modulo gauge. But this approach does not work for us because of the



910 Sushmita Venugopalan

non-linear moment map term. However, after showing the existence of flow,
we adapt the technique in [9] to show that our flow is smooth in time and
space directions modulo gauge.

This paper is organized as follows: Section 2 describes connections,
gauged holomorphic maps etc. Section 3 proves Theorem 1.1 — the long-
time existence of gradient flow and its regularity properties. Section 4 dis-
cusses the convergence behavior of gradient flow trajectories and proves
Theorems 1.2, 1.3 and 1.4. The results are extended to the case of vector
space target in Section 5. Sections 6 and 7 carefully describe the Sobolev
spaces and their properties used in Section 3.

Acknowledgements. This paper arose from my PhD thesis. I am grateful
to my advisor Chris Woodward for his support, encouragement and guid-
ance. | also acknowledge Chennai Mathematical Institute, where I was a
post-doctoral Fellow at the time of writing a revised version of this paper.

2. Preliminaries
2.1. Hamiltonian actions on Kéahler manifolds

Let K be a compact connected Lie group and let (X,w, J) be a Kdhler K-
Hamiltonian manifold. This means the K-action on X preserves the Kéahler
form w and the complex structure J. Further, the action has a moment map
® : X — ¢ that is equivariant and satisfies ¢({x)w = d(®,§), VE € ¢, where
&x € Vect(X) is given by the infinitesimal action of £ on X. Since K is
compact, € has an Ad-invariant metric. We fix such a metric and identify ¢
with € and so the moment map is a map from X to €. The gradient vector
field of the the function %]<I>|2 on X with respect to the Kahler metric is
grad |®|%(z) = J®(x)x. This can be seen as follows. For v € T, X,

5 (erad [, 0), = (dB(0), D) = ta(s), 0 (v) = (v, JO(2)x);.

where ¢ is the Riemannian metric w(-,J-) on X.

The complexified Lie group of K, denoted by G, is a complex reductive
group that contains K as a maximal compact subgroup and whose Lie alge-
bra is the complexification of the Lie algebra of K, i.e. g = £ & it. A compact
Lie group has a complexification — see Hochs [22], p205. Further, there is
a diffeomorphism (see Helgason [21, VI.1.1])

(3) Kxt—G, (ks)— ke
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On a Kahler manifold the action of K extends to a unique holomorphic
action of G (see [19]). Since the gradient of 1||®||? is J®(z)x, the gradient
flow preserves the G orbit, and therefore, the Morse strata of 3| ®||* are
G-invariant.

Lemma 2.1. A G-orbit in X has at most one K-orbit on which ® = 0.

Proof. Suppose z € X and g € G are such that ®(z) = ®(gz) = 0. By (3),
we can write g = ke'®, where k € K and s € £ Since ®~1(0) is K-invariant,
we can assume g = e**. Now, for 0 <t < 1,

d , . )
(4) £<<I>(e”5:r),s> = (sx(e"*x),sx (")) >0,
which implies that s x (e**z) = 0 for all t € [0, 1], and therefore z = e'*z. [0
2.2. The space of connections

Let (X,jx,9x) be a Riemann surface with metric and P — ¥ a princi-
pal K-bundle over it. A connection A on P is a £-valued 1-form on P
that is K-equivariant and satisfies A(£p) = £. Here K-equivariance means
that Ap(vk) = Adg-1 Ap(v) for all pe P, v € T,P and k € K. For £ € ¢,
¢p is a vector field on P defined as £p(p) := %(pexp(t{)) for p € P. Let
A(P) denote the space of all connections. It is an affine space modeled on
QL(X, P(€)), where P(t) := (P x £)/K is the adjoint bundle. The form dA +
$[A N A] € Q%(P,¢t) is basic, so it descends to a two-form Fy € Q*(Z, P(¥)),
which is the curvature of the connection A. A gauge transformation is an
automorphism of P — it is an equivariant bundle map P — P. The group of
gauge transformations on P is denoted by KC(P). A gauge transformation can
be viewed as a section k : ¥ — P X g K on the associated bundle P x K,
where K acts on itself by conjugation. A gauge transformation k € KC(P) acts
on the space of connections by pullback by k~!. The infinitesimal action of
the element £ € I'(3, P(£)) on a connection A is —d €.

On a trivial bundle P = ¥ x K, there is a trivial connection, denoted by
d and the adjoint bundle has a trivialization P(£) ~ ¥ x £. The space A is
then equal to d + Q'(X, £). The formula of curvature is Fy = da + [a A a].
A gauge transformation k : ¥ — K acts on the connection A = d + a as

(5) k(A) =d+ (dkk™ + Ady a).

Given a K-manifold M, there is an associated bundle P(M) := (P x
M)/K, which is a fiber bundle on ¥ with fibers diffeomorphic to M. A
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connection A defines a covariant derivative d4 on the space of sections
['(X, P(M)). On a local trivialization of P, d4 is given by

(X, P(M)) > u— dau = du + a, € Q (2, u* T P(M)).

At a point z € ¥, a,(z) is the infinitesimal action of a(z) at u(z). In the par-
ticular case when M is £ with the adjoint K-action, the covariant derivative
of a section £ € I'(X, ¢) is da€ := d& + [a,&].

In the next 2 paragraphs, we show that the space of connections is an
infinite-dimensional K&hler manifold with a formal Hamiltonian action of the
group of gauge transformations. First, we show that a connection determines
a holomorphic structure on associated fiber bundles, through which we get
a complex structure on A(P). If M is a complex K-manifold, the associated
fiber bundle P(M) has a holomorphic structure given by the operator 04
corresponding to a connection A € A(P), where

0p:T(%, P(M)) = QUYS, w*TV P(M)), urs (dau)t.

The almost complex structure corresponding to the operator 04 is indeed a
holomorphic structure on P(M) because: by the Newlander-Nirenberg the-
orem, the condition for the above almost complex structure to be integrable
is that 5?4 = 0 (see [2] p.555 or [11] Theorem 2.1.53), which is same as saying
the (0,2)-part of the curvature F4 vanishes, but this is vacuously true in
our case since the base manifold is a Riemann surface. In particular, taking
M = G on which K acts by left multiplication, produces a holomorphic G-
bundle Pc. Let C(P) denote the space of holomorphic structures on Pg. The
above construction yields a map from A(P) to C(P), which we claim is a bi-
jection. Given a holomorphic bundle P, a choice of a section o : ¥ — Pc/K
gives a principal K-bundle P by pullback of the bundle Pr — P¢/K, so that
P is naturally a submanifold of Pc. The intersection TP N J(T'P) defines a
connection in TP [36]. The correspondence between connections and holo-
morphic structures gives an infinitesimal isomorphism

T4A = QN %, P(t) = TcC = QVY(Z, P(¥)), aw o™

The complex structure on C pulls back to a complex structure on A given
by Jqa = ao jy.

The space of connections A(P) has a symplectic form on it: for A € A
and a, b € TaA = QY(Z, P(¢)), wala,b) :== [;(a Ab)e. The symplectic form
is compatible with the complex structure J 4. Let IC(P)g be the subgroup of
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K(P) consisting of gauge transformations & that are identity on the bound-
ary, i.e. k|px = Id. The action of K(P)s on A(P) is formally Hamiltonian
and has a moment map A — *Fy € I'(3, P(¢)). We verify the moment map
condition: for any a € T4 A := Q(Z, P(€)) and ¢ € Lie(K(P)y),

zwaA<a>=:/Q<—dA5,a>::jQ<*dAa,s>::dA<*Fx,fxa>

The second equality comes from integration by parts and the fact that
¢lox = 0. Observe that the L?-norm square of the moment map is the Yang-
Mills functional A — ||Fa||2, ()" Analogous to the finite dimensional case in
Section 2.1, the gradient of this functional is

grad(A — [|Falks(sy) = Ja(—da(+Fa)) = dyFa.

The group of complex gauge transformations G(P) consists of automor-
phisms of the associated bundle g : Pc — P, which can be viewed as sec-
tions of the bundle P x i GG, where K acts on G by left multiplication. By
the Cartan diffeomorphism (3), a complex gauge transformation g can be
written as ke’s, where k € K(P) and & € I'(X, P(£)). The group G(P) acts
on the space of holomorphic structures on P¢ via pullback. Through the iso-
morphism A(P) — C(P) the action of G(P) on C(P) pulls back to an action
on A(P). The isomorphism A(P) — C(P) is K(P)-equivariant and so the
complexified gauge group action on A(P) extends the action of the unitary
gauge group K(P). For any £ € I'(X, P(¢)), the infinitesimal action of i¢ on
a connection A is —d € o jx, which is equal to J4(—d4§) and can also be
re-written as xda&.

2.3. Gauged holomorphic maps

The concept of J-holomorphic curves extends to the equivariant setting by
introducing a connection into the picture. A gauged holomorphic map from
P to X is a pair (A,u) consisting of a connection A on P and a section
u : ¥ — P(X) that is holomorphic with respect to 4. The space of gauged
holomorphic maps from the principal bundle P — ¥ to target X is called
H(P, X). The group of complex gauge transformations G(P) acts on gauged
holomorphic pairs diagonally: g(A,u) = (g(A),gu). We remark that this
action preserves holomorphicity because 59( a(gu) = (go 0a09 Y (gu) =
g(0au).

Analogous to the space of connections, the action of unitary gauge trans-
formations on the space of pairs (A4,u) in A(P) x I'(X, P(X)) is formally
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Hamiltonian. We say ‘formal’ because we have not given this space a mani-
fold structure. The symplectic form is

((a1,&1), (a2,82)) = /E(al A ag + wx (&1, &)dvoly),

whete (a5,€5) €T 4.1y (A(P) x T(P(X)) =0(S, P(£) xT(S, u*T*" X). The
formal moment map for the K(P)g-action is

A(P) x T(S, P(X)) = T(, P(€), (A, u) — Fay = +Fy + ®(w).

Since ® is K-equivariant, it induces a map P(X) — P(f), which is also
denoted @, so that ®(u) in the above definition is a section of P(£) — X.

Analogous to the finite-dimensional case and the case of the space of
connections A(P), we consider the norm square of the moment map (A, u) —
||FA,uH%2(g)- The gradient at (A, u) is

(6) Jau) (Faw) apyxrpx)) = (daFau, Jx (Fau)u)-

This justifies the right hand side of the heat flow equation (2). We recall
the notation that given & € T'(P(£)), &, € w*T"*"*P(X) denotes the action
of § on the image of u, i.e. for z € ¥, £,(2) = £(2)y(z)- The gradient flow
preserves G orbits and so it preserves H(P, X).

3. Heat flow
3.1. Existence of trajectories on compact target manifold

In this section, we prove the long-term existence of the gradient flow of
the vortex functional, given by (2), when the target is a compact Kéhler
Hamiltonian manifold.

3.1.1. Setting up the system of equations for gradient flow. If
t — (A¢,ug) is a solution of the system (2), then the time-dependent P(¥)-
valued O-form Fy, ,, := *F4, + ®(u;) satisfies

d d d
—F = —A *dd | —
ap A = *da, (dt t> T upd (dtut>
= _d*AtdAtFAt,Ut + u;dé(_J<FAmut)Ut)7

where d := —* dy,* is the formal adjoint of d4,. For a connection A, the
Hodge Laplacian is defined as Ay = d%d s + dad’y. For O-forms, dds = Ay,
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which is an elliptic operator. Writing F}; := Fy, 4,, the above equation is
equivalent to

dF;

Except for the non-linear term u;d®(J(F;)y,), (7) is parabolic. Roughly
speaking, once we solve this equation in F', A; is given by Ag — fg *¥dAF Ay,
and wu; is obtained by integrating the vector field (F4, y,)y,. But unfortu-
nately, A; occurs in the term fg *da, Fa,u, and Ay, uy occur in the equation
in F;. Hence, we need to solve the three equations ((2) and (7)) as a coupled
System.

We know, if (A, u¢) is a solution of (2), then (A, Fa, u,,us) is a solution
of

d
— Ut = J(Ft)ut .

d d
(8) —A; = xduF, -

7 %Ft = —d},da Fy — u;d®J(Fy)y,,
with initial data at t = 0 given by (Ao, Fa, u,, t0). Note that F; € I'(X, P(¥))
is an independent variable in this system, whereas F4, denotes the curvature
of the connection A; and Fy, ,, = *Fa, + u;® € I'(X, P(¥)).

Remark 3.1. A solution (A¢, Fy,ut) of (8) whose initial value (Ao, Fo, uo)
satisfies Fy = Fa, 4, Will satisfy F; = F, ,, for all time ¢.

We use Ag as the base connection, and write the connection A; on P as
Ag + ag, where a; € QY(2, P(¥)). In an analogous way, write u; = expy, &t
where & € I'(3, uf TV P(X)). Then, the system (8) becomes

d
(9) gat — *dAoFt = *[CLt, Ft]

d
%Ft + AAOFt == —u:d(bJ(Ft)ut - *[at A *dAOFt] - [djloat, Ft]

— x[ay A *[ayg, Fy]]

9 &= —(dexp,, ) (€) " ((F))

with initial conditions ag = 0, Fy = *F4, u,, o = 0. The advantage of writing
the system this way is that now, a, F' and £ are just time-dependent sections
of vector bundles over . We next explain the expression (dexp)(£)~! in the
last equation.
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Remark 3.2. (Injectivity radius) The exponential map on X defines for
every s € 3, a map exp,,(s) : Tu,(s)X — X, and its derivative dexp,, 5 (§) :
Lo X — Texpuo ¢(s)X for every tangent vector § € T, (5)X. The inverse of
the derivative d exp,,, (4 (§ )~1 is well-defined if the derivative is injective. For

that to be the case, we ensure

1€llco < injx,

where inj y is the injectivity radius of X, which we now define. The injectiv-
ity radius at a point x € X, denoted by injy(z), is the radius of the largest
ball around the origin in 7, X on which the exponential map is a diffeomor-
phism. Taking infimum over all of X, we obtain injy := inf,cx injy (z). For
a compact manifold injy > 0.

3.1.2. Description of Sobolev spaces. To show the existence of a so-
lution, we work in Sobolev spaces of sections of vector bundles. The vector
bundles are of the type F := AF(T*Y) ® P(£). A covariant derivative on F is
determined by a choice of connection A on P and the Levi-Civita connection
on 3, and we denote it by V4. For a non-negative integer s, we denote by
H3(I'(X,E)) or H*(X, E) the completion of the space of sections I'(3, E)
under the Sobolev norm

s 1/2
(10) ol ey = (Z /E |v34a|2) .
=0

To solve the evolution equations, we introduce mixed Sobolev completions
of time-dependent sections. For any real r, s, T >0, H"*([0,T] x ¥, E),
also referred to as H™® or H"(H?), is the space of (equivalence classes of)
time-dependent sections that are in Sobolev class H" in time and H?® in
space. When r and s are non-negative integers, H™* is the completion of
C*°([0,T] x ¥, FE) under the norm

1/2

r s d
A —(r—t
lolid, = S0 ST Vol oy
1=0 j=0

For other exponents, the spaces H™* are defined by interpolation and du-
ality. For negative Sobolev exponents, the elements of H™* need not be
almost-everywhere defined sections, they are just distributions. The norm
||I-||rs depends on the base connection A but is equivalent for any choice
of connection, so that the space H™*® is well-defined independent of the
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connection. The base connection need not be smooth. A connection A is
said to be H! if for any smooth connection A’, the difference A — A’ is in
QL (3, P(8)) . If the base connection A is a H!'-connection, then the spaces
H"™* can be defined for s € [—2,2]. Detailed definitions and properties of
these spaces are given in Section 6. A crucial property is that although the
operator norms depend on the choice of base connection, if the curvature
satisfies ||F(A)||z2 < k, the operator norms are bounded by constants de-
pendent only on x and independent of A. To prove the existence of the flow
line starting at (Ao, up), we fix Ag as the base connection for the Sobolev
norms.

Another type of Sobolev space we use is H"([0,7],C°(%, E)) - it is the
space of (equivalence classes of) sections that are in Sobolev-class r in time
and are CY in space. This space has norm

lollr.co == sup|lo || (0,1, E.)-
zZEX

The way this is defined, it is more appropriate to call it C(3, H" ([0, T], F)),
but we call it H"(C) to preserve our convention of having the time-index
outside. This space satisfies the expected embedding properties, for example
H™ < H"(C°) for s > 1, but that is not obvious because the spaces H"* =
H"([0,T),H*(FE)) are defined with the time and space co-ordinates in a
different order. These details will be presented in Section 6.5. This space is
used, for example, when the bundle E is uiTV""P(X), where it is useful to
have operator norms be independent of the derivatives of the map wuyg.

We next define the Banach space in which we solve the system of equa-
tions (9). With initial value F(0) € L*(%, P(¥)), we expect to solve for F

in spaces of the type Hz7"72"([0,T] x ¥, P(£)) (see Lemma 6.33). We fix a
small constant € € (0,1/16). The system (9) is solved in the Banach space

U(T) = {(a, F.€)|a € H'/**(H'">),
Fe H1/2+€(H726) N H71/2+6(H§—26)’£ e H1/2+E(CO)}'

For s > 1, H3(%, E) is defined as the subspace of H*(X, E) consisting of
sections that vanish on the boundary of Y. From this point onward, for
brevity of notation, we drop the subscript ¢ from the time-dependent sections
a, I and £. We will prove:

Proposition 3.3. Let (Ag,up) € A(P) g x I'(E, P(X))co be a gauged map.
Then for any k > 0 there exists to(k) > 0 such that if ||[Fa,| 2 < k then the
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initial value problem (9) has a unique solution (a, F,¢) € CY([0,t0], H x
L? x 09).

With this Proposition, we can prove the existence of a unique solution
for the flow equation for all time.

Corollary 3.4. Suppose the target manifold X is compact. Let (Ag,up) €
A(P)gr x T(X, P(X))co be a gauged map. Then, the initial value prob-
lem (2) has a unique solution for all time (Ay,ur) € CP ([0, 00), A(P) g x
I'(X, P(X))co).

Proof. By compactness of 3, for any gauged map (A,u), there is a uni-
form bound on the moment map term: ||u*®||z> < [|®|co Vol(X) < c. There-
fore, the norm of the curvature differs from the vortex functional by a
constant at most: ||Fal/z> < ||Faullz2 + ¢. Applying Proposition 3.3 with
k= ||FagullL2 + ¢, we get the flow for a time interval [0, to], with (Ay,, u,) €
H' x C°. The vortex functional ||Fy,.,|%. decreases along the flow line
(At ur), and so, |[Fa, w, |z < [[Fagullzz. Since [[Fa, L2 < K, we can get
flow for the time interval [to, 2¢o] starting from the pair (A4, us,). The pro-
cess is repeated to get the flow line for all time ¢ € [0, 00). O

To prove Proposition 3.3, we define certain Banach spaces needed to state
intermediate results. The first one Up(T') is a subspace of U(T') consisting
of sections that vanish at t = 0.

Up(T) = {(a, F,&)|a € HY > (H'),
Fe H113/2+€(H_25) n 171—1/2+e(Héz)—25)7£ c H]13/2+E(CO)}
W(T) = {(a, F,€)|a € HV/*T¢(H'72) F ¢ H~'/>T¢(H %),
¢ e H—1/2+e(00)}
X = {(ao, Fy,&)lao € H', Fy € H®, & € C°}
Notation 3.5. We call x := (a, F,&) and z; := (a;, F;, ;).

3.1.3. Outline of proof of Proposition 3.3. The terms in the system
(9) can be broken into 2 parts - the leading order terms and the rest. The
leading order terms form an operator

L:U(T) — W(T)

d d d
(CL,F,&) = (dta_ *dAoF7 (dt +AA0) F’ dtf) .
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When restricted to Up(T'), this operator is invertible (see Lemma 3.6).
The terms in the right hand side of (9) form a non-linear operator @ :
U(T) — W(T). We break up the solution into 2 parts x = x1 + 2, the first
is an approximate solution and the second is a correction. The approximate
solution 1 is in U(T) and satisfies Lz1 = 0, 1(0) = zp and can be found
uniquely (see Lemma 3.7). The correction x3 is in Up(T') and satisfies

Lxy = Q(l’l + .TQ).

The existence of a unique value of xo is proved for small T" using implicit
function theorem.

Let M denote the operator whose input is the initial value xg = (ag, Fo,
&o) and output is the approximate solution z1 = (a1, F1,&1). That is,

M:X = U(T), (ag, Fy,&) — (a1, Fi,&)

where x1(0) = xp and L(aq, F1,&1) = 0.
The terms in @ are split into @1, @2, Q3 in a way that they have a
linear, quadratic and cubic bound on them respectively. (See Lemma 3.8.)

Q:U(M) —=W(T) Q=Q1+Q2+Qs

Q1 : (a,F. &) — (0, —upd®(JF,,), JFy,)

Q2 : (a, F, &) — (x[a, F], — % [a A xd 4, F]
— [d4,a, F] = ((expy, §)"dO(J Fexp, ¢) — ugd®(J Fy,)),
— ((dexpy, &) (I Fexp, ) = T Fuy)

Qs : (a, F,&) — (0, — x [a A x[a, F]],0)

3.1.4. Bounds on L, M and Q. The next 3 Lemmas prove that L,
M, @ are well-defined operators and that they satisfy certain bounds, given
IIF(Ap)|lz2 < k. The constants in these bounds, denoted by ¢, are indepen-
dent of (Ag,up), T and depend only on k.

Lemma 3.6. The operator L :Up(T) — W(T) is invertible. For any k,
there exists a constant ¢, such that if |F(Ao)||2 < k then ||L7Y] < c,.

Proof. In matrix form,

4 —xdy, 0
L=[0 £+A4 0
0 0 4
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The operators

d 1/24€1-2 —1/2+€,1-2 d 1/24¢, 0 —1/2+€ ;0
gp T s P P = ()
have as their inverse the integration operator fo defined on the respective

spaces, which is bounded by ¢, using Lemma 6.21. The operator % + Ay, :

H]13/2+E’_2E N H51/2+E,2—26 = F—1/2+€6,—2€

Lemma 6.35.
Last, we look at *da,. The operator V4, : H>72¢ — H'72¢ has norm
bounded by ¢, for all ¢t € [0,7] (using (40)). This induces

has an inverse with norm < ¢, by

)

VAO . H71/2+6,272€ N H71/2+E,1726

with the same bound on the norm (see (49)). On 0-forms, V4, = d4, and
so |[*xda, | < k. O

Lemma 3.7. The operator M is well-defined. For any x > 0, there exists
a constant c,, such that if |F(Ao)||r2 <k, [|M]| < ¢.T°.

Proof. By Lemma 6.33, given Fy € L?, the system

d
%Fl_FdZUdAoFl =0, Fl(O) =Fy

. . _ —1/2+€,2—-2 e
has a unique solution Fj € HY2te=2en g [2+e2-2 satisfyin
q 9 ymg
||F1|’Hl/2+é,7260H71/2+é,2725 § C.%HFOHHO-

Define a;(t) := ag + fg «d g, F1. Then,

t
/ *dAOFl
0

because ||da,|| < 2||V4,|l < ¢ by (40) and fot has norm < ¢ by Lemma 6.21.
So,

< CNHFl H*%+6,2726
%+E,1—2E

larllz4e1-2e < enlllaolla + (1 Follmro)-

Finally, since %1 =0, we set & (t) = &, and ||§1||%+6700 < ¢||&o||co for some

constant c. O
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Lemma 3.8. Let x = (a,F,§). Assume ||£]|co < injy (see Remark 3.2).
Then, Q : U(T) — W(T) is a well-defined map. It is differentiable so that
dQ(x) : U(T) — W(T) is a linear map for each x € U(T). If || F(Ao)||12 < K,
there exist constants c,, so that

[Quellw < exT % |zlly, |Qa(x)llw < e 22|,

1
1Q3(2) lw < e 7|7
The derivatives satisfy

1dQ1 ()] < e T272%, 1dQa(2)|| < cxT27%(1 + ||z|lvr),
1dQs ()| < exT>%||z]|3.

Putting them together,
1Q@)llw < exT> (L + |lzllf),  1dQ@)I| < exT>">(1 + ||z[|7)-

Proof. The terms [a, F], [da,a, F], [a,da,F| and [a, [a, F]] are polynomials
of a, F' and their derivatives. Consider [a, F] The term a is in H yhel-2e
and by interpolation, F is in H%! (see Corollary 6.37). By the multiplica-
tion theorem (53), [a, F] is in H~“2¢ which embeds into H~ 1“2 The

embedding has norm ¢, Tz ~2¢ (48). We have

1_ 1_
e, F1I -1 e —2e < exT= [, Flll—e~2¢ < T2 *(all1 e 1 ac| Flloa

< e, T 7%z

That the constants depend only on x follows from Proposition 6.14. The
other polynomial terms are bounded the same way. A bound on the deriva-
tives for these terms is obvious : for example,

1_ 1_
ldfa, P11 ye2e < exT27*(lalls 12 + 1Flloa) < el |z]lv.

To discuss the other terms, which are not polynomial, we define an opera-
tor: for any map u € C°(%, P(X)), let X, : T(%, P(£)) — I(Z, u* TV P(X))
be given by & — J&,. The terms uid®(JF,,) and JF,, are obtained by
the action of linear bundle maps d®,, o X,, and X, respectively on F.
For example, the first of these terms ujd®F,, can be seen as the tensor
product of the sections d®,, o X, and F. The first factor d® o X, is in
L?(%, P(End £)) and the norm is independent of ug. Further, since it is time
independent d® o X,,, € H'?. As earlier F € H%!. By the multiplication
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theorem (53), uid®F,, € H "% — H~ 31472 The operator norm picks
1
up a factor of ¢, T272¢ from the last inclusion.
The remaining two terms

((expy, §)"d®(J Fexp, ) — ugd®(JFy,)), (dexpy, €)' (JFexp, €) = T Fuy)

require Corollary 7.3, which is a result on composition of functions in the
space H %“(CO). Section 7 explains this result in detail. Consider the first of
these terms. The bundle map £ +— (d® o Xexp, ¢ — d® o X,,) is continuous
and by Corollary 7.3, it induces a map

H=t(CO)(3, P(8)) — Hz1¢(C%)(Z, P(End¥)).
S0 (d® © Xexp, ¢ — d® o X,,) € H2F(C)(P(Endt)) and
1d® 0 Xexp, & —d® o Xy, |14 00 < cll€ll1yc oo,

where ¢, is independent of ug. By compactness of X, d® o Xexpuo ¢—dPo
Xy, 1s in Hzte0, Multiplying by F € H%!, we get the result

((expy, §)*dP(J Fexp, ) — ugd®(JF,,)) € H™O72 o Hoatem
and
1((expy, €)% d®(J Fuxyp, ¢) — ugd® (T Fuy))l|_s4c o
< 027 ((expy, €) AP (T Faxp, &) — ugd®(J Fyy))|| e
< CnTéikHd(I) © XeXpuoﬁ —d®o Xu()HéJre,COHFHO,l

1_ 1_
< 5 €] 1ol Flloa < exT> |l

Similarly, for the second term ((dexp,, &)~ *(J Fexp, &) = JFu,),

l(dexpy, ©)7" 0 Xexp,, ¢ ~ Xugllsscon < call€lls oo

Applying interpolation (Corollary 6.37), followed by Sobolev embedding
(42), F € H=%'2¢ — [ =¢(C?). By multiplication Theorem (65),

(dexp(€) ™" 0 Xexp, ¢ — Xup)F € H(C”) = H2T(C).

Corollary 7.3 also gives differentiability and a bound on the derivative for
these terms. 0
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3.1.5. Existence of flow in a uniform time interval [0, to(k)]. We
now prove Proposition 3.3, which is the main result of Section 3.1.

Proof of Proposition 3.3. The proof of the existence statement in Proposi-
tion 3.3 is by an application of implicit function theorem (Proposition A.1)
and is similar to Rade’s proof in [34]. To show the existence of gradient flow
in a time interval [0, 7], we need to solve

L(a27F27§2) = Q(M(a0> FO:fO) + (a21 F27§2))

for (ag, Fa,&) € Up(T). As earlier, we use the notation x; = (a;, F;,&;) for
i =0,1,2. Recall that z¢g = (ag, Fp, &p) is the initial data for the system (9)
and z1 := Mz( is an approximate solution of (9). In order for the map @
to be well-defined, we need to ensure that the L* norm of £ =& + & is
less than the injectivity radius of X. The construction of M gives & (t) =
& = 0. We next define the various quantities in the hypothesis of Propo-
sition A.1. Let Yy :=Up(T), Yo :=W(T), S(T) := {(az, F2,&) € Up(T) :
[&2llce <injx}, F(z):=—Lx+(Q1+ Q2+ Q3)(Mzo+z) and C:=
|IL71|| = cx. By the definition of S(T'), Q is well-defined on S(T). The set
S(T) is indeed an open neighborhood of the origin in Up(T') because the
map 7 : Up(T) — I'(Z, P(£))co that takes (a, F,€) to £ is continuous (by
Sobolev embedding (50)). Choose a constant 6 > 0 such that Bs C S(T).
For x4 € By,

|[dF (x2) — dF(0)[| = [[dQ(Mwzo + x2) — dQ(Mwo)|
1_2¢
gty (14 |[Maol® + | Mo + 22]?)

1 _4e
< ety (1 [lzoll?).

Proposition A.1 can be applied if
o | dQ(Muzo+19)—dQ(Mag)|| <1/2C, i.e. T>%(||zo|i+1)% < 1/c, and
o [FO)l = Q(Mzo)|| = exT>>(||zol| + 1) < 6/4cx.

Both these conditions can be met by a small enough value of T, that is
dependent only on k. We call this value to(x) and it proves the existence
part of Proposition 3.3.

Next, we prove that there exists a solution with extra regularity a €
CO(HY), F e C%L?)NL*(H') and € € C° as required by the statement
of Proposition 3.3. First, we look at (ai, F1,&1). By Remark 6.34, F; €
C°(L?) N H%!. Since Fy satisfies (% + V4, Va,) F1 =0, we get Fi(t) — Fp =
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Vi, Va, fo Fy € CY9(L?). By elliptic regularity (see Proposition 6.25), fo F e
C(H?). So, ai(t) = ao + J, dy I € CY(H'). It can be checked that Lem-
mas 3.6, 3.7 and 3.8 hold with the following stronger spaces
Uty) = {(a, F,&)|a € H2T'"2* N H»!' F e Hito 2 H 22,
¢ e Hate(C")}
Up(to) = {(a, F,©)la € Hy ™'
¢ e HE™(C))
W(to) = {(a, F.6)la € H- 3+l n g, Fe gite2nm, ",
€€ H3+(C0).

l71 l—"_67_ PR
NHE'  FeH NHp>”,

So, there exists a solution of (9) in U(ty). Using this, we can get im-
proved estimates for the right hand side of (9). For example, a € H ol —
Va,a € HzO. By interpolation F' € Hi—6st2e By the multiplication theo-
rem, [V 4,0, F| € H 3260, Similarly we estimate all terms in the right hand
side of (9) to get

d " —1l 91
aGQ +dAOF2 € Hp*
d % —L1_2¢0
%FQ + VAOVAOFQ S HP4
. . 3_2¢,0 —1 26,2
By parabolic regularity (Lemma 6.35), we get Fy € H}, NHp*
C°(L?). So, F =F + Fye C°(L?). Also, since d¥ Fy e H;ZfQE’l, as €

3
2261

Hp — CO(H'Y). Therefore, a = a3 + az € C°(H?').

Finally, we prove there is a unique solution of (9) in the time interval
[0,to] by contradiction. Suppose x = (a, F,§) and 2’ = (d’, F',&’) are two
solutions to (9) for some ¢y > 0 with the same initial data (ag, Fo, &), ap €
L2, Fy € Hl, & € CO.

aeH%-{-e,l—QeﬂCO(Hl), FGH§+e,—2eﬂH—§+e,2—26ﬁ00(L2)’ feH%*(CO)
a/ c I{%-‘r&,l—?ﬁ7 F/ c Hé—‘re,—QemH—%-i-e,Q—Qe’ &-/ c H%-FG(CO)

Assume x # 2. Let t; be the largest number such that the restrictions of
and 2’ to ¥ x [0, 1] are identical. Since the solutions are in C°([0,#], H' x
L? x C%), (a(ty), F(t1),£(t1)) is well-defined. Then, (a, F,¢) and (a', F', ¢")
solve the initial value problem (9) on X X [t1,to] with initial data (a(t1),
F(t1),&(t1)). Therefore, without loss of generality, we may assume that t; =
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0. We can split = x1 + x2, where Lx; =0, x1(0) = (ag, Fo,&) and x4y €
Up(tp). Similarly 2’ = 2} + 2. Since M is uniquely defined z; = 2. So,
now both x9 and z/, are solutions of Lv = Q(z1 + x) in Up(ty). By Sobolev
embedding, both &, &, € HIEJFE(CO) — O%([0,t0], C?). There exists 0 < t <
to such that [|&5]|co (jo,q,c0) < injx- So, the restrictions of x5 and x5 to Up(t)
are in S(t). The set S(t) C Up(t) is convex and so, by Lemma A.2, z —
—Lz + Q(z1 + x) is injective on S(t). Therefore, xg = f, in Up(t) and this
leads to a contradiction. O

3.2. Smooth flow modulo gauge

We recall from Section 2.3 that gradient flow of the vortex functional pre-
serves the complex gauge orbit of the gauged holomorphic map. Hence, there
is a family of time-dependent complex gauge transformations g; such that

(A, up) = ge(Ao,uo), g: €G,t€[0,00).

Then the system of equations (2) generating the gradient flow (Ay, u;) can
be written as a single equation in g;:

dg: _ .
(11) ﬁgt Y= —iF4u, go=1d.

dt
To write Fy, ,, in terms of g;, we need some preliminaries. We follow Don-
aldson [9].

3.2.1. How curvature transforms under complex gauge transfor-
mations. The transformation relation is derived by working on an associ-
ated vector bundle. First we assume that K = U(n), and define a complex
vector bundle E := P x g C". The standard Hermitian metric on C" is pre-
served by the K-action, and hence the vector bundle E has a Hermitian
metric. A connection A on the principal bundle P induces a unitary connec-
tion on E, which is also denoted by A.

The transformation relation of the curvature is obtained via a corre-
sponding relation on the covariant derivative, which in turn is obtained by
relations on the (0,1) and (1,0) parts of the covariant derivative. We recall
from Section 2.2 that there is a canonical isomorphism between A(P), the
space of connections and C(P), the space of holomorphic structures on Fg.
The action of the complexified gauge group on A(P) is defined by pulling
back the action of G(P) on C(P) via that isomorphism. Further, the holo-
morphic structure on Pg corresponding to the Dolbeault operator 04 also
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induces a Dolbeault operator on the vector bundle E. Therefore, on the
space of sections I'(X, E),

(12) Dgay=godaog™, gegq.

The Hermitian metric on E together with the Riemannian metric on ¥ give
a metric on the spaces Q¥ (¥, E). For any connection A, let (04)* denote the
formal adjoint of 94 under this metric. It satisfies 94 = *(94)**. Applying
this identity to the the connection g(A), we get

(13) gy = (g") T odaog®, A€ AP), geq,

where g* is the adjoint of g under the metric fixed on I'(X, E). By viewing K
and G as matrix groups and using the fact that k*k = Id for k € K, we see
that the element ¢g* lies in G(P). The covariant derivative corresponding to
the connection g(A) is dg(4) = gg(A) + 0y(a)- For g € G, define h(g) := g*g €
G(P). Adding (12) and (13), we get gt odgay0g =0a+h ' 0ds0h. On
vector bundles, the curvature Fy is equal to d124. It transforms as

(14) g o Fyay0g=Fa+da(h'0ah)
=Fy+ h‘l(EAaAh — (5Ah)h_18,4h).

Since K is isomorphic to the structure group of £, Fy(4) is also the curvature
of the connection g(A) on P.

For a general compact Lie group K, there is a U(n) into which it can be
mapped injectively. So, we work on the bundle P x g C". We look upon the
space of K-connections on E as a subset of U(n)-connections. The group
action preserves K-connections, because the infinitesimal action —04¢ is in
0%1(g). All the relations above carry over to the general case.

3.2.2. Gauge-invariant version of the flow equations. Using the
transformation relation (14), the evolution equation (11) can be re-written
as

dh -k . Y f— — *
— L = —2igf Fygy = —2ihy(+Fa, + #9o(hi  (9ohe)) + g7 “ui @gy),

(15) 7

where hy = gj gi. For 0-forms Ay, =d% da,= %000, and so the equation (15)
can be modified to

dh _
(16) b Ap by = —2ihy{xFa, + #(Bohe)hy H(Oohe) + g; tulDge}

dt
h(0) =1d, hlpy =1d.
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We make a few comments about (16) to show that it is indeed the gauge-
invariant version of the flow equation. Firstly, replacing g; by kigs, kt € K
does not alter h;. Secondly, the term g, 1uf dg; is K-invariant — it is un-
changed if u; and g; are replaced by kiu; and k:g; respectively. Lastly, any
time-dependent complex gauge transformation g; that satisfies (g;)*g; = ht
differs from g; by unitary gauge transformations, i.e. g;g, L' e K. In partic-
ular, h; is pointwise positive and self-adjoint. So, g} := v/hs € G(P) is well-
defined and satisfies (g;)*g; = ht. Therefore, given the initial pair (Ao, ug),
9 1uf®gt is a function of h; and is given by the composition

he = gb = Vhe = (9,) " ((g)u0)*®)g,.

A solution h; of the equation (15) gives a solution /7 (Ag, ug) of the gradient
flow equation modulo gauge.

Proposition 3.9. Suppose the gauged map (Ag,ug) is smooth, then the
solution of (16) hy :[0,00) — G is smooth except at the corner {0} x 0%.
Hence the gradient flow (A¢,ur) computed in Corollary 3.4 is smooth modulo
gauge away from the corner {0} x 0.

Proof of Proposition 3.9. We use the following Banach space:
£k7p = LP/Q([Oa tO]: ka(z:? P(G))) n WLp/Q([Ov to], Lp(z> P(G)))>

where P(G) is the associated bundle P X G and K acts on G by conju-
gation. The groups K and G are viewed as matrix groups so that P x g G
is a subbundle of a vector bundle. The W¥*P-completion of the space of
sections is defined as in (19) below. The proof of the Proposition is by a
bootstrapping argument using the following two observations.

Observation 1. Let s >2, p>2 and § € (0, % — %) be such that there
is an integer in the interval [§ — 144, 3] (and hence also in the inter-
val [s — 24 20, s]). Suppose h € L5P([0,T] x X), then the rhs of (16) is in
L£572+202(]0, T] x ¥). The reason is as follows. By the presence of an inte-
ger in the interval [§ — 1+ 4, 5], the smooth term g, 'uj®g; is in L£572F20P
by Corollary 7.6. Next consider the term *(0gh¢)h; ' (doht). By interpola-
tion, hy is in W9/2-140P ([0, T], W?~20P) | therefore the derivatives dyh; and
Oohy are continuous (or above Sobolev borderline) and can be multiplied
using Proposition A.3. This implies h; € W#/2-1492([0, T], L?). The other
part that hy is in LP([0, T], W*=2+29P) is similar and easier.
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Observation 2. Suppose % <k<s+2,heLFP(0,T] x ¥) and the r.h.s.
of the equation (16) is in £%P([0,7] x ¥). Then for any 0 < a < T, h €
L*+2P(]0,a] x ¥) by parabolic regularity (Theorem, p.96, [20]).

We first show that h € £*P for some p > 3. From the proof of Proposi-
tion 3.3, Fa, u, € H‘§+E(H2*2€). Then, by Lemma 3.11, there is a solution
of the equation (11) g, € Hz1¢([0,%o], G(P) -2 ). Recall that ¢ € (0,1/16)
is a fixed number. By the multiplication Theorem (see (53)),

(17) he = gige € H2T([0,to], H* (X, P x i G))

and h; is the solution of the gauge-invariant equation (16). We first show that
the r.h.s. of equation (16) is in £%?. The term g;lu;f(I)gt, which is produced
by the action of a smooth bundle map on hy, is in £%P using Corollary 7.5.
By Sobolev multiplication *(9ghy)h; *(Oohy) is in H ste1-4¢ and hence it is
in £%P by Sobolev embedding. Further, by Sobolev embedding, h; is in £
for some p > 3 and s € (I%, %) Now Observation 2 from above is applicable,
and we have h € L?P.

We use induction to show that the solution h is smooth away from
the corner {0} x 9%. Suppose k > 2 is an integer multiple of % If he
LFP([, T] x £), where p >3, then the the r.h.s. of (16) is in h €
LF=12/T2 ([0, T] x ) and by parabolic bootstrapping h is in £F2/TP([o/, T x
¥) for any o < o/ < T. From Step 1, we know that h € £L>P. Therefore by
induction A is smooth on (0,00) x ¥. Smoothness on {0} x int(X) can be
shown as in Hamilton’s proof (Theorem, p.119 [20]). O

Remark 3.10. For the solution of the heat equation to be smooth at the
corner {0} x ¥, an infinite number of compatibility conditions have to be
satisfied at that corner (see Remark, p.365 in Evans [13]). In our case, with-
out any condition h is continuous at the corner. If Fy, 4, |ox = 0, then h
would be differentiable. For higher differentiability, we would require an ap-
propriate number of normal derivatives of Fly, ., to vanish at the boundary.

The following Lemma is used in the proof of Proposition 3.9.

Lemma 3.11. Suppose s>1, r€(—3,3), T>0 and F, € H"(0,T],
H*(X,P(®))) be a time-dependent section. Then, g; defined by (11) is in
HA(0,T),6(P) ).

Proof. We first prove the result when F' is small. In particular, we show that
there is a constant & such that if ||F||g- (s < 6, then g € H""1(H®). We
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view K and G as matrix groups, so that g; can be viewed as a section of
a vector bundle. The proof is by an implicit function theorem argument on
the operator

d
(18) F: Hy7(0,7), H(G(P)) — H'(0,T).H* (2. P(e)), g+ 5lg"
As in Section 3.1, HI';H is the subspace of H"*! that consists of sections
vanishing at ¢ = 0. Both differentiation and multiplication are smooth op-
erations between appropriate Sobolev spaces, so (18) is differentiable. Its
linearization at g = gg is

DFy, - HPH ([0, T, H* (%, P(g))) = H'(10,T], H*(S, P(g))).
€ 1€ WG+ B where & = gy
dt 70 dt’ 0

The time differentiation operator % :H ITDH — HT" is invertible, whose inverse
is the integral fo by Lemma 6.21. Suppose the norm of the integral operator
is bounded by a constant C'. So, we have DJFyq is invertible and has inverse
bounded by C'. There is a constant 6 > 0 such that if |[go — Id||gr+1(g+) <
4C9, then,

d(gy " d
1D &)~ DF© Nl < €%+ (e, S

‘HT(HS)
1
< %Hfumﬂ(m)-

Then, by the implicit function theorem (Proposition A.1) if || F|| gy < 6,
there is a unique g such that g(0) = Id, ||g — Id||gr+1(g+) < 4C§ and F(g) =
1F'. By using the norm of time-dependent sections as in Definition 6.16, the
norms of the differentiation, integration and multiplication operators are
independent of the length T of the time interval, and therefore the constants
6 and C' are independent of 7.

Finally, we prove the result for any F' € H"(H?*(%, g)). The interval [0, T']
can be split up into a finite number of sub-intervals 0 =ty <t; < --- <, =
T, on each of which the norm of ||F|[g-(g+) is less than §. On each sub-
interval, we can find g; € Hp M ([ti—1,t;], H®) such that %g;l = (iF)
and g¢;(0) = Id. Then, we define g

[ti—1,t]
tioa,ts] = 9i9i—1(ti—1) - -~ g1(t1). O
Proof of Theorem 1.1. The existence of the flow line (A4, u;) is proved by

Corollary 3.4. Regularity modulo gauge for this flow line is proved by Propo-
sition 3.9. O
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4. Convergence

In this section, we prove all the results regarding convergence of heat flow
trajectories. Theorem 1.2 is proved in Section 4.2, Theorems 1.3 and 1.4 are
proved in Section 4.3 .

4.1. Some results about gauge transformations

We recall from Section 2 that complex gauge transformations act on the
space of connections and holomorphic maps. If these spaces have a Banach
manifold structure, the actions are smooth. Suppose P is a principal bundle.
In order to define Sobolev norms, we fix a smooth connection A € A(P) for
the rest of Section 4. Given a representation K < SO(n), we recall that a
completion of the space of sections I'(X, P x g R™) can be defined under the
WeP-norm:

s
(19) lollfy. =D _IV4olL,, o€ T(S,PxxRY.
=0

Different choices of the connection A would produce equivalent norms. For
k € Z>g and p > 1 the space of W*P-connections, called A*P(P), is the affine
space Ag + QY (3, P(€))ww.», where Ag is any smooth connection. For spaces
above Sobolev borderline, that is, if kp > 2, the Sobolev spaces of maps
['(, P(X))w+» and unitary (resp. complex) gauge transformations ¥ (P)
(resp. GFP(P)) are Banach manifolds. These are modelled on the Banach
spaces I'(3, u*TV" P(X))wrr and T(Z, P(8))wrr (resp. T(Z, P(g))wrs)-
See, for example, Appendix B in Wehrheim’s book [41] for details. The
action of KFP on A*~LP is smooth. The following Lemma from [40] says
that the same can also be said about the action of GF? on AP, along
with some uniform bounds for the action.

Lemma 4.1. (Action of G on A, [40, Lemma 6.4]) Let ¥ be a compact
Riemann surface with metric, possibly with a smooth boundary and P be
a principal K-bundle. Suppose k € Z>q¢ and p > 1 satisfy kp > 2. Complex
gauge transformations in GFP(P) act smoothly on the space of connections
Ak=1p(p),

Let Ag be a smooth connection on P. For any € > 0, there is a constant
C' so that the following is satisfied. For any W*1P connection A = Ay +
a which satisfies ||lallyr-10(x) < € and any § € WkP(3, P(£)) that satisfies
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1€llwer <1,
(20) [(expi§) A = Allwr-rr(m) < CllEllwer(m)-

The next Lemma, which is a standard result, says that the action of
complex gauge transformations G¥P is smooth on the space of sections
I'(E, P(X))kp-

Lemma 4.2. Suppose k € Z>q and p > 1 satisfy kp > 2. The action of com-
plex gauge transformations G*P is smooth on the space of sections
I'(X, P(X))kp-

Proof. For a smooth complex gauge transformation gg and a small enough
constant 1, {e®gg: £ € WFP(Z, P(g)), l€]|kp < 01} is an open set in Gk
and e gg > € is a chart of the Banach manifold. Similarly, for a smooth
map ug : U — X and a small constant 4o,

{expy, ¢+ ICllkp < 02} = ¢ € T(Z,u" TV P(X))yrnr
is a chart of the manifold I'(X, P(X))k p. The map

(21) L(3, P(g)) x T(E, ugT"" P(X)))
5 (§,¢) = ¢1 € (2, (gouo) "T™*" P(X))),

where efgg exXpy, ¢ = €xPy,y, C1, is @ smooth map of sections, that vanishes
on the zero section. Therefore, by Corollary 7.5 below, (21) extends to
a smooth map between WFP-sections. This proves that the map GFP x
I'(%, P(X))kp 2 (9,u) — gu is smooth in the neighborhood of any smooth
pair (go, ug). Since smooth elements form a dense subset of W*? elements
and the constants d1, do can be chosen uniformly, the result is proved. [J

The next two results regarding complex gauge transformations are used
in the proof of Proposition 4.9 and Lemma 5.3.

Lemma 4.3. (Transforming to flat connections, Donaldson [10, Theorem
1]) Let ¥ be a compact Riemann surface with metric and with a non-empty
boundary. Let k € Z>o and p > 1 be such that (k + 1)p > 2. Let A be a WkP-
connection on the trivial bundle ¥ x K. There is a unique s € WETLP(X ¢)
satisfying s|os = 0 such that €A is a flat connection.

Lemma 4.4. (Transforming to flat connections with small complex gauge
transformations, Lemma 4.3 and Remark 4.4 in [40]) Let ¥, k and p be
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as in Lemma 4.3. Let P := % x K be the trivial principal K-bundle on 3.
There are constants c1, ca and ¢y so that the following holds. Let A =d + a
be a connection on P so that a € Q' (X, 8)wer. If |alwessy < c1, there is
a unique & € WETLP(X€) satisfying &lox =0, Fueqa =0 and ||€|lprie <
ol Fallwe s < llallwes.

Further, on any contractible closed set X' C int X3, there is a gauge trans-
formation k € WFHLP(X/ K) so that ke’ A =d on ¥'. The gauge transfor-
mation k is unique up to left multiplication by a constant element in K.

The following result, which is used in Section 4.3, shows that the con-
vergence of a sequence of gauge equivalent connections implies convergence
of the corresponding gauge transformations.

Lemma 4.5. Let P — X be a principal K-bundle over a compact Riemann
surface with metric and let p > 2. Suppose {A; }i is a sequence of connections
converging to Asy in WYP. Further, assume that the connections lie in the
same gauge orbit, i.e. there exists a sequence of gauge transformations k; €
KC2P(P) satisfying ki(Aog) = A;. Then, the sequence {k;}; is bounded in W?P
and has a weak limit koo € W2P(K). Further, Aoo = koo(Ao) and so, it is in
the same gauge orbit as the sequence.

Proof. Denote 6; := k;(Ag) — Aso. We are given 6; — 0 in QY(Z, P(€)) .
as i — 0o. By embedding K in U(n) for some n, we view k; as sections
of vector bundles whose fibers are n x n-matrices. The relation Ay + 0; =
ki(Ao) = (dki)k; ' + k; Aok, ! can be re-written as

(22) dk; = —k;Ag + Asck; + 0;k;.

The terms Ag, A and 6; are bounded in LP. Since K is compact, ||k;||p= is
bounded and so, the right hand side is bounded in LP. This implies that
lki||w» is uniformly bounded. Next, we show that the right hand-side
of (22) is bounded in WP, By Sobolev multiplication (Proposition A.3),

IV(Oiki)ll e < N0:llwo[[VEill Lo + [IVO:l| Lo || Fillwro.

Hence, ||ki0;|lw1.» is uniformly bounded. Similarly k; Ay and Aok; are also
uniformly bounded in W' and therefore by (22), ||k;i||w=» is uniformly
bounded. After passing to a subsequence, k; weakly converges to a limit ko
in W2P and the convergence is strong in C'*. This implies k;(Ag) — koo(Ao)
in LP and so, kso(Ap) = Aco. O
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4.2. Convergence of a subsequence modulo gauge

The convergence behavior of gauged holomorphic maps is similar to the
Gromov convergence of J-holomorphic maps, and relies on a uniform energy
bound. The energy of a gauged map (A, u) on a Riemann surface ¥ is defined
as

1
B(Au) = 2/E|F(A)|2+|<I>ou]2+]d,4u|2dvolg.

Lemma 4.6. (An energy identity, [5, Theorem 3.1]) Let ¥ be a compact
Riemann surface and P a principal K-bundle on it. A pair (A,u) € A(P) x
I'(X, P(X)) satisfies

= 1
(23) E(Au) = / 0au)? + 5] % Fp + ®(u)|?dvoly, + (wx — ®,u),
)

where (wx — ®,u) = [ u'w — d(®(u), A).

The last term (wx — ®,u) in (23) denotes the pairing of equivariant
cohomology and homology. For a closed ¥, the quantity is an invariant of
the homotopy class of (A, u) (see [5]). Therefore the quantity is also inde-
pendent of the choice of A. This topological term is well-defined because
u*w — d{®(u), A) € Q%(P,¥) is equivariant and horizontal, so it descends to
a 2-form on X..

Proposition 4.7. (Energy decreases along gradient flow line) Suppose
(Ag,ug) is the smooth gradient flow modulo gauge computed by Theorem 1.1.
In addition, if the base manifold ¥ has boundary, we assume uy(0%) C
®=1(0). Then, the energy E(A¢,uz) decreases with time t.

Proof. The Proposition is proved using the energy identity (23). The energy
of a holomorphic pair (A, u) is the sum of the vortex functional and the
term [, u*w — d(®(u), A). The vortex functional decreases along the flow
line, so the result is proved by showing that the latter term is constant
along the flow line. For a closed X, the quantity is an invariant of the homo-
topy class of (A, u), and is therefore constant (see [5]). If ¥ has boundary,
we fix a trivialization of the bundle P — 3. Under this trivialization, the
family of maps is u; : ¥ — X, and there is a family of complex gauge trans-
formations g; : ¥ — G such that giug = us and g¢|gs, = Id. Therefore, u¢|ox
is time-dependent and so, fz ujw is time independent. The remaining part
of the term [, d(®(u), A), which is equal to [,(®(u), A) vanishes, because
@ (ut)|oxn = 0 for all ¢. O
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The convergence result, Theorem 1.2 (2), is proved using the follow-
ing local result on convergence of gauged holomorphic maps away from the
bubbling set.

Definition 4.8. (Bubbling set) Suppose (A;,u;) is a sequence of gauged
holomorphic maps defined on a Riemann surface ¥. A point z € int 3 is in
the bubbling set of the sequence (A;, ;) if and only if there is a sequence of
points z; in ¥ converging to z which satisfy |d4,u;(z;)| — oo as i — oo.

Proposition 4.9. (A local convergence result for gauged holomorphic maps)
Suppose U is a contractible compact connected Riemann surface with metric
and P := U x K is the trivial principal K-bundle. Suppose (A;,u;) € H? x
H? is a sequence of gauged holomorphic maps with a uniform energy bound
E(A;,u;) < k. Further, we are given that A; converges weakly to a limit
connection Aso in H?(U). Then, there is a subsequence of (A;,u;) (also
denoted by (Aj;,u;) ), for which the bubbling set Z C int(U) is finite and there
is a limit map us : int(U) — X that satisfies da_too = 0 and such that u;
converges to us, weakly in H3(S) for any compact subset S C U\(Z U 9U).

Proof of Proposition 4.9. First, by a sequence of converging complex gauge
transformations, we transform the connections A; to trivial connections. We
observe that after passing to a subsequence, the weak convergence 4; — A
in H%(U) implies strong convergence in the norm W1P(U) for any p > 2.
By Donaldson’s result (Lemma 4.3), there is a complex gauge transforma-
tion e on U, where s € W2P(U,¥), slsgy =0 and F.i.s_ = 0. Since the
action of complex gauge transformations on the space of connections is
smooth (Lemma 4.1), the sequence e A; converges to A, strongly in
WLP(U). Since the curvature map A+ F4 is a continuous map between
the spaces WP — LP. the sequence of curvatures Fli. 4, converges to zero
in LP(U). Next, by Lemma 4.4, there exists a sequence §; that converges to
zero in W2P(U) that satisfies &gy = 0 and such that Fic 0.4, = 0. Using
the convergence & — 0 in W?2P(U), we continue to have e®ie?®A; — e/ A,
in WHP(U). Fix a point p € U. Again using Lemma 4.4, there is a unique
sequence of unitary gauge transformations k; € W2P(%, K), for all 4 includ-
ing i = 0o, such that k;e’sie? A; is the trivial connection and k;(p) = Id. By
a bootstrapping procedure using the transformation relation (5), we can see
that k; converges to ko, in W2P(U). We denote the cumulative complex
gauge transformations as g; := ke'iets and Joo = koo€®. The sequence gi
converges to goo in W2P(U).
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The transformed gauged holomorphic maps are just J-holomorphic maps
to the target on which Gromov convergence results apply. Since the connec-
tions g;A; are trivial, the holomorphicity condition reduces to d(g;u;) = 0,
i.e. u; : U — X are holomorphic maps. By elliptic regularity, g;u; is smooth
on int(U). Energy of gauged holomorphic maps also transforms continu-
ously under W?2P complex gauge transformations. Therefore we have a uni-
form bound on E(g;A;, giu;), which implies a uniform bound on the quantity
||du; ||%2(U)7 which is the energy of a holomorphic map as in McDuff-Salamon
[28]. The convergence modulo bubbling for holomorphic maps [28, Lemma
4.6.1] is now applicable. Therefore, there is a subsequence of g;u;, a finite
set Z' C int(U) and a limit map u’_ such that

1) a point z € Z' if and only if there is a sequence z; — z such that
|d(giui)(zi)| = oo as i — 0.

2) On any compact subset S C U\(Z" U dU), the sequence g;u; converges
smoothly to ul,.

Finally, we reverse the complex gauge transformations g;. By the con-
tinuous action of complex gauge transformations on holomorphic maps, we
can conclude that the bubbling set Z of the sequence (A;, u;) coincides with
Z' and that the conclusions of the Lemma hold with s, := g3 lul,. We ex-
plain in more detail why Z is equal to Z’. The connections A; are bounded
in H? and hence in C% by the Sobolev embedding H2(U) < C°(U). By
the compactness of the target space, the term (A4;),, is uniformly bounded
in C°. Then, by the relation d4,u; = du; + (A;)y,, we can say that for any
sequence of points z; in U, the sequence |du;(z;)| is unbounded exactly when
|da,ui(2;)| is unbounded. Next, we have the relation

d(giu;) = (dgig; " )u, + gidu,.

The first term in the r.h.s. is uniformly bounded in C° because of a bound
on ||g;||w=» and by compactness of the target X. The uniform C° bound on
g; also implies that at any point z € U, the point-wise norms |g;du;(z)| and
|du;(z)| differ by a multiplicative factor that is uniformly bounded above
and below. This proves that Z = 7. O

We now prove parts (1), (2) and (4) of Theorem 1.2. Part (3) is proved
along with Theorem 1.3 in Section 4.3.
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Proof of Theorem 1.2 (1), (2), (4). Part (1) is a convergence result for con-
nections which is proved using Uhlenbeck compactness theorem and an en-
ergy bound on the heat flow. Let (A, @) € CP_([0,00), H x C°) be the so-
lution of the gradient flow equation (2). Further, let (A, u;) be the smooth
solution of the flow equation modulo gauge. Recall from the proof of Theo-
rem 1.1 that (A, ug) is related to (flt, i) by a family of H? gauge transfor-

mations. Let F} = «F(A;) + ®(a;). By the heat flow equation (8),
d, = 2 r- * r- ~x r-
£\|Ft||L2 = Z<Ft,dAtdAtFt+Utd¢(JFt)at>dV012-
The quantities involved are gauge-invariant, so we can write
d 2 * *
%”Fth = Z(Ft,dAtalAtFt—|—utd<I>(JFt)ut>dvolg

— lda Fol2: + /E 0x(F)u,, (Fy)u, )dvols.

In the above calculation, the boundary term [, (Fy,da,Fy) vanishes. The
quantity ||Fy||zz is positive and decreasing. So, one can choose a sequence
{t;}i (t; = 00 as i — 00), such that

(24) Ida,, Ft,

25 [1(F s, |lrz — 0 as i — oc.

We replace the subscripts ¢; by i. By Proposition 4.7, the energy of the
sequence F(A;,u;) is bounded, which implies ||da,u;||r2 < ¢ for all i. The
L?-bound on da, F; from (24) implies that sup;||da, * Fa,| 12 < co. Then, we
can apply Uhlenbeck compactness (Proposition A.4) and obtain a sequence
of gauge transformations {k;}; in H3(K), such that k;(A;) converges weakly
to Ay in H? and strongly in WP, because of the compact embedding
H? — Whp.

We now show convergence of the maps k;u;. We know that the connec-
tions k; A; converge to a limit connection weakly in H?(X) and the energy
of the gauged maps (A4;,u;) is bounded. We choose a finite cover of ¥ by
contractible compact sets {Uy taca with smooth boundary. On any of these
subsets U,, we can apply the local convergence result Proposition 4.9 on the
sequence k;(A;, u;)|u,. The conclusion of Proposition 4.9 is that after pass-
ing to a subsequence, the bubbling set Z C int(U,) of k;u; is finite and there
is a limit map us : int(U,) — X such that k;u; converges to us weakly in
H3(S) for all compact subsets S C U, \(Z U dU,). By applying on U, for
all @ € A and successively passing to subsequences of k;(A;, u;), we obtain
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a finite bubbling set Z C int(X) and a limit us : int(3) — X such that k;u;
converges to s, weakly in H3(S) for all compact subsets S C ¥\(Z U 9%).
This proves part (2) of the Theorem.

We now prove part (4) of the Theorem. We remark that for the case
when ¥ has boundary, we have defined u., only in the interior of . While
proving part (3) later, we will show that ue, extends to the boundary. But
for now uoo\int(g) is enough to prove part (4), as we will only prove the
relations da__Foo = 0 and (Fi)y., = 0 weakly. Denote (A%, u}) := ki(Ai, u;)

RNt

and F := Ady, F; = «F(A]) + ®(u}). Consider the sequence ®(u}) in LP

[@(w;) — @ (too)lLo(zy < [[@(w;) — (Uoo)| Lo (2\B. (zUGE))
+ 12 (u;) || L (B, (z00s)) + 12 (too) Lo (B.(zU5E)) -

Since, ||®||z~ is bounded, the second and third terms can be made small
by taking small enough e. From (2), we have u} — uy in LP(X\B.(Z)).
Therefore ®(u}) — ®(us) in LP. The sequence F(A]) converges to F(Ax)
in LP as A, — As in WP, Adding, we get F] — F. in LP. We know from
earlier in the proof, that || F}||z is uniformly bounded. Hence, after passing
to a subsequence, F/ converges to a limit weakly in H I and strongly in L?.
This limit must be F,, and therefore dAgFi’ —da_Fy in L?. Further, by
the convergence in (24), we have da_ F = 0.

It remains to show (x¥Fy ), = 0, for which we work on local trivializa-
tions of the bundle P. Let S C ¥\ (Z U 9%) be a compact set on which P is
trivializable. Then, u} is a map from S to X. Since u} — us in C°(S), we
can take S small enough that for any 4, u/(S) C V and V is a chart of X
that is bi-holomorphic to a subset of C". Therefore, we may view u} as a
map from S to C". Define a map

(25) L:S— Hom(t,C")  z— (€ &).

The map L is smooth and (Fj),, can be written as (L o u})F;. Since L o uj
converges to L o Uy in C” and F] converges to Fi in LP, we get (F)y —
(Foo)u,, in LP(S). By the convergence in (24), (Fso)y,, = 0 on S and hence
on ¥\(Z U 0%). That means (Fuo)y,, = 0 almost everywhere on ¥ and this
proves the result. O

In the process of proving part (2) of Theorem 1.2 for closed base man-
ifolds, we have proved the following statement for the case when 3 has
boundary.
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Proposition 4.10. Assume the setting of Theorem 1.2. Suppose {t;}; be
the sequence of increasing time points and k; the sequence of gauge transfor-
mations from the conclusion of Theorem 1.2 part (1). Then, after passing
to a subsequence, there is a finite bubbling set Z C int(X) and a limit map
Uso : INt(X) = P(X) such that kyuy, converges to us weakly in H3(S) for
any compact set S C YX\(0X U Z). Further, Fso := %F4_ + ®(us) = 0.

Proof. All the statements except Fi, = 0 have been proved in the process of
proving Theorem 1.2, part (2). For this, we recall from the proof of part (4)
of Theorem 1.2 that F,, is the weak H!(X)-limit of the sequence F;. The
boundary trace map

HY(Z,E) — HY?2(0%, Elps) o0 — olos

is continuous. Since F! = 0 on the boundary for all i, Fiy is also zero on the
boundary. Further, by Theorem 1.2(4), we know that d4_ Fixo = 0, therefore
Fsx=0o0n X. Il

4.3. Unique limit of heat flow

In this Section, we prove Theorems 1.3 and 1.4, which say that if the base
manifold has boundary, or if the limit map takes the generic point to the
semistable locus, then the heat flow trajectory has a unique limit up to
gauge transformations. Furthermore, the limit lies in the complex gauge
orbit containing the flow line. We first discuss the additional assumptions
required in the case when ¥ does not have boundary.

Assumption 4.1. If 9% # (), the action of K on ® 1(0) has finite stabi-
lizers.

This assumption implies that the G-action on G®~1(0) has finite stabi-
lizers. In fact this is the open stratum of the gradient flow of |®|? studied
by Kirwan [25]. In case, the target X has the structure of a projective va-
riety, then G®~1(0) coincides with the semistable locus X*%, so in any case
we denote G®~1(0) by X*. The complement X\ X* is a union of complex
submanifolds of codimension at least 2. Therefore, for a gauged holomorphic
map (A,u), if u='(P(X®)) is non-empty, then it must be the complement
of a finite subset of X. In that case, we say that the gauged map (A, u) is
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generic. Under the Assumption 4.1, the constant
(26) cp := inf{|®(x)| : stabilizer of x is infinite}.

is positive. We will show that the hypothesis E(Ag, up) < ¢ vol(¥) in The-
orem 1.4 ensures that for flow line starting at (Ao, up), the limit modulo
bubbling (A, uso) is generic.

We now outline the proof of Theorem 1.3 and 1.4. In both cases, the
limit of the heat flow modulo bubbling (A, s ) is & vortex. Proposition 4.11
below says that if a gauged holomorphic map is ‘close’ to a vortex away from
bubbling points, then it can be complex gauge transformed to a vortex, via
a small complex gauge transformation. This Proposition, when applied to a
converging sequence of points on the gradient flow, would produce a sequence
of vortices. But a complex gauge orbit has at most one unitary gauge orbit
of vortices. Therefore the sequence of vortices are actually unitary gauge
equivalent. The proof of the Theorems is finished by showing that, modulo
unitary gauge equivalence, the sequence of vortices is the limit of the heat
flow.

Proposition 4.11. (Pairs close to a vortex are complex gauge equivalent
to a vortex) Let k=0 or 1 and p > 1 be such that (k+ 1)p > 2. Suppose 3
is a compact Riemann surface possibly with a smooth boundary. Let (A;, u;)
be a sequence of gauged holomorphic maps on X. Suppose A; — Ao in WEP
and there is a finite set Z C X so that u; — use in C° on compact subsets
of X\(Z U0X). Also, F; := *F(A;) +ui® — 0 in Wk=LP. Further,

(27) Y has boundary or uso 1S generic.

Then, there exist constants C' and ig so that for i > ig, there exists &; €
WHhHLP(S P(¥)) such that &los =0 and (expi&;)(Ai,u;) is a vorter and
satisfies ||&i|lwr+re < 8C|| Fil|pe-1.

Remark 4.12. Proposition 4.11 is only used in the case k =1, but the
lower regularity result for & = 0 has applications in the article [40] and does
not involve extra work. For the k = 0 case, we remark that if p > 2, the cur-
vature of an LP-connection is in W =1 by Sobolev multiplication (Proposi-
tion A.3).

Proof of Proposition 4.11. The proof of the Proposition is by applying the
implicit function Theorem (in the form of Proposition A.1) to the functions
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F;i defined below. For every (A;,u;), define

Fi: F(Ev P(E))a — F(E7 P(E))v §— F(expi{)A,-,(expiE)ui'

Here I'(3, P(¥))s := {€ € T'(X, P(¥)) : {|ox = 0}. We recall that for any s >
%, WP (%, P(t)) is the subspace of W*P(X, P(£)) consisting of sections o
whose boundary trace 0|y vanishes. The map F; extends to a smooth map
between Sobolev completions F; : Wg +LP _y Wk=1P_ This is because the ac-
tion of W*+1P_complex gauge transformations on gauged holomorphic pairs
in AR x WktLP(3, P(X)) is smooth (see Lemmas 4.1 and 4.2), and the
map (A,u) — *F4 4+ ®(u) is a smooth map from AP x Wk+Lr(3, P(X))
to Wk=LP(%, P(£)). The differential of F; at a point £ € WgH’p is given by

DFi(€)&1 = dliec g, deie a &1 + (€%0;) d®(J (1) giey,) : Wy TP — WhLP,

This is because for any ¢ € I'(X, P(¢)), the action of the infinitesimal com-
plex gauge transformation i¢ on a connection A is given by *d4( and the
curvature varies with the connection as

t2
FA+ta = FA“‘tdAa‘f' E[CL/\(Z]

STEP 1: The operator DF;(0) is invertible for large i including i = occ.
The operator Id +d% da, : Wy 'P(Z, P(¢)) — WF1P(, P(¢)) is invertible
because the Dirichlet problem has a unique solution (see Appendix D in [41]).
Therefore, the Fredholm index of Id+d} da, is 0. The difference
ufd®(J(-)y;) — Id is a compact perturbation, so DF;(0) also has Fredholm

index 0. For any non-zero &; € Wg +hp ,

(28) (@ das + uldB(I(E)), En)e
— a2 + / (60 T(E1)ur) > O,
X

For ¥ with boundary, this inequality follows easily. Otherwise, by hypoth-
esis (27), the set ul(P(X®)) N {¢ # 0} is a non-empty open set, and by
Assumption 4.1, for any point z in this set {(z)x # 0. Therefore DF(0) is
injective. Since u; converges to us away from a finite set, the maps u; are
generic for large i and so, DF;(0) is also injective. Since the Fredholm index
of DF;(0) is 0, the operators are onto for large i.
STEP 2: For large i, ||[DF;(0)~Y| < C and C is independent of i.

Let Q; and Qo denote the inverses of DF;(0) and DF(0) respectively. We
will proceed by showing that the difference between DF,,(0) and DF;(0)
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is small and so ||Q;|| can be bounded in terms of ||Q|. For notational
convenience, we define an operator L, for every x € X,

Lyt € dD,(JE,).
For any &; € W§+1’p(2, P(¢)) and a small constant € > 0,

(29) [(DFoo(0) = DFi(0))&1 [l wi—r0(s
< ||da_da & — di,daSillwere s
+ [(Luo, — Lu,)é1 lwr-10(2\B. (z06x))
+ (Lo — Lu)é1llwr—r0(B.(200%))-

Here B.(Z U3JY) denotes an e-neighborhood of Z U dX. The third term
in (29) satisfies

[(Lue, = Lu,)&1llwr—10(B.(z005))
< 2[|L{|cox) I lwrsrn(sy - vol(Be(Z U %)),

and is bounded by fixing a small enough value of € so that

1
2||L||co cvol(Be(Z U oY) < .

To bound the second term, we use the fact that u; — us in CO(X\B(Z U
0Y)). For large enough 1,

[(Luo — Lu,)E1llwe-10(\B. (zuos))

1
< N Luw — Lusllco\B.(zuasy 161 lwriie )y < s 11w
8[| Qoo

The first term is bounded similarly. For connections A and A + a, we have
the following expansion:

(30)  (dhyqdata — dida)és = *[a A xda&i] + dya A &)+ *[a A x[a A &)
Therefore, for large enough i,

[(ds_da,, —d4,da,)éillwe—re(s)
< (|| Aco = Aillwer(z) + 1Aco = Aillfprs ) I€1 lweeros)

1
< — kt1,p (30
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Then, | DFo — DFil| < gy and so, [|Qsl| < 2[Qx]l-
STEP 3: For large i and a section & € W§+1’p satisfying ||&||wr+10 < 1,

there is a constant ¢y independent of i such that

IDFi(€) = DFiO)]| < crlléflwnsre.

Proceeding in a similar way as Step 2,

(31) ||D‘Fl(£) - D]:’L(O)H < ||d>(kexpi§)A,-d(expi§)Ai - dZLdAz
+ HL(expié)ui - Luz

Consider the first term. Choose a small constant € > 0. By the convergence of
the sequence A;, for large i, || A; — Aso||wr» < €/2. Choose a smooth connec-
tion Ag such that ||Ag — Axo|lwrr < €/2 so that we have ||4; — Agllwrr < €
for large ¢. Using the base connection Ap, we apply Lemma 4.1. We can
then conclude that for any & € W*P(X, P(¥)) satisfying ||€|ly+1r < 1, the
connection e A; is in WP, Further, there is a constant C(e) independent
of i such that

[(exp &) Ai = Aillwrr) < Clillwrerna)-

Using the expansion (30) and the multiplication theorem (Prop. A.3),
we get,

(%, +ada+a = da,da)énllwe-rr < clllallip + lallf ) 1€ lk41-

Therefore,

(32) ”(d?exp ig)Aid(eXP’if)Ai - d:k‘\idAi)fl“Wk_l'p
< cll(expi§) Ai — Aillkpl&llk+1,p
< cfléllk+1pll€1 1 k+1,p-

To bound the second term in (31), we observe that & = (L (exp i¢)u;, — Lu,)
is a continuous map. So, ||Liexpicyu, — Lu:llco < cllllco < cl|§llk+1,p- The
constants are independent of ¢, because by the compactness of X, there
is a constant ¢ for which dx (e™u;(z),u;(2)) < c[¢| for any z € ¥ and ¢ € €.
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Now, since k — 1 <0,

(33)  N(L(expieyu, — Lu)éillwer-10 < el Liexpigyu, — Lusllcoll§allwr-1

< clléllkr1plléllerap-

Therefore, by (32) and (33), there is a constant ¢; independent of 7, such
that for large enough i and ||§||x41,p < 1,

IDFi(§) = DFi(0)]| < ealgllwsrs.

STEP 4: Finishing the proof of Proposition 4.11.
Let dmae := 1/2Cc;. We assume i is large enough that the results in Steps
1-3 hold, and || F;||yr-1» < ‘sgg’. We can restate the result in Step 3 as: if
¢ satisfies [|€||we+1r < Smaa, then, [[DF;(€) — DF;(0)|| < 5. We apply the
implicit function Theorem (Proposition A.1) on the function F; with § :=
8C||F;||w+-1.». Then, we get & € Wgﬂ’p so that F;(&) = 0 and ||&|k41p <
0 = 8C||F;||lwr-1.». O

The following definition is handy in stating and proving the next few results.

Definition 4.13 (Gy x(P)). Given a Riemann surface ¥ possibly with
boundary, and a principal bundle P — ¥, Gy g is the subgroup of the com-
plexified gauge group G(P) consisting of g € G(P) for which ¢(9%) C K.
Alternately, we can say Gy jc(P) consists of elements ke, where (k,&) €
K(P) xI'(3, P(¥))a.

The following is the next result required in the proof of Theorems 1.3
and 1.4.

Proposition 4.14. (At most one vortex in a complex gauge orbit) Let
p> 1 and k € Z>q be such that (k+ 1)p > 2. Let ¥ be a compact connected
Riemann surface possibly with a smooth boundary. Let (Ag,ug), (A1,u1) €
WkhP x WEtLP be vortices on a principal bundle P — ¥ that are related
by a complex gauge transformation g € g’gj;(l’p(P), i.e. (A1,u1) = g(Ao,up).
Further,

> has boundary or us S generic.

Then, (Ao, uo) and (A1,u1) are gauge-equivalent, i.e. g € KF1P(P).

Proof. A vortex is a zero of the moment map *F) ,, so the proof is similar
to the finite-dimensional case - Lemma 2.1. The Cartan diffeomorphism (3)
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induces a smooth bijection
GEFHLP o [CHFLP o WHHLP(S P(8) g+ (K, €) so that g = ke™.

So, if (A,u) and (A’,u’) are vortices that are related by a complex gauge
transformation in Gp i, after a gauge transformation, we may assume
(A’ u') = e (A, u) where £ € WFTLP(X, P(8)) and £|ss = 0. Let (A, uy) :=
¢HE(A ). For €los; = 0,

d
G L Fai§) = (0,4 + 1D (.). 0

— a2 + / Wy () T(€)a) > 0.
X

It is easily seen that the inequality is strict for non-zero &, in case ¥ has
non-empty boundary. Otherwise, if u is generic, there is a finite set Y such
that u(X\Y) C P(X®®). This condition is invariant under complex gauge
transformations, therefore, for all t € [0,1], eu(X\Y) C P(X®). By As-
sumption 4.1, for non-zero &, &,, # 0 and the above inequality is strict. Since
Fayue = Fa,u, =0, we can conclude £ = 0 and that the vortices (A, u) and
(A’,u') are gauge-equivalent. O

The following Lemma proves the technical part of Theorems 1.3 and
Theorem 1.4.

Lemma 4.15. Suppose X is a Riemann surface, possibly with smooth bound-
ary and (A;,u;) € WHP x W2P is a sequence of gauged holomorphic maps
on % that satisfies the following.

1) There are complex gauge transformations g; € g;*;( such that g;(Ao, uo)
= (A, ).

2) There is a vortex (Aso,Uso) such that Ay € WIP(X) and us €
W’i’f(int(ﬁ)) such that the sequence (Aj;,u;) converges to (Axo,Uoo)
in the following sense:

Whe(x) Wi (S)

(34) A; Aco, Ui ———— Ugo

for all compact subsets S C ¥\(0X U Z).

Then, the map uoo extends to ¥ as a W?P-map and there is a complex
gauge transformation g € gg’K such that (Aso, o) = goo (Ao, ug) and the
sequence g; converges to goo weakly in WP (X).
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Proof. We first transform the sequence of gauged holomorphic maps to vor-
tices via a sequence of small complex gauge transformations in a way that
the new sequence still has the same limit. For this, we observe that the se-
quence (A;, u;) satisfies the hypothesis of Proposition 4.11. This is because,
by arguments similar to the proof of Theorem 1.2 (4), the sequence Fy, ,,
converges in LP(X) to Fa__ ., which is zero. By dropping a tail of the se-
quence, we may assume ig = 0. Therefore, for all 7, there exist & € WS’p
such that (A%, u}) := (expi&;)(A;,u;) is a vortex and & — 0 in W2P. The
action of complex gauge transformations on gauged maps is continuous, and
so, the sequence (A}, u}) converges to (Ao, Uso) in the sense of (34).

We next show that the sequence of vortices are related to each other by
a sequence of weakly converging unitary gauge transformations. The com-
plex gauge transformations of the previous paragraph can be represented
schematically as

(Af, ug) SP) (Ao, uo) L5 (As,uy) N (A7, uz).

From this diagram, we can conclude that the sequence of vortices satis-
fies (A% ul) = e gie™ (A}, up), and the complex gauge transformations
e’ g;e %0 are in ggﬁ(. By Proposition 4.14, up to unitary gauge equivalence,
there is a unique vortex in a g;:’;(—orbit. Therefore, e g;e’ is actually a
gauge transformation. We denote k; := e g;e %0 € KC>P. Since the sequence
of connections k;Aj converges to A in W1P(X), by Lemma 4.5, we can
conclude that, after passing to a subsequence, the gauge transformations k;
converge weakly to a limit ke, in W2P,

This indeed proves the Proposition. The complex gauge transformations
gi, which are equal to e % ke’ converge weakly in WP and strongly in
C'. The limit is goo := kooe™°. Therefore, the sequence u; also converges
weakly in W?2P(3) to a limit, which must agree with u., on int(3). O

Proof of Theorem 1.3. The Theorem can be proved in a straightforward
manner by applying Lemma 4.15. We start with the setting in Theorem 1.2.
We recall that by Theorem 1.2 part (1), there is an increasing sequence {t;};
of time points and a sequence of gauge transformations k; € K(P)gs such
that the sequence of gauged maps k;(Ay,, ut,) converges to a limit (Aso, Uoo)
in the sense of (34). That is, the convergence of the maps k;u;, is away
from the bubbling points and the boundary. By Proposition 4.10, the limit
(Ao, Uoo) is a vortex. We further recall that the gauged maps k;(Ay,, uy,) are
related to the starting point of the flow (Ag,up) by a complex gauge trans-
formation in Gy r. Therefore, Lemma 4.15 is applicable on the sequence
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ki(A¢,,ue,), and we can conclude that us, extends to the boundary 0% and
is in W?2P(X). Further, there is a complex gauge transformation g, € gg’ﬁ(
such that goo (Ao, tg) = (Ase, tiso ), which completes the proof of Theorem 1.3
(1). By Proposition 4.14, there is a unique vortex up to gauge in the Gg -
orbit of (Ap, ug), which proves part (2) of the Theorem. By the Cartan map,
the limit complex gauge transformation goo can be written as goo = kooe™>,
where ko, € K2P(P), £x € W2P(X, P(8)) and £|ps = 0. The element &, is
uniquely determined. O

The proof of Theorem 1.2 part (3) follows from the conclusions of The-
orem 1.3.

Proof of Theorem 1.2 (3). Suppose (A, uy) is the smooth gradient flow tra-
jectory modulo gauge. Then, there is a family of complex gauge transfor-
mations in g; € Gy x(P) such that g,(Ag,uo) = (As, ug). By Theorem 1.2
part (1), there is a sequence t; of increasing time points and a sequence of
gauge transformations k; such that the sequence k;(A¢,, uy,) converges mod-
ulo bubbling to a limit (A, tso). The proof of Theorem 1.3 proceeded by
applying Lemma 4.15 to the sequence k;gs, (A, , ut,). One of the conclusions
of the Lemma is that the sequence of complex gauge transformations k;g;,
has a weak limit g, in W2P?(X). By the compact inclusion W?2? < C1, the
sequence k;g;, strongly converges to g, in C'(X). Therefore, by Lemma
4.1, the sequence k;uy,, which is same as k;g¢,ug, converges to a limit gooug
in CI(E). Since the sequence k;u;, converges modulo bubbling to s, %so
agrees with gooug away from the bubbling set. Hence, gootig = s on 2. [

Proof of Theorem 1.4. We first show that the limit of the heat flow modulo
bubbling is a vortex. The limit (A, us) computed in Theorem 1.2 is a
critical point of the flow and it satisfies da_ Fixo = 0 and (Fix)y., = 0. The
first equation implies that the conjugacy class of Fi, is constant. If Fi,, # 0,
then all points in the image of v have an infinite stabilizer group, and hence
u maps to X\X® (see Assumption 4.1). This implies that |®(ueo(x))| >
co >0 and hence, F(Ax,ux) > c3vol(X). By Proposition 4.7, energy of
gauged holomorphic maps decreases along the flow line, which means that
E(Ag,up) > E(Ax, uao) > 3 vol(X) which contradicts the hypothesis of the
Theorem.

We have proved that F, = 0 and the limit (Ao, uso) is generic. Now,
Proposition 4.11 is applicable and the rest of the proof proceeds in the same
way as the proof of Theorem 1.3. O
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5. Heat flow on vector space target

In this section, we prove that if the target X is a symplectic vector space with
a linear action of the group K and a proper moment map, we can apriori say
that the image of the heat flow is contained in a compact subset of the target.
Then the results about heat flow with a compact target are applicable. The
following Lemma proves the result in the case the base manifold 3 does not
have boundary.

Lemma 5.1. Suppose ¥ is a compact Riemann surface without boundary
and X = C"™ with a linear K-action and proper moment map ®. Let P — X
be a principal K-bundle. Given a constant k there is a compact set S C X
such that if (A, u) is a gauged holomorphic curve on P with the energy bound
E(Au) <k, then u(X) C S.

For the proof, we define the following operator. For any x € X, define
(35) Ly:t—>TxX, &~ &x(z).

Given a section v : ¥ — P(X), L, € I'(Z, P(End(¢,v*TX))) is a section of
a vector bundle on X.

Proof. The proof uses elliptic regularity to produce a C° bound on u. We
first produce a local H' bound on the connection A and a preliminary L2
bound on the map u. This is done using the energy bound, which implies
IF(A)||r2 < k and ||®(u)||z2 < k. By Uhlenbeck’s local theorem ([38]), we
can find a cover of X, U,U, and local trivializations under which the con-
nection A is d + an on Uy and ||aa|gi,) < ck- Here ¢ is a constant de-
pending only on k. Suppose, under this trivialization u is given by wu,, :
Uy, — C™. Since @ is a quadratic function on X and is proper, we get
lullze < (1 + |9(u)]122) < ex.

Now, we apply elliptic regularity. By holomorphicity of (A, u), we have
Oua = (an)y'. The term (ag)u, can be seen as the product of two sec-
tions Ly, € I'(Uy, End(€, v TX)) and a, € Q' Uy, ). To bound the first
term L,, we observe that |L,| grows linearly with z, so |L,| ~ c|®(x)|'/2.
Since [|[®(uq)||z2 < k, || Lu, ||z+ < cg. Then, by the multiplication theorem,
[(@a)un 2@,y < cx- Let Uy C Uy, C U, be such that {U,}o and {Up}a
still cover 3. We apply interior elliptic regularity twice. First,

uallwre@ry < c(lOuall 2@y + luallLz@)) < ck
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By Sobolev embedding, W12 < L?T¢ and so, the L?>*¢ norms of u, are
bounded. Next,

uallwrzre ey < c(l0uallpere@n) + uallLove@r)) < ck

By the inclusion W12+€ < €Y w,(U,) is contained in a compact set S, C
C™. The image of u is contained in the compact set Uy K S,,. O

When the base manifold has boundary, we can prove the existence of
heat flow on a larger class of non-compact manifolds. We require that the
target manifold X is equivariantly conver (as defined by Cieliebak et al [4])
and has proper moment map. An important example of equivariantly convex
spaces are vector spaces with a linear group action and a proper moment
map. The notion of convexity for symplectic manifolds first arose in work
by Eliashberg and Gromov [12].

Definition 5.2. A Kéhler manifold (X,w, J) with a Hamiltonian K-action
is equivariantly convex at infinity if there is a K-invariant proper function
f:X — R>p and a value ¢ such that if f(x) > ¢, then

(36) (VeVf,6) >0 YEeT, X, df(J®(z)x)>0.

Here Vf € Vect(X) is the gradient vector field of f with respect to the
metric w(-, J-).

The above definition is equivalent to the definition in [4], where there
is an additional term (V ¢V f, J€) in the left hand side of the first equa-
tion above. But, when X is Kéhler V ;. = JV¢ so that term is equal to
(VeV £, €). This condition implies that f is sub-harmonic on holomorphic
curves mapping to f~!(cp,00). To see this, consider a holomorphic curve
w: B, CC— fYcp,00) C X. On B,, re-write the holomorphic coordinate
z as z = s + it. Then,

(37)  A(fou) = 95(Vf(u), dsu) + (V f(u), Opu)
= (0sV £ (u), Osu) + (0:V f(u), Opu) + (V £ (u), 02u + O} u)
>0

using (36) and the fact that the last term is zero.

Lemma 5.3. Suppose X is a compact Riemann surface with boundary, and
X is a Hamiltonian Kdhler manifold that is equivariantly convex at infinity
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and has a proper moment map ®. Let P = X x K be the trivial principal K -
bundle. Given a constant k and a K-invariant compact set Sy C X, there is
a compact set S C X such that if (A,u) is a gauged holomorphic curve on
Y with the energy bound E(A,u) <k, then u(X) C S.

Proof. The proof is by contradiction. Suppose the lemma is not true. Then
there is a sequence of gauged holomorphic maps (A;, u;) satisfying the con-
ditions of the Lemma and the union of whose images are unbounded in X.

We first produce a sequence of converging complex gauge transforma-
tions that make the sequence of connections A; flat and such that the union
of images of the sequence of maps u; is still unbounded. Since || F'(4;)(|z2(x) <
k, by Uhlenbeck compactness, after passing to a subsequence, there exist
gauge transformations k; € H?(X, K) so that k; A; converges to A, weakly
in H'(X). For any p > 2, after passing to a subsequence we have k;A; con-
verges to Ay strongly in LP(X). By Lemma 4.3 above, there is a complex
gauge transformation g € H%(X, @), with g|gx = Id and such that Fy4__ = 0.
The complex gauge transformation g € H? < WP acts continuously on the
space of LP connections by Lemma 4.1. So, the sequence of connections gk; A;
converges to gA in LP(X). By Lemma 4.4 above, for large i, there exists
a sequence & — 0 in WIP(X,€) satisfying &|ss = 0 and so that e’ gk;A;
is a flat connection weakly. By the Sobolev embedding theorem, there is a
C° bound on e and hence also on e%: gk;. Therefore U, e gkiu;(X) is not
bounded.

Now, we derive a contradiction using the subharmonicity of f, where
f:X —[0,00) is a proper function satisfying the condition equivariant
convexity condition (36). By the unboundedness of the sequence €% gk;u;,
the sequence of maps f o e®igk;u; is also unbounded. For any i, suppose
f o (e igksu;)|s assumes its maximum value at a point x;. For large i,
the maximum value is necessarily attained in the interior of ¥ because
e’ glkyu; (0X), which is equal to kju;(0Y) is contained in the compact set Sp.
Denote m; := f(e% gk;u;(x;)). We may assume m; > cg. Suppose U is a con-
tractible open neighborhood of ; on which f o (% gksu;) > co. We will now
show that f o (e gk;u;) attains the value m; on all of U. There is a gauge
transformation k, € WP(U, K) be so that kle’® gk; A; is the trivial connec-
tion on U. Then, d(kie’ gk;ju;) = 0. Since f is K-invariant f o (e’ gk;u;) =
f o (kle®igku;) on U. By (37), fo (kie® gk;u;) is sub-harmonic. By the
mean value inequality from complex analysis (Proposition 7.7.4 in the book
Greene-Krantz [17]), a subharmonic function attains its maximum value on
the boundary of the domain, therefore f o (eif"’gk‘iui) =m; on U. There-
fore the set {f o (e gk;u;) = m;} is open and closed in ¥. This proves
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a contradiction because m; — oo, the map f: X — [0,00) is proper and
kgelfi gkiu;(0X) is contained in a compact set Sy C X. O

Proof of Theorem 1.5. Consider a gauged holomorphic map (A, ug), and
denote k := E(Aop, up). By Lemmas 5.1 and 5.3, there is a compact set S(k) C
X, such that the image of any gauged holomorphic map with energy < k is
contained in S(k). The heat flow trajectory starting at (Ao, uo), if it exists,
would have its image contained in S(k), because by Proposition 4.7, energy
E(A4,u;) decreases with ¢. Therefore, all the results about existence and
convergence of heat flow - Theorems 1.1, 1.2, 1.3 and 1.4 can be applied
with the target S(k) instead of X. O

6. Sobolev spaces

The goal of this Section is to define Sobolev completions of time-dependent
sections of vector bundles and prove uniform bounds on certain operators.
The results of this section are used in the proof of existence of heat flow
in Section 3.1. Section 6.1 introduces Sobolev completions of the space of
sections of vector bundles, including the case when Sobolev exponents are
negative or non-integral. The Sobolev norm is dependent on a choice of
connection. If the connection satisfies a curvature bound, then the relevant
operators between Sobolev spaces of sections will be uniformly bounded.
This is proved in Section 6.2 using Uhlenbeck compactness. Section 6.3 de-
scribes time dependent sections. Next, in Section 6.4, we show that in these
spaces, the solution of the heat equation has uniformly bounded norm. Fi-
nally, in Section 6.5, we define the space of time-dependent sections that are
in the class H" in the time direction and C? in the space direction. All the
results in this section that are not proved or explicitly cited can be found in
Lions-Magenes [27].

6.1. Sections of vector bundles

6.1.1. Definition and basic properties. In this section, we define
Sobolev completions of vector bundles associated to a principal K-bundle P
on a compact Riemann surface ¥, that is equipped with a metric. Suppose
K is embedded in SO(n). We consider bundles of the type E = A‘T*EY ®
(P x g R™). A smooth connection A on the principal bundle P and the Levi-
Civita connection on 71> together determine a covariant derivative V4 on
E. For a non-negative integer s, we recall that the space H*(X%, E) (also
referred to as H%(E) or H® if the other data is obvious) is the completion
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of I'(3, E) under the norm

s 1/2
(38) lo||2 = (ZHV&aH’ﬁ) , oeT(%,E).
1=0

Remark 6.1. The space H*(E) can alternately be defined as the equiva-
lence classes of almost-everywhere defined sections o that satisfy Vijo € L?
for 0 < ¢ < s. The derivatives V 4 are taken in the distributional sense. The
space of smooth sections is dense in H*(FE).

The following properties are well known. For so < s1, the inclusion
(39) H°(E) — H*(F)
is continuous. The operators
(40) V4 : HS(E) — H Y E®T*X), Vi:H'(E®T*X)— H"YE)

are continuous by the definition (38) of [|-||s. We recall that V* is the same
as V4 followed by the contraction T*X x T*X — R.

6.1.2. Interpolation. Sobolev completions of non-integral indices are de-
fined by interpolation.

Definition 6.2. The complex Banach spaces Xg and X form a compatible
pair if they are subspaces of a Hausdorff topological vector space X. In that
case, Xo + X1 and Xy N X7 are also Banach spaces. An interpolation space
X is a Banach space for which the inclusions Xo N X; € X € Xy + X, are
continuous and which satisfies the following: if L : Xg+ X7 — Xg + X is
a linear operator for which L|x, : X; — X, is a bounded map for i = 0,1,
then L|x is a bounded map from X to itself. It is an interpolation space of
exponent 6 if there exists constant C' such that

|IL||x < CHLHZQHLH@(1 for all such operators L.
Further, if C = 1, then X is an exact interpolation space.

The complex interpolation functor Iy produces an exact interpolation
space of exponent 6 (see [27], [37]). We describe this method of obtain-
ing interpolation spaces. Let S be the strip {z € C:0 < Re(z) < 1}. Let
H(Xo, X1) denote the space of functions f : S — X + Y with the following
properties:
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e f is holomorphic on S,
e 1 +— f(in) is a bounded continuous function from R to X and

e 1+ f(1+1n) is a bounded continuous function from R to Y.

The space H(Xy, X1) is equipped with the norm

[1f 2 = max(sup|| f(in) | x,sup| f(1 + in)|ly).
neR neR

By the three lines theorem, H is a Banach space.

Definition 6.3 (Complex Interpolation). Let X(, X; be a compatible
pair of complex Banach spaces. For 0 < 0 < 1,

[Xg,Xl]g = Ig(Xo,Xl) = {CL|E|f € H(XQ,X1) : f(@) = a}

with norm ||al|7,(x, x,) = inf{||fll2|f(0) = a}.

Complex interpolation is a functor. This means that given compatible
pairs (Xo, X1) and (Yo,Y1) and a linear map L : X+ X; — Yy + Y] such
that the restriction L|x, is a bounded map from X; to Y; for ¢ = 0,1, the
restriction L[y, x,), i a bounded map from [Xo, X1]g to [Yp, Y1]p and it
satisfies

1-0 6
||L”[X0,X1}9,[Y0,Y1]9 S ||L||X0,Y0HL||X1,Y1'

Sobolev spaces with non-integral indices are defined by complex interpola-
tion.

Definition 6.4 (Fractional Sobolev spaces). For an integer n and 0 <
0 <1, H"W9(E) := I,(H"(E), H""\(E)).

We remark that the Sobolev spaces H™(X, E) are not complex. But,
while applying complex interpolation, we can instead use the spaces
H™(X,FE @ iFE), and after interpolating, take the real part of the result.
For s1, s > 0, and 0 < 6 < 1, the map

(41) Io(H™  H**) — HO% (1700

is an isomorphism. The operators in (39) and (40) are bounded for all s > 0.
For s > dim /2, there is an embedding

(42) H(%,E) — CY(%, E).
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6.1.3. The spaces Hj, Hj. The boundary trace map H*(3, E) —
Hs_é(OZ,ELaE) is well-defined and continuous for s > % Let C§°(%, E)
denotes the space of smooth sections supported away from the boundary of
3. For any s > 3, we define H(X, E) to be the subspace of H*(Z, E) con-
sisting of sections whose boundary trace vanishes. For a non-negative integer
m, HJ*(X, E) is defined as the closure of C§° in H™ (X, E). For non-integral
exponents, the space H is defined by interpolation. That is, for 0 < 6 < 1,
HI(S, E) = [HY, H .

Remark 6.5 (Alternate characterization of HJ). If s # pu+ 1, where
i is an integer, the spaces H{ can be directly defined as the closure of
C§°(X, E) in H*(E). These spaces can be alternately characterized as : o €
Hj if and only if o € H® and % =0 on 0% forij,...,Ls—%J. So, for
0<s<i, Hj=H".

However, if s = 1 + %, H§(X, E) is a strict subspace of the closure of C§°
in H%(X, E), with a finer topology. The space H(’)Hl/2 is called the Lions-
Magenes space and is not closed in H#*1/2, We will talk about these spaces
more in the 1-dimensional case in Section 6.3. Our notation here is different
from [27], where H§(X, E) is defined as the closure of C§5° in H*(X, E) for
all s. The space [H“,H“‘H]I/Q is called HSLOH/2 in [27] (see Theorem 11.7,
Chapter 1).

The H{ spaces are well-behaved in terms of interpolation. For s1,s9 > 0
and 0 < 0 < 1,

(43) Tp(HS H?) — H (=0
is an isomorphism.
6.1.4. Defining H~° by duality.

Definition 6.6. For any s > 0, H*(E) is the dual (H§(E))*, i.e. H*(E)
is the completion of I'(X, E') under the norm

() folls=sup { o) id e iz B, o). - 1} |

Elements in H ™% need not be sections that are defined almost every-
where, they are just distributions.

Notation 6.7. We use the notation H{ in statements that apply to both
H?® and Hj.
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Using the above duality, we have

Proposition 6.8. The operators in (39) and (40) are continuous for all s,
S1, S2.

By duality, the expected interpolation results also hold for H ~* spaces.
Proposition 6.9 (Multiplication Theorem). The map

(45) H'(E1) ® H? (Ee) — H*(E1 ® Eo)

is continuous if s1 + s > 0, s3 < min(sy, s2) and s3 < 51+ s2 — du;lZ.

This is a Corollary of the corresponding result on WP spaces, Propo-
sition A.3.

6.2. Uniform operator bounds

So far, we have used a smooth connection A to define spaces H;. The spaces
H? are still well-defined for s € [-2,2] if we use a H! connection instead.
The next proposition shows that different choices of connection produce
equivalent norms.

Proposition 6.10. Let A € H' be a connection on P (and hence E). We
assume that B is a smooth connection and that the spaces H*(E) are Sobolev
completions under the norm ||-||2.

1) For s € [—1,2], the operator V 4 : H*(E) — H*"Y(E) is continuous.
2) For s € [=2,2], |||la defines a norm and is equivalent to ||| 5.
Proof. Let a:= A— B € Q'(X, P(¢))yy,. For s = 1,2,if 0 € H}(E), Va0 =
Vo + [a,0]. By the multiplication theorem |[a,o]||Z | < |lal|Z|o||Z. This
fact is used to prove that ||-||2 < ¢[|-[|Z for s = 0,1,2. The result is trivial
for s = 0, since both norms are just the L?-norms. Assuming the result for
s—1,
A A A B B
lolls” < llolls=1 + IVaollizy < e(llollst + 1Vaollsti)
B B By .|B B
< clllolsz + IVeallszi + llallllolls) < cllally.

The other direction ||-|Z < ¢|-||2* can be proved similarly. The result ex-
tends to all s € [~2,2] by duality and interpolation. The boundedness of
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the operator V4 : H* — H*~! follows in an obvious way by using the norm
[RIFs O

Although the topology of the Hilbert spaces H (X, F) is independent of
the choice of connection used to define the norm, the operator norms depend
on the connection. However, if the connection satisfies a curvature bound
|IF(A)||z2 < K, then the operator norm bounds depend only on x and not on
the choice of connection. Constants that depend only on x will be denoted
cx. We will also use terms like c,-bounded, ci-isomorphism etc. to say that
the relevant operator norms are bounded by ¢,. The operator norms will be
shown to be uniformly bounded using an alternate definition of H® involving
local trivializations of the principal bundle.

6.2.1. Local trivialization definition of H?®-spaces. It is possible to
define the spaces H?® using a local trivialization of the bundle : roughly,
llo|ls will be the sum of its H®-norms in each co-ordinate patch. Different
choices of trivialization would produce equivalent norms. We will pick a
trivialization that would produce a norm that is c.-equivalent to ||-||s using
Uhlenbeck’s local theorem stated below.

Lemma 6.11. (Uhlenbeck Compactness, [38, Lemma 3.5], [41, Theorem
B]) Suppose P — ¥ be a principal K-bundle on a Riemann surface X. Given
a constant k > 0, there exists a finite cover {Up}o of ¥ and constants cy,
such that for a H' connection A on P satisfying ||F(A)||r> < k, there are
local trivializations 1, : Ply, — Us X K with transition functions Jap : Ua N
Uz — K such that if (T;1)*A = d+ aq,

laallmw.) < e and  |gapllm@ru,) < cx-

We fix a partition of unity 7, subordinate to the cover produced by
Uhlenbeck compactness above. Local trivializations of the principal bundle
P induce local trivializations of the associated vector bundle E. Given a
section o € I'(X, E), let 04 := ¢q 00 : Uy, — R™ represent |y, under the
above trivialization. For any s € [—2,2], define another norm on H*(3, E)
as

1/2
(46) lols == (ZIIW&/2 : Gallifs(ua,Rm)> :
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The L? product corresponding to the norms |- | and ||-|| agree

(47) /X(U’,J)dV = Za:/u N (07, 00 )dV.

Remark 6.12. For any s > 0, the dual of the space (H,| - |s) with respect
to the L2-pairing (47) is cx-isomorphic to (H~%,| - |_s). This is because the
constants on the norm bounds depend only on the covering {U, }, and the
partition of unity 7, both of which are determined by k.

Proposition 6.13. Given k > 0, there are constants ¢, so that : if A is a
connection on P satisfying |Fal|2 < &, for any s € [~2,2], the norms ||-||2
and | - |s are c.-equivalent on H*(E). The norm |- |s is defined by (46) and
is produced by the trivialization given by Lemma 6.11.

Proof. We first prove the result for non-negative integers by induction. For
s =0, |o|r2 = ||o||L2. We assume the estimate is true for s — 1 and prove
lofs < cxllolls

o3y = lol7z + D IV 0a)lFrs g mmy < lol7e + 1V a0l

(6%
+ > llaa X oallfes g mmy + 2 NV0?) - 00) o4, omy
(0% o
< ol (my + exloliri(my < cellollir -

The other direction i.e. ||o||s < ¢klo|s is similar to the proof of Proposi-
tion 6.10. We have exact interpolation isomorphisms for both norms ||-|| and
| - |, so the result extends to all positive s. By Remark 6.12, it extends to
negative s by duality. O

In this norm defined using local trivializations, operator norms do not de-
pend on A. So, using the cx-equivalence, we get the following result.

Proposition 6.14. Given k > 0, there exist constants denoted by c. such
that if | F(A)||{: < k, then the multiplication operator (45) and Sobolev em-
bedding (42) have norm < ¢, and interpolation operators (41), (43) are c,-
isomorphisms for Sobolev indices in the range [—2,2].

Remark 6.15. In the proof of Proposition 6.14, there is an additional detail
in the bound for the multiplication operator: for (o,0") — o ® ¢, (0 ® 0')4
depends on gﬁa(a’ﬁbﬁmﬁ-lua). These terms can be bounded using the bound

on gpa-
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6.3. Time dependent sections

6.3.1. Sobolev spaces over time intervals. To define Sobolev comple-
tions of the space of time-dependent sections, we first define Sobolev com-
pletions of functions from a time interval [0,7] to a Hilbert space H. The
definition is standard. The only new idea is that we introduce a T-dependent
scaling. This is for technical reasons and its usefulness will be pointed out
later.

Definition 6.16. For any m € Z>o, H™([0,T],H) is the completion of
C>([0,T],H) in the norm

m p 1/2
Il = <ZHT_(’”‘”dtifH%2> .
1=0

For non-integral indices, H" is defined by interpolating between neighbour-
ing integers. For negative indices, Sobolev spaces are defined as duals
H="([0,T),H) := (Hj([0,T],H))* with respect to the L%-pairing, which we
define as (f, g)r2 — fOT<f(t),g(T — 1)) pdt.

Alternately, this norm can be defined by Fourier transform, also using a
T-scaling.

Definition 6.17. (Fourier transform definition of H*([0,T],H)) For any
s €R,

£ 1| £z (jor1,20) == nf[| (T2 + 72)*2F(7) | 2,

where the infimum is taken over all smooth F': R — H that restrict to f in
[0, T7].

We need another subspace here.

Definition 6.18 (H}). Let C¥([0,T],H) be the subspace of smooth func-
tions that are supported away from ¢ = 0 (i.e. all derivatives vanish at ¢t = 0).
For a positive integer m, H} := closure of C'%’ in H®. The definition is ex-
tended to non-integers by interpolation and t% negative numbers by duality
: Hp® := (Hp)* under the pairing (f,g) — [, (f(t), g(T — t))dt.

Remark 6.19. The spaces Hj, H} and H? coincide if 0 < 5 < % By dual-
ity, H} = H* for —% < s <0 also. For s < —%, H?} is a formal space whose
elements may not correspond to distributions.
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Remark 6.20. Continuing Remark 6.5, the space H1/i+1/2([0, T1]) can alter-
nately be defined as the subspace of H#+1/2(]0,T]) consisting of elements f
for which t=/2f() € L2, The space HII?LI/Q([O, T]) has the norm

1
W lggerre = (17 s+ NH21122)

see Theorem 11.7, Chapter 1 in [27]. The topology is finer than that of
HFF1/2 50 it is not closed in H#*+1/2. Similarly, the norm of H6L+1/2([O,T])
is equivalent to

W gz = (LW + 12112+ 1T = )72 )3 ) 7

We now state some properties of the spaces H*([0,T],H). For s; > so,
the inclusion

(48) H2([0,T], 1) — H2([0, T, H)

is compact and has norm ¢1**~%2. The advantage of the scaling is that
by choosing small T', we have a handle on how small a perturbation this
operator can cause. A bounded linear map L : H — H’ between two Hilbert
spaces, induces the following continuous operator

Its norm is determined by [|L|. For r > , the Sobolev embedding
(50) H*([0,T),H) = C°([0,T], H)

is a compact operator with norm bounded by ¢T5"=. The multiplication
theorem follows from the multiplication theorem for real valued functions
(Proposition A.3). The multiplication operation

(51) H([0,T],H) @ H2([0,T],H") — HZ([0,T],H®@H)
is continuous if s1 4+ s9 > 0, s3 < $1 + s2 — 1/2 and s3 < min(sy, s2). It has
norm < ¢I$1T527%51/2 Ag in Section 6.1, there is an isomorphism of inter-

polation spaces

(52) HOo =050, T], 1) — To(H* ([0, T],H), H* ([0, T], H))-
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Lemma 6.21 (Integration). The differentiation operator % : H;’;H —

Hy, is invertible, the inverse is given by the integration operator fo.

Proof. The integration operator f ~— [i f(t)dt defined on C7 ([0, T]) extends
to a bounded operator fo CHY — HJEH for integers n > 0, using the Defi-
nition 6.16 of the norm. The result follows by interpolation and duality. [J

Remark 6.22. For s > —%, the integration operator fo cHY — Hffl cor-
responds to “real integration”. Otherwise it is a formal operator. This ties
in with the fact that for f € H®, one can evaluate f(0) only if s > %

6.3.2. Mixed spaces. We can define the following mixed spaces to de-
scribe time-dependent sections of vector bundles.

Definition 6.23. For any real r and s,

H™ (S x [0,T)],E) = H'([0,T], H*(S, E))
Hyo(2 % [0,T], E) = Hy([0,T], Hj (%, E))
H (S x [0,T), E) = Hp([0,T), H*(, ), ete.

If the spaces H?(F) are defined using a connection A € H!, then, H,* is
well-defined for all 7 and s € [~2, 2]. If there is a curvature bound || F(A)||7, <
K, the uniform cx-bounds on operator norms extend in expected ways to
mixed Sobolev spaces. For example, the multiplication map

(53) Hv* ([0, T], E1) ® H*>**(]0,T], E2) — H;>*([0,T], F1 ® E>)

is well-defined and continuous if r1 + r9, $1 + s2 > 0, r3 < min(rq, 79,71 +
ro — %) and s3 < min(sy, S2,51 + s2 — 1). It has norm < cp T T2 Ta=1/2,

6.4. Heat equation

At the center of solving the flow problem, lies the problem of uniformly
bounding the solution of a parabolic differential equation on the space of
sections of a vector bundle E. Throughout this section, we fix a unitary
connection A € H! on the bundle E. We consider the Laplacian operator
Ay = V%V 4 on the sections of E and the parabolic operator % + A4 on
the space of time-dependent sections of F. Assuming a curvature bound
|F4|lL2 < K, we prove certain uniform c,-bounds on the solution of the heat
equation (54) below. The heat equation is solved using standard techniques
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(see Evans [13]), but we present the details in order to prove uniform c,-
bounds on the solution. We use the operator norms |[|-||s := |-|4 for the
sections of E.

6.4.1. Laplacian equation. Suppose f € I'(X, F) is a section. The Dirich-
let elliptic boundary value problem is

Id +A = by
(54) (Id+A4s)o=f on
oc=0 on 0%,

where o € I'(X, E). Recall that Hj:={c € H*:0 =0 on 0%} for s > 1,
1

and Hj = H§ for £ < s < 3.
Proposition 6.24. The operator Id +A 4 : HYPH(E, P()) — HSH(X, P(¢))
is invertible for s € (—1,1].

Proof. First, we consider s=0, i.e. Id+AA:H$—>H*1. For any 0,0’ € Hé,

<(1 + AA)O', 0,>L2(Z) = <O’,O'/>L2 + (VAO', VAO',>L2

= (0,0 <|lollallo ||z

Therefore, ||(1 + Ag)o||g-1 = ||o]| g So, the operator is injective. It is onto
by the Riesz representation theorem on H&. For any 7 € H~', there exists
o € H', so that (1,0")12 = (0,0") g for all o/ € H}. Then, (14 Ag)o =T.

Injectivity of the operator for s =0 implies injectivity for s = 1. We
know that, for any smooth connection B, the operator 1 + Ap is onto. Let
a= B — A, then

(1+Ap)o — (14 Ax)o = *[a A xV g0 + Vi[a, o] + x[a A %[a, 7]].

Using multiplication theorem, the right hand side is a compact operator. So,
(14 Ay) is Fredholm with index 0, and so it is onto.

The result extends to all s € [0,1] by interpolation. Dualizing the
map gives (14 An)~L: (HFT) — (H~Y)*. For se (—1,3), (HT) =
(H5™)* = H=*"Yand (H*~1)* = H;*™ = H;*™ and the result follows for
s € (—3,50]. O

Proposition 6.25. In Proposition 6.2/, the inverse map (Id+A,)~':
s - Hg“ has norm < c,.
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For the proof, we use an elliptic regularity result in Euclidean space
(Ch. 2, Theorem 5.1 [27]): Let V' C R™ be a bounded open set, and L be a
smooth elliptic operator on V. For m € Zx,

(55) [ull grms2 vy < el Lull e vy + llrull mssrzavy + llull me 1)),
where r denotes restriction of a function to the boundary oV

Proof of Proposition 6.25. We work with local trivializations described by
Lemma 6.11. For a section o : ¥ — E, on a chart U,,

(Ap0)o = Aoy + [doa, An] + [0a, dAs] + [Aa, [Aa, 04]]-

Assume, o|py = 0. Then, (775/ 20)a vanishes on 0U,. Using (55), on each U,,
we have

Ine/ 2l e < e(|(Ad +2)ny 2ol o= + [0 *all o)
< e (A +A )05 20)all -2 + cullng*oall -

Since the norms

o= lollu ), o= I *oallmw, and o= lloalmw.)
(0% (6%

are equivalent, we get : if o|gx; = 0, then

o/l z) < ex(lTd +Ax) T zo2(m) + ol g1 ()-

The operator (Id+A4)~! : H~! — H} has norm 1. By induction, we get the
result for all non-negative integers s. As in the proof of Proposition 6.24, we
get the result for all s € (—1,2]. O

The operator (Id+A4) is positive, self-adjoint and unbounded on L2.
We will now define its negative and fractional powers (Id +A 4)®. Further,
we define a family of spaces F* C H® such that (Id+A,4)%: F* — L[? is a
bounded isomorphism.

Definition 6.26. For —3 < s < §, 7*:= H* and for § < s <2, F* := Hj,.

We know that the maps (Id +A4) : F° — F5=2 are isomorphisms. We
next extend the result to fractional powers of (Id+A4).



962 Sushmita Venugopalan

Proposition 6.27. For any r,s € R such that s, s +2r € (—3,2]\{1}, the
map (Id+A)" : FST2r — F*5 is a c,.-isomorphism.

To prove this result, we first need to show that {F*°}s is a family of
interpolation spaces.

Lemma 6.28. For 0 € (0,1), F% is c,-isomorphic to [L?, H3].

For the proof, we need the following result, which is Proposition 2.1 in
Lions-Magenes [27].

Lemma 6.29. Let H be a Hilbert space, whose dual is identified to itself
via (-,-yg. Let V.C H be a dense subspace, and V' be its dual via (-,-)p.
Then, V.C H C V' are dense inclusions and [V, V'], = H.

Proof of Lemma 6.28. We apply Lemma 6.29 with V' = Hg, H = H& = FL
The dual V' is ce-equivalent to L2. This is because (u,(Id +AA)v)r: =
(u,v)p for all u,v € H3 and so,

lully: = sup {0 _ o s (d+A ) 12
verz [lmz  vem [1(1d+A4)0] 22

= |lullrz,

where all the equalities mean c-equivalences. Therefore, [H3, L?]: = H].
The result follows by using the facts [H}, L]y = H ™’ and [H2, H}] = Hg_e,
and by the reiteration Theorem for interpolation. O

For positive self-adjoint operators, fractional powers of the operator are well-
defined and these behave well on interpolation spaces. The following result
is a slight variation of Theorem 14.1, Chapter 1 in Lions-Magenes [27].

Lemma 6.30. Leti: X — Y be a compact inclusion of Hilbert spaces such
that the image i(X) is dense in' Y. Suppose A : Y — Y is an unbounded posi-
tive self-adjoint operator on'Y , whose restriction A : X — Y is bounded and
invertible. Then, for any 6 € [0,1], the map A'=9: [X, Y]y — Y is bounded
and invertible. The norms of A% and A=1%% are bounded by c(||A|, [|A7Y])).

Proof. We first show that the operator A* is well-defined for z € C. The

composition Y A—1> X 5 Y is self-adjoint, positive and compact. Therefore,
Y has an orthonormal basis of eigen-sections of A. Further, since all the
eigen-values are positive, A* is well-defined on Y.

We next show that A'=?: [X,Y]y — Y is bounded. For any a € [X, Y]y,
consider a holomorphic function f € H(X,Y) on the strip {z : Re(z) € [0,1]}
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such that f(0) = a and || f|[3x,y) < 2[lall(x,y],- Recall that n+— f(in) and
n— f(1+in) are bounded in L>®(R, X) and L*(R,Y) respectively. Define
g(2) := A=*f(2) on the strip. By the boundedness of A=': X — Y both
n — g(in) and n+— g(1+in) are bounded in L>®(R, X). Therefore g is a
bounded map from the strip to X and by the three-lines theorem,

- 0
||g||L°°(0+i]R,X) < ||g||2oo(iR7x)HgHLOC(l-H‘R,X)

< (1 =0)llgllL~@r,x) + Ollgll L (14ir,x)-

Hence,

1A allx < (L= OIATH I fllzamyy + Ol Fll e 14im,x)
< el flluxy) < 2¢llallixyy,-

This proves that A= : [X, Y]y — X is bounded and so, the same is true for
M =AoA?:[X)Y]p—=Y.

For the inverse map, consider y € Y and define f € H(X,Y) as f(z) :=
A~%y. Then,

—140 _
A"yl vy, < Iy = lylly + 1A yllx < cllylly- O

Proof of Proposition 6.27. We show that (Id4+A,)?:F? = L? is a c,-
isomorphism for 0 < # < 1. The other cases of the Theorem can be proved
by compositions. This result follows by applying Lemma 6.30 with X :=
HZ(%,P(¢), Y :=L*X,P(¢) and A:=Id+A,4. The conclusion of the
Lemma is that for any 6 €[0,1], (Id+A4)Y:[H3, L%y — L? is a c.-
isomorphism. By Lemma 6.28, [H3, L%y = F2, for 6 € [0, 1]\{%}, which
proves the Proposition. O

The following is a consequence of Proposition 6.27.

Proposition 6.31. (A norm via eigen-sections of the Laplacian) The eigen-
sections {o;}icr of the Laplacian A4 form an orthonormal basis of
L?(Z, P(¥)). The eigen-sections o; are in H(% and satisfy Aae; = Ne;. For
s€ (=22l and o € F°, o (X, (1 + N)*(o, ei)%g)lm is a norm on F?,
which is c.-equivalent to ||-||2.

Proof. The map (Id+A )1 : H~! — H} is well-defined and bounded, and
the inclusions L? < H~! and H} < L? are compact. Therefore (Id +A 4)~! :
L? — L? is a compact self-adjoint positive operator. So, it has a complete
orthonormal system {e;};c; of eigensections. These are eigen-sections for
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A 4 also. By elliptic regularity, e; € Hg. By Proposition 6.27, for s € (—%, 2]
and o € F5, ¢ olls < |(I + Ax)*%0| 12 < cxllo|ls. Therefore, o |(I +
A4)*20| 12, which is same as o+ (3;c;(1 4+ \;)*(o, ei)%z)l ? is a norm
on F*. O

Corollary 6.32. (Eigen-section norm for time-dependent sections) A time-
dependent section o € H"([0,T], F*) can be written as o =), ;oi(t)e;,
where o; € H"(]0,T]) and

1/2
(56) el < <§£:(1+-A08H05H%»QQTD> < cllolrs-

i€l

Proof. The components o; are given by o; := (0,€;)r2(x). The operator
F*(E) — R mapping 1+ (1 + X;)*(n,€i)r>(x) is bounded. By (49), it in-
duces a bounded operator between Hj (F®) — H] as well. Therefore, o; is
in H}([0,77]). The norm bound (56) follows from the norm bound in Propo-
sition 6.27 and (49). O

6.4.2. Parabolic equation. Now, we consider the equation

(& +Ax)o=f on[0,T]xX%
(57) o=0 on [0,7] x 0%
o(0)=g on X.

Here 0 : [0,7] x ¥ — E is a time-dependent section. The Laplacian Ay is
given by the connection A € H' on P — X, that satisfies the curvature
bound ||Fal[z>(s) < ¢x. We use standard methods, but get a c,-bound on
the solution. The spaces L*(H?*) N H*(L?) are very natural to solve the
heat equation, since the time derivative is order 1 and space derivative is
order 2.

Lemma 6.33. Let s,s —2r € (—=3/2,2]. Given g € F* and f =0, we can
find a unique solution o € H2""*"2" for (57), with bound lollsyrs—or <

et glls-

Proof. The solution o is calculated using the eigen-section basis from Propo-
sition 6.31. By that result, g can be written as g = ) ;.; gie;, where g; € R.
Then, o;(t) := gie i is a solution of the differential equation % + Xio; =0
with initial condition ;(0) = g;. Hence, o := Y. 04(t)e; is a solution of the
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heat equation (57). To bound the norm of the solution o, we use the eigen-
value norm in Corollary 6.32. It is enough to show that for each i,

11+ ) "€ oo, < ¢T3 |(1+ M),

which holds using [[e™* X071/l ar-(jo,17) < c(Xi + T-1"": and assuming
T<1. O

Remark 6.34. The operator g — o is well-defined between the spaces
H* — C°(H*) and has norm < c. The proof is similar and follows from

lle=** || cogo.m) < 1.

Lemma 6.35. Let —3 <s< 3. Given f€ Hp" and g=0, (57) can be
solved uniquely for o 6 HTJrl : NHp y5+2

Cllfllrs-

, with bound |0 grersnpre+z <

Proof. Similar to the proof of Lemma 6.33, the solution o is calculated
using the eigen-section basis from Proposition 6.31. We write f as f =
> icr fi(t)ei, where f; € H([0,T],R). The solution of the heat equation can
be written as o = ). 04(t), where 0; is a solutlon of the ODE d(;: + Nioy =
fi and 0;(0) = 0. Therefore, o; is given by o;(t ft e 2(=9) f,(s)ds. To
bound o, we need to show

(58) |0l gy o,y + (1 + Ai)|oilmp o,y < el filmpom)

for each i € I. First assume r > 0. It is enough to prove the statement for
fi € Cp. We prove it using the Fourier-transform definition of the norm
of H"([0,T]) (see definition 6.17). By this, there exists F; € C5°(R) that
restricts to f; on [0, 7], vanishes for ¢t < 0 and || F||gr®) < 2| f[| g (jo,17)- Let
S; = F; e_’\itx[o,ﬂ. Then S; vanishes for ¢ < 0 and restricts to o; on [0, 7]
and ||(T—2 + TZ)T/ZS’Z-HHT(R)I < 2[|oi | (jo,7)- S0, we need to prove

T2+ 72 280 (T) ey + 11+ Al - 155D 2 ®) < ellEi () 22wy
which follows from observing that S;(1) = E-(T)e_ﬂx\[oﬂ and e‘ﬂx\[oﬂ <
(T2 41 )_é, e—Nityg X < (T+ N )~ We have proved that the operators
fir ft A=) fi(s)ds and fi — (14 N ft e 2(=9) f,(s)ds are uniformly
bounded between Hp — Hp i and HY}, — HY respectively for » > 0. These
operators are Self—ad301nt under the L2 pairing. So the statement holds for
negative r by duality. O
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Finally, we prove an intermediate derivatives result, which allows us to
say that if a time-dependent section is in L?(H®) N H*/?(L?), then, it is in
HO2(HO=9%) for any 6 € (0,1).

Lemma 6.36. Let X, Y be Hilbert spaces as in Lemma 6.30 and [X,Y ]y
be a family of interpolation spaces for 6 € [0,1]. Then for any real numbers
r1 <719 and r3 := (1 — 0)ry + Orq, there is an isomorphism

I@(HTI([Oﬂ T]7 X)? HIZ([OvTL Y)) — HTS([Xa Y]@)

Proof. A map f in the space H(H"™ (X),H™(Y)) is a holomorphic map
from the strip {z: Re(z) € [0,1]} to the Banach space H™(Y) such that
the restrictions f|;g and f|14;r are continuous and bounded maps from R
to H™([0,7],X) and H™([0,T],Y) respectively. Define another holomor-
phic map ¢(z) := A~*f(z) on the strip. The map is well-defined, because by
Lemma 6.30 and (49), the map A% : H™(Y) — H™(Y) is well-defined for
any z on the strip. Now, we examine the boundaries of the strip. The maps

(59) qey) 20 grex),  BH(X) 2D B (x)

are continuous for all 7 € R, with norms bounded by |[A7!|| and 1 respec-
tively. Since the boundaries of the strip map continuously and boundedly
to H™(X), the same is true of the interior. In particular, (59) implies that
g€ H(H™(X),H™(X)). Then by the interpolation relation (52), we can
say that g() € H™(X). Further, by the continuous map A? : X — [X,Y]y
and (49), we have f(0) € H™([X,Y]g). The norm bound follows naturally
from the above calculations in a similar way to Lemma 6.30.

For the inverse map, consider a € H™([X,Y]g). Then, there is a holomor-
phic map f € H(H™([X,Y]g), H™([X,Y]p)) such that f(8) = a and || f| <
2||a||. The map g(z) := A=+* f(z) can be shown to lie in H(H™ (X), H™(Y)),
which proves the result. Il

Corollary 6.37. Suppose 0 € [0,1], s1,s2,83 € (—%,2]\{%}, r1, 19, T3 €
R are such that r1 <re, r3 =0r; + (1 — @)ra, s1 > s2 and s3:=0s1 + (1 —
0)sa. Then, the interpolation space Io(HL*(F5+, H[>(F*2)) is ck-isometric
to I—I(',ES(.TSS). Here F* := H*(S,E) for s € (—3,1) and F7* = H}(S, E) for
S € bR 2.
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6.5. Interchanging order of coordinates

In this section, we define spaces of sections with r derivatives in the time co-
ordinate and continuous in the space co-ordinate. The spaces are denoted
by H"(C?). Since C° does not have a good dual space, it is not possible
to define the spaces for negative r in a natural way. To circumvent this
problem, we show that the space H™* can be defined with the order of co-
ordinates r, s reversed, as H*(3, H"([0,T], E)). Then H"(C?) can be defined
as CY(3, H™([0,T], E)) and this space has relevant properties like Sobolev
embedding H"'T¢ < H"(C?). In this section, the spaces with reversed co-
ordinates will be denoted by H °, but this notation will not be used once it
is proved equivalent to H™*.

A Hilbert bundle m : H — ¥ is a bundle on X with fiber-wise inner prod-
uct, whose fibres are isomorphic to a Hilbert space H. The bundle H is
described by the following data: a cover LU, of ¥ and smooth transition
functions on intersections ggo : Uy N Ug — Aut(H, H), where Aut(H, H) is
the space of linear isomorphisms from H to H that preserve the inner prod-
uct. The Hilbert bundle is defined as the quotient

(60) Hi=| |(Ua x H)/ ~,

where the equivalence ~ is given by U, x H 3 (x,h) ~ (2, ggo(x)h) € Ug X
H for all x € Uy, NUg. A section of the Hilbert bundle o : ¥ — H is given
by local sections o : Uy, — H that agree on intersections, i.e. 03 = gga0a
on U, N Ug. For any s > 0, a section o is in H*(X,H) if for each coordinate
chart «a, o, is in H§(Uy, H). The space H*(3,H) has a norm

(61) o320 = DI 0alltyy .y o € H(Z,H),

that makes it a Hilbert space. Sobolev sections for some indices can still be
defined if the transition functions gg, are not smooth. In our application,
the structure group will be a finite dimensional subgroup of Aut(H, H). So,
it makes sense to consider transition functions ggo : Uy N Ug — Aut(H, H)
that are in H?(U, NUg). Then the spaces H*(X,H) are well-defined for
s € [0,2] with norm given by (61).

We are now ready to define the spaces H*(X, H" ([0, T], E)) with reversed
coordinates. First, we recall the set-up of the preceding sections, where
E — ¥ is a vector bundle with a compact structure group K and a unitary
H' connection A. The connection has a curvature bound ||[F(A)| 2 < k.
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There is a trivialization of the bundle E over a cover LU, of 3, such that
the connection matrices and transition functions of E are ¢, bounded (see
Lemma 6.11 on Uhlenbeck compactness). For any r € R, we define a Hilbert
bundle H" ([0, T], E) — X whose fiber over z € X is H ([0, T], E.). To express
the bundle H" ([0, 7], F) in the form (60), we use the above trivialization of
the bundle E|y, corresponding to the connection A. The transition func-
tions of the bundle E induce transition functions g,z of the Hilbert bundle.
That is, for any z € U, NUpg, gop(2) is an element of K and is independent
of time t € [0, T]. We define the space H, (FE) as the space of H*-sections
of the Hilbert bundle H"([0,7], E) — X. Since the transition functions gg,
are in H?(U, N Ug), the spaces H, " (F) are well-defined for s € [~2,2] and
r € R.

Proposition 6.38. Let s € [0,2] and r € R. The differentiation operator
4 HL([0,T),R™) — H}y ([0, T),R™) induces an invertible operator %E
HY — ﬁ;_l’s. The inverse is induced by [, on the fibres.

Proof. The bundle Hj([0,T], E) — ¥ is trivializable on the open sets U, C
Y. The fiberwise operator % induces the map

dUa

(62) 7

: HS(UCHHITD([O’T]?Rm)) — HS(UQ,H;,_I([O,T],RW)).
On the intersection U, N Ug, % and %Uﬁ agree, i.e. g;ﬁl(z)%l]“gaﬁ(z) =

%Uﬁ for all z € U, NUg. Hence, they patch up to yield %E defined on
H*(X,Hp([0,T], E)). The operator (62) is linear on the fibres with norm < ¢
(see Lemma 6.21). It is also identical on every fibre. So, the norm of (62) is

Ua

. Y A . . .
< ¢, and hence the same is true of % . Since fo is the inverse of % fibre-wise,
the result follows for s > 0. O

Proposition 6.39. Forr € R and s € [0, 2], the identity map
(63) H™ — H"™
18 G Cx-1Somorphism.

Proof. First, we consider the case when r and s are non-negative integers.
In the proof of Proposition 6.14, we showed for o € H*(FE),

cxllolls < lols < llols.
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So, it is enough to show that
(64) Hg(Ua, Hi ([0, T],R™)) ~ HI([0,T], H5(Ua, R™))

with constants independent of T'. These spaces are in fact identical when
r and s are non-negative integers since both are completions of (U X
[0,7],R™) under the same norm

1/2

d>\
Z d>or dtld 072w xo.1)

=0 0<|\[<s

The spaces in (64) are equivalent for non-integers r > 0 and s € [0,2] by
interpolation.

Next, we prove the equivalence of H,"™* and Hp"’, for non-negative r
and 0 < s < 2 by induction on r. The result is true for —1 < r < 0, which
forms the base case of the induction. We get an isomorphism between Hp"*
and Hp’ by

f ~ +1,
HrsoHr+ls_>H7“ SdtHP

Here each of the arrows is an isomorphism with constants < ¢, and the
middle arrow comes from the induction hypothesis. U

Reversing the order of space and time co-ordinates lets us define the space
H"(CY) for any 7.

Definition 6.40. For any r, H"(C?) := C°(%, H"([0,T], E)). It is the space
of continuous sections of H" ([0, 7], E). Its norm is given by

lolr,co == supllo(2)|| (0,17, 5)-
z€X

This space satisfies the following properties: for any r, there is an inclu-
sion

H™(C°) — H"(L?).

Differentiation % is an invertible operator with inverse fo between the fol-
lowing spaces

Hp(C%) 5 HpH(C).
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There is a multiplication operator, for r3 < min(ry,ra,r1 + ro — %)

(65) Hp (CY) @ Hp (C°) — Hp(C?).
For any r, there is an inclusion

HE' s Hp(C0).
The following result follows by the definition of H"(C?).

Proposition 6.41. If ||Fal|r2 < k, all the above operators have norms
bounded by cy.

7. Composition of functions
7.1. Composition of functions in Sobolev spaces

Left composition by a smooth function induces a smooth map between
Sobolev spaces of functions. In this section, we discuss some variations of
this result, including one result that deals with fractional Sobolev spaces.
In all of this section, U is a compact connected subset of R™ with smooth
boundary. The results of this section are used in relation to the following
operators defined in Section 3:

O, : (S, P(t)) — (3, P(End ¢))
(66) £ = (F = (exp,, f)*d(b(JFeXpuog) —upd®(JF,,)),
0, : (X, P(8)) — (S, P(End ¢))
£ (F s (dexp) ™ (JFuxp, €) — JFu,)-
Proposition 7.1 (Composition of functions). Letl € Z>p and ¥ : R —
R be a C! function satisfying ¥(0) = 0. For any integer k € [0,1] and p > 1,
the map
Fo : WEP(U)NCO(U) = WHP(U), frTof

s continuous and satisfies

19 o fllwer < el @lewllfllwes (L + [ F17)-

Further, if kp > n, Fy is a C*"*-map between Banach spaces. If | >k + 1,
its derivative satisfies

ldFy (F) < el @lewrs (L + | Fllwen) (L + [ FIE)-
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The differentiability of the operator ¥ is in terms of Fréchet-derivative.
A map L:V — W between Banach spaces is Fréchet-differentiable at a
point x € V if there is a linear bounded function dL, : V — W such that

limy, g ”L@J“h)_ﬁgﬁ)v_dj:“(h)llw = 0. In the above case, the derivative of Fy at

a point f € W*P(U) N C°(U) is the composition % of Ul >k+1, Fyis
a C'=F map if Faw/df 1s a C'=*F=Lmap.

Proposition 7.1 is a slight variation of Proposition B.1.20 in McDuff-
Salamon. We use the space W*P(U') N C°(U) instead of placing the restric-
tion kp > n. The proof is skipped, because it is similar to a more general
result Proposition 7.4 below. The result of Proposition 7.1 can be extended
to fractional Sobolev indices.

Proposition 7.2 (Composition of functions, fractional Sobolev in-
dices). Let U C R. Let % <s<1and V:R —=R be a C? function that
satisfies W(0) = 0. Then,

Fy : WP(U) - WP(U), fr— TVof
is a C'-map between Banach spaces that satisfies

W o fllwer <cl[®llorlfllwer, [ldFu(A)I < cl[¥llez(1+ [ fllwer).

Proof. The proof uses the following equivalent norm for fractional Sobolev
spaces W*P(R™) (see Remark 4, p189 in Triebel [37]): let s =k + o, k is an
integer and 0 < o < 1:

k k P
P IDR IR, + //‘Df — DY WP gy,

o =y

I/

50 = II£]

By substituting £ = 0 and ¢ = s, and using Proposition 7.1, we get

)\ — U P
oo s = 191, + [ [ D= B i

. (Ilfll”p n / A ‘ﬂf)_;‘ﬁﬁpdxd@

Hpr

H df
dv

daf

<c

The bound on the derivative is a consequence of a similar bound on df [

The next result involving time-dependent sections in the Sobolev class
H"(CY) is used in the proof of the existence of heat flow in Section 3.1.
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Corollary 7.3. Let % <r < 1. Let 3, X be as in Section 3.1 and let T > 0
be a constant. The bundle maps ©1 and Oy in (66) induce Ct-maps

Fo, : CO(X, H'([0,T], P(¥))) = C°(S, H"([0,T], P(¥)),

for i =1,2. There is a constant ¢(X, X, ®) independent of T and ugy such
that

1Fe.(E)llrce < cll€

rco,  |ldFe,(§)

rco < (L4 [[€]lr,co)-

Proof. For any point z € X, the map ©;(z) : £ — End () is a smooth map. By
the compactness of X, we get a uniform bound for all z: || Fg,.)|lc2 < e(X).
By Proposition 7.2, it induces

Fo,(z) - H'([0,T],€) — H"([0,T], End(t)).

The norm of the operator and its derivative are uniformly bounded for all
z € X, from which the Corollary follows. O

7.2. Sobolev extensions of smooth bundle maps

A smooth bundle map between vector bundles induces maps between Sobolev
completions of sections of the vector bundles. Suppose 7g, : £ — X, and
mE, : o — ¥ are vector bundles and ¥ : 'y — F5 is a smooth bundle map,
i.e. it satisfies ¥ o7, = mp, and the zero section is mapped to the zero
section. The bundle map ¥ induces a map of sections

Fy :T'(X,E1) - T(3,Ey), & Foli=2—VU((z)), z€X.

The maps 01 and O3 in (66) are examples of such maps between sections. We
remark that Fiy can not be viewed as a ‘composition of functions’ operation
as in Section 7.1.

Results on Sobolev completions of sections are obtained by working on
local trivializations. Locally, the domain and target vector bundles, F; and
FE are the trivial bundles U x R™ and U x R™? respectively, where mj,
mg are positive integers and U C R is a compact connected set of R and
has smooth boundary. The bundle map ¥ can be locally written as W :
U x R™ — R™2 that satisfies ¥(-,0) = 0. Given a section & : U — R™ | we
have Fy (&) (x) := VU (z,&(x)).

Proposition 7.4 (Local result for Sobolev extension of maps of
sections). Let k € Z>o and p > 1. Suppose ¥ : U x R™ — R™2 satisfies
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U(-,0) = 0 and is in C', where | > k. For any smooth section f € T(U,R™),
suppose Fy f € I'(U,R™?) be the section defined as Fy f(z) := U(x, f(z)) for

x € U. Then Fy extends to a continuous map
(67) Fy : (WEP 0 CO)(U,R™) — WrP(U,R™),
which satisfies

(68) 1Fw (P)llwer < el Clewllfllwes 1+ FI7=)-

Further, if kp > n, Fy in (67) is a C'=%-map of Banach spaces. If 1 > k +1,
its derivative satisfies

(69) ldFw () < elllleres (14 [Lf lwen) (1 + LFIELD).

The constant ¢ is independent of ¥ and f.

Proof of Proposition 7.4. 1t is enough to prove the result for ms = 1. We
first show that Fy is continuous at f = 0. To bound [|[¥(f)||y»», we need
to get an LP-bound on terms of the form %Fq,( f) where I is a multi-index
with |II| < k. For an index of length 1, we have %.7:\1:(]0) = ?T\]If . % + 37@
So, %]‘—\p(f) is a sum of terms of the form

(70) o7ty 8L1f aLNf
oxlofs \ Oxlr Oxln |7

where ||+ < b, [La| + -+ [Ln| = .

Suppose j > 0. Denote ¢; := |L;| and let p; = jp/¢;. Then,

ALY oL f
Ox’/ofi \ Ozl Oxln
N || N
< [l 1L, S Nl L [ f llwres e

oxli ||,

< e @ T I - A1 < ellWllon fllkp (L + IFIED.

Lr

The second bound is by Hoélder’s inequality and the third one is by the
Gagliardo-Nirenberg inequality (see Proposition B.1.18, [28]). Suppose j =
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0. The term ‘g;%’ vanishes for f = 0. So, we have

A llzz = ell fllze-

o7
oz’ (=,

8 0’
df da’

This proves the inequality (68) and continuity of Fy at f = 0. It is contin-
uous at any f € WHP because the operator Af — Fy(f + Af) — Fy(f) is
continuous at Af = 0.

Now, we prove differentiability. We assume kp > n and [ > k; + 1. For
any f € WFP we claim that the derivative dFy(f) is given by o f. That
is, the map

\If
(71) dFy(f) : WHP(U) — WEP(U), Af+— Af- 37 °
is just multiplication by f o f. By the continuity result above, 2 57 f o fisin

WHP(U). Since kp > n, by Sobolev multiplication (Proposition A.3), (71) is
a bounded linear operator that is bounded by

(72) |dFe()ll < e

fH < el Wllomen (14 [ f e )1+ [FIED).
W

To obtain the last equality, we use the fact that f — 2% o f is an operator

similar to (67). The only difference is that 8‘1’ does not vamsh for f = 0. But,

we can apply the continuity bound (68) on the map f — 2 aF (f) ‘3‘}{’ (0),

and the bound in (72) now follows. Lastly, we show that (71) is indeed the
Fréchet-derivative. This is because

(W(f +Af) () = V(f)(x) - dFe(f)AS)(z)

2

1
=A@ [ (-0 (7 + 1A

and || [ (1 = )G (x, (f + tAf)(@))dt] 12 < el ¥]|cz. O

Corollary 7.5. Suppose Ei, Fo — % are vector bundles over a smooth
manifold 33, possibly with boundary. Suppose W : E1 — Es is a smooth bundle
map. Suppose k € Z>y and p > 1. The map ¥ induces a continuous map of
Sobolev completions

(73) Fy: F(E, El)Wk,pﬂCO — F(E, EQ)WR:,:D.

Further, if kp > dim(X), then Fy is a smooth map.
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Proof. After choosing local trivializations of F;, Fo over a finite cover of
3], the result follows by using Proposition 7.4 on each element of the cover
of X. O

Corollary 7.6. Assume the setting of Corollary 7.5. Suppose k € Z>o and
p > 1. The bundle map ¥ induces bounded maps of time-dependent sections

(74) Fy : LP([0,T], WFP(2, E1)) N C°([0,T] x ¥, E)
— LP([0,T], WrP(3, Fsy)).
(75) Fy : WEP([0,T], LP(2, E1)) N C°([0,T] x ¥, E)

— WFP((0,T), LP(2, Ey)).

Proof. The continuity of the operator (74) follows by Corollary 7.5 and
(49). The operator (75) is handled in an identical way to the operator in
Corollary 7.3. For any z € X, the operator Fy) : Wke([0,T], (Ey).) N CY —
WP ([0,T), (Es).) is a ‘composition of functions’ operator, whose L> norm
can be uniformly bounded for all z using Proposition 7.1. The uniform
L°°(X) bound implies a LP(X) bound, proving the boundedness of (75). [

Appendix A. Some analytic results

In this section, we collect some analytic results used at various places in the
paper. The following is Proposition A.3.4 in [28].

Proposition A.1. (Implicit function theorem) Let Y7, Yo be Banach spaces,
and § C Y1 be an open set containing the origin. Let F : S — Ys be a differ-
entiable map. Suppose DF(0) is invertible and |DF(0)~t| < C. Let § > 0
be a constant such that Bs C S and for allz € By, |DF(z) — DF(0)[| < 5.
If | F(0)]| < %, there is a unique x € Bs for which F(x) = 0.

The next result is a small addition to the above implicit function Theo-
rem.

Lemma A.2. Let Y1, Yo, S and F be as in Proposition A.1. Suppose
|DF(0)7Y| < C, S is convex and |DF(z) — DF(0)|| < 5 for all x €S,
then, F is injective on S.

Proof. Let Fy := DF(0) : Y1 — Y5 be a linear map and F3 := F — F; on S.
Then, we have |DF(z)|| < 5 for all z € S. For any x1, 23 € S, the line
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segment joining 1, x2 is contained in . Then,

1
| F1(z2) — Fi(z)| = | Fi(w2 — 1) > 5||~T1 — 0|

1
[ Fa(z2) — Fo(z1)|| < %sz — .

1
— [ F(@2) = Fle)ll 2 55llwz — 2]l

which proves the result. U

Proposition A.3. (Sobolev multiplication) Let ¥ be an n-dimensional
compact Riemannian manifold possibly with a smooth boundary.

1) ([1, Theorem 4.39]) Given k € Z and p > 1 be such that kp > n. Then,
WHP(S) is a Banach algebra with respect to pointwise multiplication.
There is a constant ¢ such that for any f, g € WHP(X)

[ gllwer < el fllwerllgliws

2) ([33, Theorem 9.5 (3)]) Suppose |l € Z, k; € Z>¢ and q, p; > 1, where
i =1,2. Suppose at least for one i, k;p; < n. Letl < ki, ko andl — 2 <
Zi:1,2 ki — pﬁ Further, if | <0, then we assume Zi:kipi<n(1% — ki) <

n. Then, there is a constant ¢ such that for any f € WFP1(X), g €

Wk27p2 (E)

Ifgllwra < el fllwee llglweer. .

The next result is a slight extension of Uhlenbeck’s compactness theorem
([38], [41]).

Proposition A.4. (Uhlenbeck compactness for higher regularity connec-
tions) Let M be a 2-dimensional compact Riemannian manifold, possibly
with a smooth boundary. Let p > 1. Further, let P — M be a principal K-
bundle and {A;}; be a sequence of W*P-connections on P whose curva-
ture satisfies a uniform bound ||F(A;)|w+-1oar) < c. Then, there exists a
sequence of gauge transformations k; € KCFTUP(P) and a connection Ao, €
ARP(P) such that k; A; weakly converges in WP to An.

Proof. The proof of Uhlenbeck compactness consists of a local theorem fol-
lowed by patching arguments. We first recall the local result for k = 1.
Choose 1 < ¢ < p. The local theorem (theorem B in [41]) says that there is a
constant €7, such that any point m € M has a neighborhood U with smooth
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boundary satisfying the following: if a connection A satisfies || F'a || zq(r), then
there is a gauge transformation k that puts A in Coulomb gauge, i.e. if
k(A) = d + a then,

(A.1) d'a=0, (xa)lpy, =0, |lal|lwrr <c|[Fallre.

By a dilation argument, it can be shown that given « > 0, there is a cover
¥ = U,U, such that for any connection A satisfying a curvature bound
[FallLr(z) < , on the sets Uy, the L9 bound of the curvature is smaller
than egy,, ensuring that the local theorem stated earlier is applicable.

To prove a corresponding result for k£ > 1, we strengthen the above local
result. We will prove that given a connection A = d + a in Coulomb gauge
on an open U, i.e. a satisfies (A.1), then,

(A.2) VK 3e(K):  ||[F(A)|wr-10 <K = |a]jwrr < e(K).

We use an inductive argument to prove (A.2). The statement is already true
for k = 1. So, we assume k > 2 and that (A.2) is true when k is replaced by
k — 1. We also assume [|F(A)|w#-1.» < K. By the induction hypothesis, we
have ||al|yr-1.» < c(K). We first focus on the case (k — 1)p > 2. In that case,
by Sobolev multiplication, [a A a] has a Wk=LP_bound. Then, by the formula
F(A) = da+ [a A a], we have a W*~1P-bound on da. Since a is in Coulomb
gauge, by elliptic regularity (the proof of theorem 5.1 in [41] carries over to
the higher regularity case),

lallwer < ldallws-rs < e(K).

It remains to prove (A.2) when (k — 1)p < n. In that case k = 2 and p < 2. In
fact, the only part of the proof that remains is to show a W bound on [a A
a] assuming a W'P-bound on a, a WP-bound on da + [a A a] and the fact
that a is in Coulomb gauge. This is done by a bootstrapping argument. There
exists a number ¢ > 1 and a sequence p = qp < q1 < -+ < qr—1 < 2 < qg such
that for any i > 1, ¢; < ¢;_1/(2 — gi_1). Then, if a € W1%-1 by Sobolev
embedding a € L?%. By Hélder’s theorem, [a Aa] € L% and therefore da
is also in L%. By the Coulomb gauge condition, elliptic regularity yields
a € Whe | Starting with a € WP and applying these steps repeatedly, we
get a € W% where ¢y > 2. Then, [a A a] is also in W%, and hence in WP,

The arguments for patching gauge transformations on the open sets U,
are identical for the higher regularity case - see Lemma 3.2, 3.3 in [38]. The
weak convergence then follows in a similar way to the case when k = 0 which
is proved in [38] and [41]. O
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