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Recently, McDuff and Schlenk determined in [MS] the function
cEB(a) whose value at a is the infimum of the size of a 4-ball
into which the ellipsoid E(1, a) symplectically embeds (here, a > 1
is the ratio of the area of the large axis to that of the smaller
axis of the ellipsoid). In this paper we look at embeddings into
four-dimensional cubes instead, and determine the function cEC(a)
whose value at a is the infimum of the size of a 4-cube C4(A) =
D2(A)×D2(A) into which the ellipsoid E(1, a) symplectically
embeds (where D2(A) denotes the disc in R2 of area A). As in
the case of embeddings into balls, the structure of the graph of
cEC(a) is very rich: for a less than the square σ2 of the silver ratio
σ := 1 +

√
2, the function cEC(a) turns out to be piecewise linear,

with an infinite staircase converging to (σ2,
√
σ2/2). This stair-

case is determined by Pell numbers. On the interval
[
σ2, 7 1

32
]
, the

function cEC(a) coincides with the volume constraint
√

a
2 except

on seven disjoint intervals, where c is piecewise linear. Finally, for
a > 7 1

32 , the functions cEC(a) and
√

a
2 are equal.

For the proof, we first translate the embedding problem E(1, a)
↪→ C4(A) to a certain ball packing problem of the ball B4(2A).
This embedding problem is then solved by adapting the method
from [MS], which finds all exceptional spheres in blow-ups of the
complex projective plane that provide an embedding obstruction.

We also prove that the ellipsoid E(1, a) symplectically embeds
into the cube C4(A) if and only if E(1, a) symplectically embeds
into the ellipsoid E(A, 2A). Our embedding function cEC(a) thus
also describes the smallest dilate of E(1, 2) into which E(1, a) sym-
plectically embeds.
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1. Introduction

1.1. Statement of the result

Let
(
R4, ω

)
be the Euclidean 4-dimensional space endowed with the canon-

ical symplectic form ω = dx1 ∧ dy1 + dx2 ∧ dy2. Any open subset of R4 is
also endowed with ω. Simple examples are the symplectic cylinders Z(a) :=
D2(a)× R2 (where D2(a) is the open disc of area a), the open symplectic
ellipsoids

E(a1, a2) =
{

(x1, y1, x2, y2) ∈ R4 : π
(
x2

1 + y2
1
)

a1
+ π

(
x2

2 + y2
2
)

a2
< 1

}
,

and the open polydiscs P (a1, a2) := D2 (a1)×D2 (a2). We denote the open
ball E(a, a) (of radius

√
a/π) by B(a) and the open cube P (a, a) by C(a).

Since D2(a) is symplectomorphic to an open square, D2(a)×D2(a) is indeed
symplectomorphic to a cube.

Given two open subsets U and V , we say that a smooth embedding
ϕ : U ↪→ V is a symplectic embedding if ϕ preserves ω, that is, if ϕ∗ω = ω.
In the sequel, we will write ϕ : U s

↪→ V for such an embedding. Since sym-
plectic embeddings are volume preserving, a necessary condition for the exis-
tence of a symplectic embedding U s

↪→ V is, of course, Vol(U) 6 Vol(V ), where
Vol(U) := 1

2
´
U ω ∧ ω. For volume preserving embeddings, this is the only con-

dition (see e.g. [S1]). For symplectic embeddings, however, the situation is
very different, as was detected by Gromov in [G]. Among many other things,
he proved

Example 1.1. (Gromov’s nonsqueezing Theorem) There exists a symplectic
embedding of the ball B(a) into the cylinder Z(A) if and only if a 6 A.

Notice that the volume of the cylinder Z(A) is infinite, and that for any a
the ball B(a) embeds by a linear volume preserving embedding into Z(A).
Similarly, we also have

Example 1.2. There exists a symplectic embedding of the ball B(a) into
the cube C(A) if and only if a 6 A.

The above results show that symplectic embeddings are much more special
and in some sense “more rigid” than volume preserving embeddings. A next
step was to understand this rigidity better. One way of doing this is to fix a
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768 D. Frenkel and D. Müller

domain V ⊂ R4 of finite volume, and to try to determine for each k ∈ N the
k-th packing number

pk(V ) := sup
{
kVol (B(a))

Vol(V ) :
⊔
k

B(a) s
↪→ V

}
.

Here,
⊔
k B(a) is the disjoint union of k equal balls B(a). It follows from

Darboux’s Theorem that always pk(V ) > 0. If pk(V ) = 1, one says that V
admits a full packing by k balls, and if pk(V ) < 1, one says that there is
a packing obstruction. Again, it is known that if we would consider volume
preserving embeddings instead, then all packing numbers would always be 1.

In important work by Gromov [G], McDuff-Polterovich [MP], and
Biran [B1] all the packing numbers of the 4-ball B and the 4-cube C were
determined. The result for C is

k 1 2 3 4 5 6 7 > 8
pk

1
2 1 2

3
8
9

9
10

48
49

224
225 1

This result shows that, while there is symplectic rigidity for many small k,
there is no rigidity at all for large k.

In order to better understand these numbers, we look at a problem that
interpolates the above problem of packing by k equal balls. For 0 < a1 6
a2, consider the ellipsoid E (a1, a2) defined above, and look for the smallest
cube C(A) into which E (a1, a2) symplectically embeds. Since E(a1, a2) s

↪→
C(A) if and only if E(λa1, λa2) s

↪→ C(λA), we can always assume that a1 = 1,
and therefore study the embedding capacity function

cEC(a) := inf
{
A : E(1, a) s

↪→ C(A)
}

on the interval [1,∞[. It is clear that c is a continuous and nondecreasing
function. Since symplectic embeddings are volume preserving and the volumes
of E(1, a) and C(A) are 1

2a and A
2 respectively, we must have the lower bound

√
a

2 6 c(a).

It is not hard to see that
⊔
k B(1) s

↪→ E(1, k). Therefore,
⊔
k B(1) s

↪→ C(A)
whenever E(1, k) s

↪→ C(A). In [M2], McDuff has shown that the converse is
also true! Our ellipsoid embedding problem therefore indeed interpolates the
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Symplectic embeddings of 4-dim ellipsoids into cubes 769

problem of packing by k equal balls, and we get

pk(C) = Vol (E(1, k))
Vol (C (cEC(k))) =

k
2

(cEC(k))2 .

First upper estimates for the function cEC(a) were obtained in Chapter 4.4
of [S2] by explicit embeddings of ellipsoids into a cube. These upper esti-
mates also suggested that symplectic rigidity for the problem E(1, a) s

↪→ C(A)
should disappear for large a.

In this paper, we completely determine the function c(a) := cEC(a). In
order to state our main theorem, we introduce two sequences of integers: the
Pell numbers Pn and the half companion Pell numbers Hn, which are defined
by the recurrence relations

P0 = 0, P1 = 1, Pn = 2Pn−1 + Pn−2,

H0 = 1, H1 = 1, Hn = 2Hn−1 +Hn−2.

Thus, P2 = 2, P3 = 5, P4 = 12, P5 = 29, . . . and H2 = 3, H3 = 7, H4 = 17,
H5 = 41, . . .. The two sequences (αn)n>0 and (βn)n>0 are then defined by

αn :=


2P 2

n+1
H2
n

if n is even,

H2
n+1

2P 2
n

if n is odd;
βn :=


Hn+2

Hn
if n is even,

Pn+2

Pn
if n is odd.

The first terms in these sequences are

α0 = 2 < β0 = 3 < α1 = 9
2 < β1 = 5 < α2 = 50

9 < β2 = 17
3 < · · · .

More generally, for all n > 0,

· · · < αn < βn < αn+1 < βn+1 < · · · ,

and both sequences converge to σ2 = 3 + 2
√

2 ∼= 5.83, which is the square of
the silver ration σ := 1 +

√
2.
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Theorem 1.3. (i) On the interval
[
1, σ2],

c(a) =



1 if a ∈ [1, 2] ,
1√
2αn

a if a ∈ [αn, βn] ,√
αn+1

2 if a ∈ [βn, αn+1] ,

for all n > 0 (see Figure 1.1).

(ii) On the interval
[
σ2, 7 1

32
]
we have c(a) =

√
a
2 except on seven disjoint

intervals, where c is piecewise linear (see Figure 1.2).

(iii) For a > 7 1
32 we have c(a) =

√
a
2 .

The proof of (i) is given in Corollary 5.2, a more detailed statement as
well as the proof of (ii) are given in Theorem 7.2, while the proof of (iii) is
given in Lemma 4.1 and Proposition 7.7.

A similar result has been previously obtained by McDuff-Schlenk in [MS]
for the embedding problem E(1, a) s

↪→ B(A). These two results show that the
structure of symplectic rigidity can be very rich.

For further results on packings of various symplectic manifolds by balls
and ellipsoids we refer to [B2], [BuH1], [BuH2], [BuP], [LMS] and [O].

1.2. Relations to ECH-capacities

There is a more combinatorial (but non-explicit) way of describing the embed-
ding function cEC(a). Indeed, in [H1], Hutchings used his embedded contact
homology to construct for each domain U ⊂ R4 a sequence of symplectic
capacities ckECH(U), which for the ellipsoid E(a, b) and the polydisc P (a, b)
are as follows.

Form the sequence NE(a, b) by arranging all numbers of the formma+ nb
with m,n > 0, in nondecreasing order (with multiplicities). Then for k > 0,
the k-th ECH-capacity ckECH (E(a, b)) is the (k + 1)-th entry of NE(a, b). For
instance, cECH (E(1, 1)) = {0, 1, 1, 2, 2, 2, 3, 3, 3, 3, 4, . . .}.

Moreover, for polydiscs,

ckECH (P (a, b)) = min {am+ bn : m,n ∈ N; (m+ 1)(n+ 1) > k + 1} .

There exists a canonical way to decompose an ellipsoid E(a, b) with a
b

rational into a finite disjoint union of balls B(a, b) := tiB (wi) with weights wi
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Figure 1.1: The graph of c on the interval
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.
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related to the continued fraction expansion of ab . We shall explain this decom-
position in more detail and prove the following proposition in the next section.

Proposition 1.4. Let a, b, c, d > 0 with a
b rational. Then there exists a sym-

plectic embedding E(a, b) ↪→ P (c, d) if and only if there exists a symplectic
embedding

B(a, b)
⊔
B(c)

⊔
B(d) ↪→ B(c+ d).

Hutchings showed in Corollary 11 of [H2] how Proposition 1.4 implies
that ECH-capacities form a complete set of invariants for the problem of
symplectically embedding an ellipsoid into a polydisc:

Corollary 1.5. There exists a symplectic embedding E(a, b) ↪→ P (c, d) if
and only if ckECH (E(a, b)) 6 ckECH (P (c, d)) for all k > 0.

It seems to be hard to derive Theorem 1.3 from Corollary 1.5 or vice-versa.

As a further corollary we obtain

Corollary 1.6. The ellipsoid E(1, a) symplectically embeds into the cube
C(A) if and only if E(1, a) symplectically embeds into the ellipsoid E(A, 2A).

Proof. By Corollary 1.5, E(1, a) symplectically embeds into C(A) if and only
if ckECH (E(1, a)) 6 ckECH (C(A)) for all k > 0. By McDuff’s proof of the Hofer
Conjecture [M3], E(1, a) symplectically embeds into E(A, 2A) if and only if
ckECH (E(1, a)) 6 ckECH (E(A, 2A)) for all k > 0. The corollary now follows
from the remark on page 8098 in [H2], that says that for all k > 0

(1.1) ckECH (E(1, 2)) = ckECH (C(1)) .

For the easy proof, we refer to Section 2. �

Remark 1.7. Recall that the ECH-capacities of B(1) and C(1) (or E(1, 2))
are

cECH (B(1)) =
(
0×1, 1×2, 2×3, 3×4, 4×5, 5×6, 6×7, 7×8, 8×9, 9×10, . . .

)
,

cECH (C(1)) =
(
0×1, 1×1, 2×2, 3×2, 4×3, 5×3, 6×4, 7×4, 8×5, 9×5, . . .

)
.

One sees that the sequence cECH (C(1)) is obtained from cECH (B(1)) by
some sort of doubling. This is reminiscent to the doubling in the definition of



i
i

“2-351” — 2016/1/12 — 1:04 — page 773 — #9 i
i

i
i

i
i

Symplectic embeddings of 4-dim ellipsoids into cubes 773

the Pell numbers: The Fibonacci and Pell numbers are defined recursively by

Fn+1 = Fn + Fn−1, Pn+1 = 2Pn + Pn−1,

and while the Fibonacci numbers determine the infinite stairs of the function
cEB(a) for a 6 τ 4 (with τ the golden ratio, see [MS]), the Pell numbers deter-
mine the infinite stairs of the function cEC(a) for a 6 σ2. This reminiscence
may, however, be a coincidence. Indeed, for the ellipsoid E(1, 3) the sequence

cECH (E(1, 3) =
(
0×1, 1×1, 2×1, 3×2, 4×2, 5×2, 6×3, 7×3, 8×3, 9×4, . . .

)
is obtained from cECH(B(1)) by some sort of trippling, but the beginning
of the function describing the embedding problem E(1, a) s

↪→ E(A, 3A) seems
not to be given in terms of numbers defined by Gn+1 = 3Gn +Gn−1.

Acknowledgments. We wish to sincerely thank Felix Schlenk for his pre-
cious help and encouragement during the whole project and Régis Straub-
haar for his help with all the computer issues. The present work is part of
the author’s activities within CAST, a Research Network Program of the
European Science Foundation.

2. Proof of Proposition 1.4 and equalities (1.1)

In Section 2.1, we explain the canonical decomposition of E(1, a) with a ∈ Q
into a disjoint union of balls. We then prove Proposition 1.4 in Sections 2.2
and 2.3, and in Section 2.4 we prove equalities (1.1).

2.1. Decomposing an ellipsoid into a disjoint union of balls

In [M2], McDuff showed the following theorem.

Theorem 2.1. (McDuff [M2]) Let a, b > 0 be two rational numbers. Then,
there exists a finite sequence (w1, . . . , wM ) of rational numbers such that the
closed ellipsoid E(a, b) symplectically embeds into the ball B(A) if and only
if the disjoint union of balls tiB (wi) symplectically embed into B(A).

The disjoint union tiB (wi) is then denoted by B(a, b). Following [MS], we
will now explain one way to compute the weights w1, . . . , wM in this decom-
position. Notice that in [M2], the weights of the balls B (wi) are defined in
a slightly different way. The proof that these weights agree with the weight
expansion of a defined now can be found in the Appendix of [MS].
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Definition 2.2. Let a = p
q > 1 be a rational number written in lowest terms.

The weight expansion of a is the finite sequence w(a) := (w1, . . . , wM ) defined
recursively by

• w1 = 1, and wn > wn+1 > 0 for all n;

• if wi > wi+1 = · · · = wn (where we set w0 := a), then

wn+1 =
{

wn if wi+1 + · · ·+ wn+1 = (n− i+ 1)wi+1 6 wi,
wi − (n− i)wi+1 otherwise;

• the sequence stops at wn if the above formula gives wn+1 = 0.

Remark 2.3. If we regard this weight expansion as consisting of N + 1
blocks on which the wi are constant, that is

w(a) = (1, . . . , 1︸ ︷︷ ︸,
l0

x1, . . . , x1︸ ︷︷ ︸
l1

, . . . , xN , . . . , xN︸ ︷︷ ︸
lN

) =
(
1×l0 , x×l11 , . . . , x×lNN

)
,

then x1 = a− l0 < 1, and if we set x0 = 1, then for all 2 6 i 6 N , xi = xi−2 −
li−1xi−1. Moreover, the lengths of the blocks give the continued fraction of a
since

a = l0 + 1
l1 + 1

l2 + 1
. . . + 1

lN

=: [l0; l1, . . . , lN ] .

Example 2.4. The weight expansion of 25
9 is

(
1×2, 7

9 ,
2
9
×3
, 1

9
×2). The con-

tinued fraction expansion of 25
9 is thus [2; 1, 3, 2]. Notice that we also have

25
9 = 2 · 12 +

(7
9

)2
+ 3 ·

(2
9

)2
+ 2 ·

(1
9

)2
.

This is no accident and is best explained geometrically as in Figure 2.1. The
general result is stated in the next lemma.

Lemma 2.5. (McDuff-Schlenk [MS], Lemma 1.2.6) Let a = p
q > 1 be a ratio-

nal number with p, q relatively prime, and let w := w(a) = (w1, . . . , wM ) be its
weight expansion. Then

(i) wM = 1
q ;

(ii)
∑
w2
i = 〈w,w〉 = a;
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Figure 2.1: The weight expansion of 25
9 .

(iii)
∑
wi = a+ 1− 1

q .

2.2. Representations of balls and polydiscs

In the proof of Proposition 1.4, we shall use certain ways of representing open
and closed balls and open polydiscs. Recall that B(a) is the open ball in R4

of capacity a = πr2, and that P (a, b) = D2(a)×D2(b), where D2(a) is the
open disc in R2 of area a.
2.2.1. Representations as products. Denote by �(a, b) the open square
]0, a[× ]0, b[ in R2. Since D2(a) is symplectomorphic to the open square
]0, a[× ]0, 1[, the polydisc P (a, b) is symplectomorphic to

�(a, b)×�(1, 1) ⊂ R2(x)× R2(y).

Next, consider the simplex

4(a) :=
{

(x1, x2) ∈ R2(x) : 0 < x1, x2 ; x1 + x2 < a
}
.

Then B(a) is symplectomorphic to the product

4(a)×�(1, 1) ⊂ R2(x)× R2(y),

see [T] and Remark 9.3.1 of [S2].
2.2.2. Representations by the Delzant polytope. As before, denote
by ωSF the Study-Fubini form on the complex projective plane CP 2, nor-
malized by

´
CP 1 ωSF = 1. We write CP 2(a) for

(
CP 2, a ωSF

)
. Its affine part

CP 2 \ CP 1 is symplectomorphic to the open ball B(a). (Indeed, for a = π,
the embedding

z = (z1, z2) 7→
[
z1 : z2 :

√
1− |z|2

]
is symplectic.)
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Figure 2.2: Closed balls in CP 2(a) and the moment image of P (c, d).

The image of the moment map of the usual T 2-action on CP 2(a) is the
closed triangle 4(a). For b < a, the preimage of 4(b) ⊂ 4(a) is symplecto-
morphic to B(b). By precomposing the torus action with suitable linear torus
automorphisms, one sees that also the closed triangles based at the other two
corners of 4(a) correspond to closed balls in CP 2(a). We refer to [K] for
details.

The image of the moment map of the usual T 2-action on C2 maps the
polydisc P (c, d) to the rectangle [0, c[× [0, d[ ⊂ R2(x).

2.3. Proof of Proposition 1.4

Let now a, b, c, d > 0 with a
b rational. We need to show that

E(a, b) s
↪→ P (c, d) ⇐⇒ B(a, b) tB(c) tB(d) s

↪→ B(c+ d).

“=⇒”: By decomposing E(a, b) into balls as before, we find that B(a, b) s
↪→

P (c, d), (see also [M2]). Fix ε > 0. Then also (1− ε)B(a, b) s
↪→ P (c, d). Now

represent the open balls B(c), B(d), B(c+ d) and the polydisc as in Sec-
tion 2.2.1 above. We then read off from Figure 2.3 that

(1− ε)B(a, b) tB(c) tB(d) s
↪→ B(c+ d).

This holds for every ε > 0. In view of [M1] we then also find a symplectic
embedding B(a, b) tB(c) tB(d) s

↪→ B(c+ d).
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Figure 2.3: (1− ε)B(a, b) tB(c) tB(d) s
↪→ B(c+ d).

“⇐= ” : Assume now that B(a, b) tB(c) tB(d) s
↪→ B(c+ d). Fix ε > 0.

Then

(1− ε)B(a, b) tB(c− ε) tB(d− ε) s
↪→ CP 2(c+ d).

According to [M1], the space of symplectic embeddings of B(c− ε) tB(d−
ε) into CP 2(c+ d) is connected. Any such isotopy extends to an ambient
symplectic isotopy of CP 2(c+ d). In view of this and by Section 2.2.2 we can
thus assume that the balls B(c− ε) and B(d− ε) lie in CP 2(c+ d) as shown
in Figure 2.4.

The image of the balls (1− ε)B(a, b) must then lie over the gray shaded
closed region. However, since the balls B(c− ε) and B(d− ε) are closed, the
image of (1− ε)B(a, b) cannot touch the upper horizontal or the right vertical
boundary of the gray shaded region. Moreover, according to Remark 2.1.E
of [MP] we can assume that this image lies in the affine part of CP 2(c+ d),
i.e., the image of the balls (1− ε)B(a, b) lies over the gray shaded region
deprived from the dark segment, and hence, by Section 2.2.2, in P (c+ ε, d+
ε). We may suppose from the start that c, d > 1. Then P (c+ ε, d+ ε) ⊂ (1 +
ε)P (c, d). We have thus found a symplectic embedding (1− ε)B(a, b) s

↪→ (1 +
ε)P (c, d). It is shown in Theorem 1.5 of [M2] that then also (1− ε)E(a, b) s

↪→
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Figure 2.4: How B(c− ε) and B(d− ε) lie in CP 2(c+ d).

(1 + ε)P (c, d). Hence

1− ε
1 + ε

E(a, b) s
↪→ P (c, d).

It now follows again from [M2] that E(a, b) s
↪→ P (c, d). (To be precise, [M2]

considers embeddings of ellipsoids into open balls; however, the same argu-
ments work for embeddings of ellipsoids into polydiscs.) �

2.4. Proof of equalities (1.1)

Lemma 2.6. For all k > 0,

ckECH (E(1, 2)) = ckECH (C(1)) .

Proof. We will prove that ckECH (E(1, 2)) and ckECH (C(1)) are both equal to
the unique integer d such that⌊

d+ 1
2

⌋ ⌈
d+ 1

2

⌉
6 k <

⌊
d+ 2

2

⌋ ⌈
d+ 2

2

⌉
.
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For ckECH (E(1, 2)), this follows from the fact that the number

]
{

(m,n) ∈ N2
0 : m+ 2n 6 d

}
of pairs of nonnegative integers (m,n) such that m+ 2n 6 d is equal to⌊
d+2

2

⌋ ⌈
d+2

2

⌉
. This, in turn, can easily be deduced from the identities

]
{

(m,n) ∈ N2
0 : m+ 2n = 2l

}
= ]

{
(m,n) ∈ N2

0 : m+ 2n = 2l + 1
}

= l + 1.

On the other hand, we have

ckECH (C(1)) = ckECH (P (1, 1)) = min {m+ n : (m+ 1)(n+ 1) > k + 1} .

Fix a nonnegative integer k. Let m0, n0 ∈ N0 be two nonnegative integers
such that

m0 + n0 = min {m+ n : (m+ 1)(n+ 1) > k + 1} .

Without loss of generality,m0 > n0. Moreover, we can always takem0, n0 such
that m0 − n0 ∈ {0, 1}. Indeed, assume that m0 = n0 + c with c > 2. Then for
m′0 = m0 − 1 and n′0 = n0 + 1, we get

(m′0 + 1) (n′0 + 1) = m0 (n0 + 2) = (n0 + c) (n0 + 2) = n2
0 + (c+ 2)n0 + 2c

> n2
0 + (c+ 2)n0 + c+ 1 = (n0 + c+ 1) (n0 + 1)

= (m0 + 1) (n0 + 1) > k + 1.

Thus (m′0, n′0) also realizes the minimum. Now, if m0 + n0 is even, then m0 =
n0 and we have to show that⌊2m0 + 1

2

⌋ ⌈2m0 + 1
2

⌉
= m0 (m0 + 1) 6 k

< (m0 + 1)2 =
⌊2m0 + 2

2

⌋ ⌈2m0 + 2
2

⌉
.

The first inequality follows from the minimality of m0 + n0 while the second
one follows from the fact that (m0 + 1) (n0 + 1) > k + 1. The case m0 + n0
odd is treated similarly. �
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3. Reduction to a constraint function given by exceptional
spheres

In this section we explain how the function c(a) can be described by the
volume constraint

√
a
2 and the constraints coming from certain exceptional

spheres in blow-ups of CP 2. Since the function c is continuous, it suffices to
determine c for each rational a > 1. The starting point is the following lemma,
which is a special case of Proposition 1.4.

Lemma 3.1. Let a > 1 be a rational number with weight expansion w(a) =
(w1, . . . , wM ) and A > 0. Then the ellipsoid E(1, a) embeds symplectically
into the cube C(A) if and only if there is a symplectic embedding

B(A) tB(A) ti B (wi)
s
↪→ B(2A).

With this lemma, we have converted the problem of embedding an ellip-
soid into a cube to the problem of embedding a disjoint union of balls into a
ball. In [MP], the problem of embedding k disjoint balls into a ball was reduced
to the question of understanding the symplectic cone of the k-fold blow-up Xk

of CP 2. Let L :=
[
CP 1] ∈ H2 (Xk,Z) be the class of a line, let E1, . . . , Ek ∈

H2 (Xk,Z) be the homology classes of the exceptional divisors, and denote by
l, e1, . . . , ek ∈ H2 (Xk,Z) their Poincaré duals. Let −K := 3L−

∑
Ei be the

anti-canonical divisor of Xk, and define the corresponding symplectic cone
CK (Xk) ⊂ H2 (Xk,Z) as the set of classes represented by symplectic forms ω
with first Chern class c1 (M,ω) = −K.

Theorem 3.2. (McDuff-Polterovich [MP]) The union tki=1B (wi) embeds
into the ball B(µ) or into CP 2(µ) if and only if µl −

∑
wiei ∈ CK (Xk).

To understand CK (Xk), we define as in [MS] the following set Ek ⊂
H2 (Xk).

Definition 3.3. Ek is the set consisting of (0;−1, 0, . . . , 0) and of all tuples
(d;m) := (d;m1, . . . ,mk) with d > 0 and m1 > · · · > mk > 0 such that the
class E(d;m) := dL−

∑
miEi ∈ H2 (Xk) is represented in Xk by a symplecti-

cally embedded sphere of self-intersection −1.

We will often write E instead of Ek if there is no danger of confusion. We
then have the following description of CK (Xk).
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Proposition 3.4. (Li-Li [LiLi], Li-Liu [LiLiu])

CK (Xk) =
{
α ∈ H2 (Xk) : α2 > 0, α (E) > 0, ∀E ∈ Ek

}
.

In order to give a characterization of the set Ek, we need the following
definition as in [MS].

Definition 3.5. A tuple (d;m) := (d;m1, . . .mk) is said to be ordered if
the mi are in nonincreasing order. The Cremona transform of an ordered
tuple (d;m) is

(2d−m1 −m2 −m3; d−m2 −m3, d−m1 −m3, d−m1 −m2,m4, . . . ,mk)

A Cremona move of a tuple (d;m) is the composition of the Cremona trans-
form of (d;m) with any permutation of the new obtained vector m.

Proposition 3.6. (McDuff-Schlenk [MS], Proposition 1.2.12 and Remark
3.3.1)

(i) All (d;m) ∈ Ek satisfy the two Diophantine equations∑
mi = 3d− 1,∑
m2
i = d2 + 1.

(ii) For all distinct (d;m) , (d′;m′) ∈ Ek we have∑
mim

′
i 6 dd′.

(iii) A tuple (d;m) belongs to Ek if and only if (d;m) satisfies the Diophan-
tine equations in (i) and (d;m) can be reduced to (0;−1, 0, . . . , 0) by
repeated Cremona moves.

Remark 3.7. Working directly with Lemma 3.1, Theorem 3.2 and Propo-
sition 3.4 we find, as in [MS], that the only constraints for an embedding
E(1, a) s

↪→ C(A) are A >
√

a
2 and, for each class (d;m) ∈ Ek,

(3.1) 2Ad > (m1 +m2) A+ 〈(m3, . . . ,mk) , w(a)〉 .

One can start from here and use Proposition 3.6 to prove Theorem 1.3. The
analysis becomes, however, rather awkward, since the unknown A appears on
both sides of (3.1).
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To improve the situation, we shall apply a base change of H2 (Xk), and
express the elements of E in a new basis. Consider the product S2 × S2

(whose affine part is a cube), and form the M -fold (topological) blow-up
XM

(
S2 × S2). A basis of H2

(
XM

(
S2 × S2)) is given by S1, S2, F1, . . . , FM ,

where S1 :=
[
S2 × {point}

]
, S2 :=

[
{point} × S2] and F1, . . . , FM are the

classes of the exceptional divisors.
Notice that there is a diffeomorphism ϕ : XM

(
S2 × S2)→ XM+1

(
CP 2)

such that the induced map in homology is

ϕ∗ : H2
(
XM

(
S2 × S2)) −→ H2

(
XM+1

(
CP 2))

S1

S2

F1

Fi

7−→
7−→
7−→
7−→

L− E1

L −E2

L− E1−E2

Ei+1.

The existence of such a ϕ is clear from a moment map picture such as Fig-
ure 2.4 above. With respect to the new basis S1, S2, F1, . . . , FM we write an
element of H2

(
XM

(
S2 × S2)) as (d, e;m1, . . . ,mM ). Then

ϕ∗(d, e;m) = (d+ e−m1; d−m1, e−m1,m2, . . . ,mM ) .

In the new basis, the constraint given by a class in E can be written in a more
useful form:

Proposition 3.8. (i) All (d, e;m) ∈ EM satisfy the two Diophantine equa-
tions ∑

mi = 2(d+ e)− 1,∑
m2
i = 2de+ 1.

(ii) For all distinct (d, e;m), (d′, e′;m′) ∈ EM , we have∑
mim

′
i 6 de′ + d′e.

(iii) A tuple (d, e;m) belongs to EM if and only if (d, e;m) satisfies the Dio-
phantine equations of (i) and its image under ϕ∗ can be reduced to
(0;−1, 0, . . . , 0) by repeated Cremona moves.

Proof. Let E ∈ E . The two identities in Proposition 3.6 (i) correspond to
c1(E) = 1 and E · E = −1. For E = d S1 + e S2 −

∑
miFi these identities
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become

c1 (E) = 2d+ 2e−
∑

mi = 1,
E · E = −

∑
m2
i + 2de = −1,

proving (i). Assertion (ii) of Proposition 3.6 corresponds to positivity of inter-
section of J-holomorphic spheres representing E,E′ ∈ E . For distinct elements
E = (d, e;m) and E′ = (d′, e′;m′) in E we thus have

E · E′ = de′ + ed′ −
∑

mim
′
i > 0,

proving (ii). Assertion (iii) holds since ϕ∗ is a base change. �

In the sequel, given two vectors m and w of length M , we will denote by
〈m,w〉 =

∑M
i=1 miwi the Euclidean scalar product in RM . Notice that we will

also use this notation for vectors m and w of different lengths, meaning the
Euclidean scalar product of the two vectors after adding enough zeros at the
end of the shorter one.

Proposition 3.9. Let a > 1 be a rational number with weight expansion
w(a) = (w1, . . . , wM ). For (d, e;m) ∈ E, define the constraint

µ(d, e;m)(a) := 〈m,w(a)〉
d+ e

.

Then

c(a) = sup
(d,e;m)∈E

{√
a

2 , µ(d, e;m)(a)
}
.

Proof. By Lemma 3.1, E(1, a) s
↪→ C(A) if and only if

B(A) tB(A) ti B (wi)
s
↪→ B(2A).

By Theorem 3.2, this is true if and only if

(3.2) (2A) l − Ae1 − Ae2 −
M∑
i=1

wi ei+2 ∈ CK .
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Denote by s1, s2, f1, . . . , fM the Poincaré duals of S1, S2, F1, . . . , FM . The base
change in cohomology is then

ϕ∗ : H2 (XM+1
(
CP 2)) −→ H2 (XM

(
S2 × S2))

l

e1

e2

ei

7−→
7−→
7−→
7−→

s1+s2−f1

s2−f1

s1 −f1

fi−1.

In this new basis of H2 (XM

(
S2 × S2)), (3.2) therefore becomes

(3.3) As1 + As2 −
M∑
i=1

wifi+1 ∈ CK .

In view of Proposition 3.4, (3.3) translates to the conditions that for all E :=
(d, e;m) ∈ E , we have 2A2 −

∑
w2
i > 0 and

As1(E) + As2(E)−
∑

wifi(E) = (d+ e)A−
∑

miwi > 0.

Recall from Lemma 2.5 (ii) that
∑
w2
i = a. We conclude that E(1, a) s

↪→ C(A)
if and only if A >

√
a
2 and for all (d, e;m) ∈ E

A >

∑
miwi
d+ e

= 〈m,w(a)〉
d+ e

.

This proves the proposition. �

Remark 3.10. By the symmetry between d and e in the formula for µ(d, e;
m)(a), we can assume that all elements (d, e;m) ∈ E have d > e. We will use
this convention throughout the paper.

The rest of this paper is devoted to the analysis of the constraints given
in Proposition 3.9. This analysis follows the one in [MS]. However, several
modifications are necessary.

4. Basic observations

Lemma 4.1. For all a > 8, c(a) =
√

a
2 .
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Proof. For all (d, e;m) ∈ E , we have by definition of µ and Proposition 3.8 (i)

µ(d, e;m)(a) := 〈m,w(a)〉
d+ e

6

∑
mi

d+ e
= 2(d+ e)− 1

d+ e
< 2 6

√
a

2

for all a > 8. Therefore, by Proposition 3.9, c(a) =
√

a
2 for all a > 8. �

Lemma 4.2. The function c has the following scaling property: for all λ > 1,

c(λa)
λa

6
c(a)
a
.

Proof. By definition of c, E(1, a) s
↪→ C (c(a) + ε) for all ε > 0. Since E(1, a)

symplectically embeds into C(A) if and only if E(λ, λa) symplectically embeds
into C(λA), this is equivalent to E(λ, λa) s

↪→ C (λc(a) + ε) for all ε > 0. Since
E(1, λa) ⊂ E(λ, λa) when λ > 1, this implies that

E(1, λa) s
↪→ C (λc(a) + ε)

for all ε > 0. Thus

c(λa) := inf
{
A : E(1, λa) s

↪→ C(A)
}
6 λc(a) = λa

c(a)
a
,

as claimed. �

Lemma 4.3. For M 6 7, the sets EM are finite and the only elements are

(0, 0;−1) , (1, 0; 1) ,
(
1, 1; 1×3) , (

2, 1; 1×5) ,(
2, 2; 2, 1×5) , (

3, 1; 1×7) , (
3, 2; 2×2, 1×5) , (

3, 3; 2×4, 1×3) ,(
4, 3; 2×6, 1

)
,
(
4, 4; 3, 2×6) .

Proof. By Proposition 3.8 (i), we have for a class (d, e;m) ∈ E with m =
(m1, . . . ,mk),

(2(d+ e)− 1)2 =
(

k∑
i=1

mi

)2

6 k
k∑
i=1

m2
i = k(2de+ 1),

which is equivalent to

4
(
d2 + e2

)
+ 8de− 4(d+ e) + 1 6 2kde+ k,
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and to
d2 + e2 6

k − 4
2 de+ d+ e+ k − 1

4 .

Now, if k 6 7, then

d2 + e2 6
3
2de+ d+ e+ 3

2 6
3
4
(
d2 + e2

)
+ d+ e+ 3

2 ,

using the fact that 2de 6 d2 + e2. This last inequality is equivalent to

d2 − 4d+ e2 − 4e 6 6

and finally to
(d− 2)2 + (e− 2)2 6 14,

which shows that d, e 6 5. This shows that the sets EM are finite for M 6 7.
To find the list of classes given above, it suffices to compute the solutions to
the Diophantine equations of Proposition 3.8 (i) having l(m) 6 7 and d, e 6 5,
and to show that they reduce to (0,−1) by Cremona moves, which is the
case. �

Definition 4.4. A class (d, e;m) ∈ E is said to be obstructive if there exists
a rational number a > 1 such that µ(d, e;m)(a) >

√
a
2 .

Lemma 4.5. Let (d, e;m) ∈ E be an obstructive class. Then either e = d, or
e = d− 1.

Proof. Suppose by contradiction that there exists a class (d, e;m) ∈ E obstruc-
tive at some point a > 1 such that d = e+ k with k > 2. Then, using Propo-
sition 3.8 (i) and Lemma 2.5 (ii), we obtain√

a

2 < µ(d, e;m)(a) = 〈m,w(a)〉
d+ e

6
‖m‖ ‖w(a)‖

d+ e
=
√

2de+ 1
√
a

d+ e

=
√

2(e+ k)e+ 1
√
a

2e+ k
=
√

4e2 + 4ke+ 2
√
a√

2(2e+ k)
<

√
4e2 + 4ke+ k2√a√

2(2e+ k)

=
√
a

2 ,

which is a contradiction. �

Remark 4.6. This lemma will be very useful in the sequel, because whenever
we will have to prove some properties of obstructive classes, it will be sufficient
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to prove them for classes of the form (d, d;m) or (d+ 1
2 , d−

1
2 ;m) only. Since

this will happen many times, we will not explicitly refer to this lemma each
time.

Definition 4.7. We define the error vector of a class (d, e;m) at a point a
as the vector ε := ε ((d, e;m), a) defined by the equation

m = d+ e√
2a

w(a) + ε.

Lemma 4.8. Let a = p
q > 1 be a rational number with weight expansion w(a)

and let (d, e;m) ∈ E. Then

(i) µ(d, e;m)(a) 6
√

2de+1
√
a

d+e . In particular,

µ(d, d;m)(a) 6
√

1 + 1
2d2

√
a
2 and µ(d+ 1

2 , d−
1
2 ;m)(a) 6

√
1 + 1

4d2

√
a
2 ,

(ii) µ(d, e;m)(a) >
√

a
2 if and only if 〈ε, w(a)〉 > 0,

(iii) If µ(d, d;m)(a) >
√

a
2 (resp. µ(d+ 1

2 , d−
1
2 ;m)(a) >

√
a
2 ), then 〈ε, ε〉 <

1 (resp. 〈ε, ε〉 < 1
2),

(iv) −
∑M
i=1 εi = d+e√

2a

(
y(a)− 1

q

)
+ 1, where y(a) := a+ 1− 2

√
2a.

Proof. (i) By Cauchy-Schwarz inequality, Proposition 3.8 (i) and Lemma 2.5,
we have

(d+ e)µ(d, e;m)(a) = 〈m,w(a)〉 6 ‖m‖ ‖w(a)‖ =
√

2de+ 1
√
a.

In the case of a class (d, d;m) we find that

µ(d, d;m)(a) 6
√

2d2 + 1
√
a

2d =

√
2d2 + 1

2d2

√
a

2 =
√

1 + 1
2d2

√
a

2 ,

and in the case of a class (d+ 1
2 , d−

1
2 ;m) that

µ(d+ 1
2 , d−

1
2;m)(a) 6

√
2d2 + 1

2
√
a

2d =
√

1 + 1
4d2

√
a

2 .
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(ii) Since

〈ε, w(a)〉 =
〈
m− d+ e√

2a
w(a), w(a)

〉
= 〈m,w(a)〉 − d+ e√

2a
‖w(a)‖2

= 〈m,w(a)〉 − (d+ e)
√
a

2 ,

we see that 〈ε, w(a)〉 > 0 if and only if µ(d, e;m)(a) = 〈m,w(a)〉
d+e >

√
a
2 .

(iii) For a class (d, d;m),

2d2 + 1 = 〈m,m〉 =
〈√

2
a
dw(a) + ε,

√
2
a
dw(a) + ε

〉

= 2d2 + 2
√

2√
a
d 〈w(a), ε〉+ 〈ε, ε〉

shows that if µ(d, d;m)(a) >
√

a
2 , then by (ii) 〈ε, ε〉 < 1. Similarly, for a class

(d+ 1
2 , d−

1
2 ;m),

2d2 + 1
2 = 2d2 + 2

√
2√
a
d 〈w(a), ε〉+ 〈ε, ε〉

shows that if µ(d+ 1
2 , d−

1
2 ;m)(a) >

√
a
2 , then 〈ε, ε〉 <

1
2 .

(iv) By Proposition 3.8 (i) and Lemma 2.5, we see that

2(d+ e)− 1 =
M∑
i=1

mi = d+ e√
2a

(
a+ 1− 1

q

)
+

M∑
i=1

εi.

Thus

−
M∑
i=1

εi = d+ e√
2a

(
a+ 1− 2

√
2a
)
− d+ e

q
√

2a
+ 1,

from which the result follows. �

Corollary 4.9. Suppose that c(a) >
√

a
2 for some rational a > 1. Then

(i) There exist classes (d, e;m), (d′, e′;m′) ∈ E (possibly equal) and ε > 0
such that

c(z) =
{
µ(d, e;m) if z ∈ ]a− ε, a] ,
µ(d′, e′;m′) if z ∈ [a, a+ ε[ .
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(ii) The set of classes (d, e;m) ∈ E such that µ(d, e;m)(a) = c(a) is finite.

(iii) For each of the intervals of (i), there exist rational coefficients α, β > 0
such that c(z) = α + βz.

Proof. Since c(a) >
√

a
2 , there exists D ∈ N such that c(a) >

√
1 + 1

D2

√
a
2 .

Since c is continuous, there exists ε > 0 such that c(z) >
√

1 + 1
D2

√
z
2 for

all z ∈ ]a− ε, a+ ε[. Now, if µ(d, e;m)(z) >
√

1 + 1
D2

√
z
2 , the inequalities of

Lemma 4.8 (i) imply that d 6 D. There are thus only finitely many classes
with µ(d, e;m)(z) >

√
1 + 1

D2

√
z
2 , and for all z ∈ ]a− ε, a+ ε[, c(z) is the

supremum of µ(d, e;m)(z) taken over finitely many classes. This proves (i)
and (ii). To prove (iii), notice first that the constraints µ(d, e;m) are piecewise
linear functions. Indeed, let w(a) = (w1(a), w2(a), . . .) be the weight expan-
sion of a, where the wi are seen as functions of a. Then the wi are piecewise
linear functions and so is µ(d, e;m) = 〈m,w〉

d+e . We can thus write c(z) = α + βz
for z belonging to one of the intervals of (i). Now, since c is nondecreasing,
β > 0, and by the scaling property of Lemma 4.2, α > 0. �

Definition 4.10. A class (d, e;m) ∈ E is called perfect if there exists b > 1
and κ > 0 such that m = κw(b), that is, such that the vector m is a multiple
of the weight expansion of b.

Lemma 4.11. Let (d, e;m) ∈ E be a perfect class for some b > 1 with d = e

or d = e+ 1. Then c(b) = µ(d, e;m)(b) >
√

b
2 and (d, e;m) is the only class

such that µ(d, e;m)(b) = c(b).

Proof. We first treat the case d = e. Let (d, d;m) ∈ E be a perfect class: m =
κw(b) for some b > 1. By Proposition 3.8 (i),

2d2 < 2d2 + 1 = 〈m,m〉 = κ2 〈w(b), w(b)〉 = κ2b,

from which we deduce that d < κ
√

b
2 . Then

µ(d, d;m)(b) = 〈m,w(b)〉
2d = κb

2d >

√
b

2 .

This shows that (d, d;m) is obstructive at b. But then (d, d;m) is the only
obstructive class at b. Indeed, if (d′, e′;m′) ∈ E is a class different of (d, d;m),



i
i

“2-351” — 2016/1/12 — 1:04 — page 790 — #26 i
i

i
i

i
i

790 D. Frenkel and D. Müller

by positivity of intersections (Proposition 3.8 (ii)),

κ 〈m′, w(b)〉 =
∑

mim
′
i 6 d(d′ + e′).

Thus

µ(d′, e′;m′)(b) = 〈m
′, w(b)〉
d′ + e′

6
d 〈m′, w(b)〉
κ 〈m′, w(b)〉 = d

κ
<

√
b

2 .

Consider now a class of the form
(
d+ 1

2 , d−
1
2 ;m

)
. By Proposition 3.8 (i), we

have
2d2 < 2d2 + 1

2 = 〈m,m〉 = κ2 〈w(b), w(b)〉 = κ2b,

and thus d < κ
√

b
2 as in the case of a class (d, d;m). The rest of the proof is

then identical. �

Definition 4.12. Define the length of a vector m, denoted by l(m), as the
number of positive entries in m, and denote by l(a) the length of the weight
expansion w(a) of a.

Lemma 4.13. Let (d, e;m) ∈ E be an obstructive class. Let I be a maximal
nonempty open interval on which µ(d, e;m)(a) >

√
a
2 . Then there exists a

unique a0 ∈ I such that l (a0) = l(m). Moreover for all a ∈ I, l(a) > l (a0).

Proof. Let us first prove that for all a ∈ I, l(a) > l(m). If l(a) < l(m), then,
by Proposition 3.8 (i),

l(a)∑
i=1

m2
i < 2de+ 1.

Thus

µ(d, e;m)(a) = 〈m,w(a)〉
d+ e

6

√∑l(a)
i=1 m

2
i ‖w(a)‖

d+ e
6

√
4de

d+ e

√
a

2 6
√
a

2 ,

and so a /∈ I. Let us now prove the existence of an a0 with l (a0) = l(m).
Let w(a) = (w1(a), w2(a), . . .) be the weight expansion of a, where the wi
are again seen as functions of a. The wi are piecewise linear functions and
are linear on intervals that do not contain elements a′ with l (a′) 6 i. Hence
if all a ∈ I would have l(a) > l(m), then the l(m) first wi would be linear,
and µ(d, e;m) also. But this is impossible since

√
a
2 is concave. Thus there

exists a0 ∈ I with l (a0) = l(m). The proof of uniqueness of a0 follows from
the fact that if a < b and l(a) = l(b), then there exists c ∈ ]a, b[ such that
l(c) < l(a). �
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Lemma 4.14. Let (d, e;m) ∈ E be such that µ(d, e;m)(a) >
√

a
2 . Let J =

{k, . . . , k + s− 1} be a block of s > 2 consecutive integers such that the wi(a)
are equal for all i ∈ J . Then we have the three following possibilities

1. mk = · · · = mk+s−1
2. mk − 1 = mk+1 = · · · = mk+s−1
3. mk = · · · = mk+s−2 = mk+s−1 + 1.

Moreover, there is at most one block of length s > 2 where the mi are not all
equal, and if such a block J exists, then

∑
i∈J ε

2
i >

s−1
s .

The proof is similar to the proof of Lemma 2.1.7 in [MS].

Corollary 4.15. If a class of the form (d+ 1
2 , d−

1
2 ;m) is obstructive, then

the mi are constant on each block.

Proof. Suppose there exists a block J of length s > 2 on which the wi(a) are
not all equal. Then by Lemma 4.14,

∑
i∈J ε

2
i >

s−1
s >

1
2 , which contradicts

Lemma 4.8 (iii), which states that
∑
ε2
i <

1
2 . �

Lemma 4.16. Let (d, e;m) ∈ E be an obstructive class at some rational a >
1 with l(a) = l(m). Let wk+1, . . . , wk+s be a block which is not the first block
of w(a).

(i) If the block is not the last one, then

|mk − (mk+1 + · · ·+mk+s+1)| <
√
s+ 2.

If the block is the last one, then

|mk − (mk+1 + · · ·+mk+s)| <
√
s+ 1.

(ii) It is always the case that

mk −
M∑

i=k+1
mi <

√
M − k + 1.

The proof is similar to the one of Lemma 2.1.8 in [MS].

Proposition 4.17. Let (d, e;m) ∈ E be an obstructive class at a point a =:
p
q ∈ Q written in lowest terms with l(a) = l(m). Let mM be the last nonzero
entry of the vector m and let I be the maximal open interval containing a such
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that µ(d, e;m)(a) >
√

a
2 . Then there exist integers A < p and B < (mM + 1)q

such that

(d+ e)µ(d, e;m)(z) =
{
A+Bz if z 6 a, z ∈ I,
(A+mMp) + (B −mMq)z if z > a, z ∈ I.

Again, the proof is similar to the one of Proposition 2.3.2 in [MS].

5. The interval [1, σ2]

The goal of this section is to prove part (i) of Theorem 1.3.

5.1. Preliminaries

Let us first recall that the Pell numbers Pn and the half companion Pell
numbers Hn are defined by the recurrence relations

P0 = 0, P1 = 1, Pn = 2Pn−1 + Pn−2,

H0 = 1, H1 = 1, Hn = 2Hn−1 +Hn−2,

respectively. It is then easy to see that

Hn = Pn + Pn−1.

Using this, we define the sequence (αn)n>0 by

αn :=


2P 2

n+1
H2
n

=: pn
qn

if n is even,

H2
n+1

2P 2
n

=: pn
qn

if n is odd.

Set W (αn) = qnw (αn). Then, define W ′ (αn) as the tuple obtained from
W (αn) by adding an extra 1 at the end. Define the classes E (αn) by

E (αn) :=
{

(Pn+1Hn, Pn+1Hn;W ′ (αn)) if n is even,
(PnHn+1, PnHn+1;W ′ (αn)) if n is odd.
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For instance,

E (α0) =
(
1, 1; 1×3

)
,

E (α1) =
(
3, 3; 2×4, 1×3

)
,

E (α2) =
(
15, 15; 9×5, 5, 4, 1×5

)
,

E (α3) =
(
85, 85; 50×5, 39, 11×3, 6, 5, 1×6

)
.

Moreover, we define the sequence (βn)n>0 by

βn :=


Hn+2

Hn
=: pn

qn
if n is even,

Pn+2

Pn
=: pn

qn
if n is odd.

Set W (βn) = qnw (βn). Then the classes E (βn) are defined by

E (βn) :=


(1

4 (Hn +Hn+2) , 1
4 (Hn +Hn+2) ;W (βn)

)
if n is even,(1

4 (Pn + Pn+2) + 1
2 ,

1
4 (Pn + Pn+2)− 1

2;W (βn)
)

if n is odd.

For instance,
E (β0) =

(
1, 1; 1×3

)
,

E (β1) =
(
2, 1; 1×5

)
,

E (β2) =
(
5, 5; 3×5, 2, 1×2

)
,

E (β3) =
(
9, 8; 5×5, 4, 1×4

)
.

Theorem 5.1. For all n > 0, E (αn) , E (βn) ∈ E.

The proof that E (αn) ∈ E is given in the next subsection, while the proof
that E (βn) ∈ E is given in Corollary 6.19. Theorem 5.1 implies part (i) of
Theorem 1.3:

Corollary 5.2. On the interval
[
1, σ2],

c(a) =



1 if a ∈ [1, 2] ,
1√
2αn

a if a ∈ [αn, βn] ,√
αn+1

2 if a ∈ [βn, αn+1] ,

for all n > 0.
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Proof. Since for all n > 0, E (βn) is a perfect class, we know by Lemma 4.11
that c (βn) = µ (E (βn)) (βn). Hence

c (βn) =
√
αn+1

2

for all n > 0. Indeed, for n even, we compute

c (βn) = 2Hn 〈w (βn) , w (βn)〉
Hn+2 +Hn

= 2Hnβn
Hn+2 +Hn

= 2Hn+2

Hn+2 +Hn

= 2 (Pn+2 + Pn+1)
Pn+2 + Pn+1 + Pn + Pn−1

= 2 (Pn+2 + Pn+1)
4Pn+1

= Hn+2

2Pn+1

=
√
αn+1

2 ,

and for n odd,

c (βn) = 2Pn 〈w (βn) , w (βn)〉
Pn+2 + Pn

= 2Pnβn
Pn+2 + Pn

= 2Pn+2

Pn+2 + Pn

= Pn+2
1
2 (Pn+2 − Pn) + Pn

= Pn+2

Pn+1 + Pn
= Pn+2

Hn
=
√
αn+1

2 .

Furthermore, c (αn) =
√

αn

2 for all n > 0. Indeed, for n even, we have

µ (E (αn)) (αn) = H2
nαn

2Pn+1Hn
= Hnαn

2Pn+1
= Pn+1

Hn
=
√
αn
2 .

Thus for all (d, e;m) ∈ E distinct from E (αn), we get by Proposition 3.8 (ii)
that

Pn+1Hn(d+ e) > 〈m,W ′ (αn)〉 > H2
n 〈m,w (αn)〉 ,

and hence

µ(d, e;m) (αn) = 〈m,w (αn)〉
d+ e

6
Pn+1Hn

H2
n

= Pn+1

Hn
=
√
αn
2 .

Next, for n odd, we have

µ (E (αn)) (αn) = 2P 2
nαn

2PnHn+1
= Pnαn
Hn+1

= Hn+1

2Pn
=
√
αn
2 .

Thus for all (d, e;m) ∈ E distinct from E (αn), we get

PnHn+1(d+ e) > 〈m,W ′ (αn)〉 > 2P 2
n 〈m,w (αn)〉 ,
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and hence

µ(d, e;m) (αn) = 〈m,w (αn)〉
d+ e

6
PnHn+1

2P 2
n

= Hn+1

2Pn
=
√
αn
2 .

Thus, by Proposition 3.9, we have c (αn) =
√

αn

2 for all n > 0 as required.
Since c is nondecreasing, we get that c(a) =

√
αn+1

2 for a ∈ [βn, αn+1]. More-
over, we have that for all n > 0

c (βn)
βn

= c (αn)
αn

.

Indeed, for n even,

c (βn)
βn

=

√
αn+1

2

βn
= Hn

2Pn+1
=

√
αn

2

αn
= c (αn)

αn
,

and for n odd,

c (βn)
βn

=

√
αn+1

2

βn
= Pn
Hn+1

=

√
αn

2

αn
= c (αn)

αn
.

Hence, by the scaling property of Lemma 4.2, the function c has to be linear
on [αn, βn] and thus c(a) = 1√

2αn
a for a ∈ [αn, βn]. �

5.2. The classes E (αn) belong to E

Lemma 5.3. The classes E (αn) satisfy the Diophantine conditions of Propo-
sition 3.8 (i).

Proof. We will prove this separately for n even and odd. In both cases, we
will use Lemma 2.5 and the relation

−P 2
2m + 2P2mP2m−1 + P 2

2m−1 = 1

which can be easily deduced from the following identity

P2m−k = (−1)k+1 (PkH2m −HkP2m) ,
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given in Corollary 6.8 (v). For n = 2m, we obtain

∑
mi = H2

2m
∑

wi + 1 = H2
2m

(
2P 2

2m+1
H2

2m
+ 1− 1

H2
2m

)
+ 1

= 2 (2P2m + P2m−1)2 + (P2m + P2m−1)2

= 9P 2
2m + 10P2mP2m−1 + 3P 2

2m−1

= 8P 2
2m + 12P2mP2m−1 + 4P 2

2m−1 −
(
−P 2

2m + 2P2mP2m−1 + P 2
2m−1

)
= 4P2m+1H2m − 1 = 2(d+ e)− 1;

∑
m2
i = H4

2m
∑

w2
i + 1 = H4

2m
2P 2

2m+1
H2

2m
+ 1

= 2P 2
2m+1H

2
2m + 1 = 2de+ 1.

Moreover, for n = 2m− 1,

∑
mi = 2P 2

2m−1
∑

wi + 1 = 2P 2
2m−1

(
H2

2m
2P 2

2m−1
+ 1− 1

2P 2
2m−1

)
+ 1

= (P2m + P2m−1)2 + 2P 2
2m−1

= P 2
2m + 2P2mP2m−1 + 3P 2

2m−1

= 4P2mP2m−1 + 4P 2
2m−1 −

(
−P 2

2m + 2P2mP2m−1 + P 2
2m−1

)
= 4P2m−1H2m − 1 = 2(d+ e)− 1;∑

m2
i = 4P 4

2m−1
∑

w2
i + 1 = 4P 4

2m−1
H2

2m
2P 2

2m−1
+ 1

= 2P 2
2m−1H

2
2m + 1 = 2de+ 1.

This proves the lemma. �

We will now prove separately for n even and n odd that the classes E (αn)
reduce to (0;−1) by standard Cremona moves.

5.2.1. The classes E (α2m) reduce to (0;−1). One readily checks that
the classes E (α2m) reduce to (0;−1) for m = 0, 1, 2. In the following, we
reduce the classes E (α2m) for m > 3.

Lemma 5.4. The continued fraction expansion of α2m is[
5; {1, 4}×(m−1) , 1, 1, 3, 1, {4, 1}×(m−1)

]
.
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Moreover, with uj := (2Hj − Pj)H2m +HjP2m,

E (α2m) =
(
P2m+1H2m, P2m+1H2m;
(1

2u2m

)×5
, u2m−1,

(1
2u2m−2

)×4
, . . . , u3,

(1
2u2

)×4
,

u1, H2m + 1
2P2m,

(1
2P2m

)×3
, P2m−1,(1

2P2m−2

)×4
, P2m−3, . . . ,

(1
2P2

)×4
, P1, 1

)
.

Proof. Since (αn) is an increasing sequence converging to σ2 < 6 and α2 =
50
9 > 5, the first term of W ′ (α2m) is

(q2m)×5 =
(
H2

2m

)×5
=
(1

2u2m

)×5
.

To determine the next terms, we will first prove that for all k > 1, u2k+1 >
1
2u2k > u2k−1. Indeed

u2k+1 = (2H2k+1 − P2k+1)H2m +H2k+1P2m

= (4P2k + P2k−1)H2m + (2H2k +H2k−1)P2m

>

(1
2P2k + P2k−1

)
H2m + 1

2H2kP2m

= 1
2 (2H2k − P2k)H2m + 1

2H2kP2m

= 1
2u2k

=
(
P2k−1 + 5

2P2k−2 + P2k−3

)
H2m +

(
H2k−1 + 1

2H2k−2

)
P2m

> (P2k−1 + 2P2k−2)H2m +H2k−1P2m

= (2H2k−1 − P2k−1)H2m +H2k−1P2m

= u2k−1.

The second term of W ′ (α2m) is

2P 2
2m+1 − 5H2

2m = 3P 2
2m − 2P2mP2m−1 − 3P 2

2m−1

= (2H2m−1 − P2m−1)H2m +H2m−1P2m

= u2m−1 <
1
2u2m.
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Now for all k > 1, we have

u2k+1 − 4
(1

2u2k

)
= (2H2k+1 − P2k+1 − 4H2k + 2P2k)H2m

+ (H2k+1 − 2H2k)P2m

= (2H2k−1 − P2k−1)H2m +H2k−1P2m = u2k−1 <
1
2u2k;

1
2u2k − u2k−1 =

(
H2k −

1
2P2k − 2H2k−1 + P2k−1

)
H2m

+
(1

2H2k −H2k−1

)
P2m

= 1
2 (2H2k−2 − P2k−2)H2m + 1

2H2k−2P2m = 1
2u2k−2

< u2k−1.

Thus the first terms of W ′ (α2m) are(1
2u2m

)×5
, u2m−1,

(1
2u2m−2

)×4
, . . . , u3,

(1
2u2

)×4
, u1.

The next terms are H2m + 1
2P2m,

(1
2P2m

)×3
, P2m−1. Indeed

1
2u2 − u1 = H2m + 1

2P2m < H2m + P2m = u1;

u1 −
(
H2m + 1

2P2m

)
= 1

2P2m < H2m + 1
2P2m;

H2m + 1
2P2m − 3

(1
2P2m

)
= P2m−1 <

1
2P2m.

Notice that for all k > 1,

Pk+1 >
1
2Pk > Pk−1,

and thus

P2k+1 − 4
(1

2P2k

)
= P2k−1 <

1
2P2k;

1
2P2k − P2k−1 = 1

2P2k−2 < P2k−1.

This proves that the last terms of W ′ (α2m) are(1
2P2m−2

)×4
, P2m−3, . . . ,

(1
2P2

)×4
, P1, 1,

with the last 1 added by definition of W ′ (α2m). �
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Let us introduce now some notations in order to simplify the expressions
of the classes.

Definition 5.5. Set

Amk :=
((1

2u2k

)×4
, u2k−1, (P2kH2m)×2 ,

(1
2u2k−2

)×4
, u2k−3, . . . ,(1

2u2

)×4
, u1, H2m + 1

2P2m,

(1
2P2m

)×3
, P2m−1

)
,

Bm
k :=

((1
2P2m−2

)×4
, P2m−3, . . . ,

(1
2P2m−2k+2

)×4
, P2m−2k+1,(1

2P2m−2k

)×8
, (P2m−2k−1)×2 , . . . ,

(1
2P2

)×8
, (P1)×2 , 1

)
,

V m
k := (P2k+1H2m +H2kP2m;Amk , Bm

k ) .

Thus Amk has the structure
[
4, 1, 2, {4, 1}×(k−1) , 1, 3, 1

]
and Bm

k has the struc-
ture

[
{4, 1}×(k−1) , {8, 2}×(m−k) , 1

]
. We use here the convention that if k = m,

Bm
m has the structure

[
{4, 1}×(m−1) , 1

]
and that if k = 1, Bm

1 has the struc-
ture

[
{8, 2}×(m−1) , 1

]
.

The structure of the reduction process of a class E (α2m) will be the
following. First, we compute in Lemma 5.7 that the image of E (α2m) under ϕ∗
is V m

m = (P2m+1H2m +H2mP2m;Amm, Bm
m). Then, we reduce V m

m in Lemma 5.8
and Lemma 5.9 to V m :=

(
H2m;H2m − 1

2P2m,
(1

2P2m
)×3

, (P2m−1)×2 , Bm
1

)
in

4(m− 2) + 8 Cremona moves. Finally, we show in Lemmas 5.10 and 5.11 that
V m reduces to (0;−1) in 5(m− 2) + 8 moves.

Remark 5.6. Since the Cremona transform of a class (d;m) only modifies
the first 3 entries of the vector m, we will write some of the first entries of
the classes and will abbreviate the other terms by (∗). It is important to
notice that the terms denoted by (∗) will always be left invariant during the
reduction process. Then, each time after applying the Cremona transform,
we will reorder the entries of m. We will not always reorder the entries in
decreasing order, but this will have no consequence on the reduction because
we will reorder them in a way such that the first 3 entries of the vector m will
always be the 3 biggest entries in decreasing order. We will write down each
step of the reduction, that is the class obtained after applying the Cremona
transform and reordering. But sometimes when the reordering will not be
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obvious, we will write the intermediate step before reordering and denote by
→ the Cremona transform of a class and by  the reordering of a class. We
will freely use the three relations

Pn = 2Pn−1 + Pn−2, Hn = Pn + Pn−1,

P2m−k = (−1)k+1 (PkH2m −HkP2m) .

Lemma 5.7. The image of E (α2m) by ϕ∗ is the class

ϕ∗ (E (α2m)) = (P2m+1H2m +H2mP2m;Amm, Bm
m) = V m

m .

Proof. The first terms ofE (α2m) are
(
P2m+1H2m, P2m+1H2m; 1

2u2m, (∗)
)
. Since

1
2u2m = H2

2m, we get

ϕ∗ (E (α2m)) =
(

2P2m+1H2m −H2
2m;

(
P2m+1H2m −H2

2m

)×2
, (∗)

)
=
(
P2m+1H2m +H2mP2m; (P2mH2m)×2 , (∗)

)
.

After reordering this class, we see that we indeed obtain V m
m as required. �

Lemma 5.8. For all 3 6 k 6 m, V m
k reduces to V m

k−1 in 4 Cremona moves.

Proof. We have

V m
k =

(
P2k+1H2m +H2kP2m; 1

2 ((2H2k − P2k)H2m +H2kP2m)×4 ,

(2H2k−1 − P2k−1)H2m +H2k−1P2m, (P2kH2m)×2 , (∗)
)
→( (

−H2k + 7
2P2k

)
H2m + 1

2H2kP2m; (H2k−1H2m)×3 ,
1
2 ((2H2k − P2k)H2m +H2kP2m) , (2H2k−1 − P2k−1)H2m+
+H2k−1P2m, (P2kH2m)×2 , (∗)

)
 ( (

−H2k + 7
2P2k

)
H2m + 1

2H2kP2m; 1
2 ((2H2k − P2k)H2m +H2kP2m) ,

(2H2k−1 − P2k−1)H2m +H2k−1P2m, (P2kH2m)×2 ,

(H2k−1H2m)×3 , (∗)
)
→(

3
2P2kH2m + 1

2H2k−2P2m;
(
2H2k − 5

2P2k
)
H2m + 1

2H2k−2P2m, P2k−2H2m,

P2k−1H2m −H2k−1P2m, P2kH2m, (H2k−1H2m)×3 , (∗)
)
 (

3
2P2kH2m + 1

2H2k−2P2m;P2kH2m, (H2k−1H2m)×3 ,(
2H2k − 5

2P2k
)
H2m + 1

2H2k−2P2m, P2k−2H2m, P2m−(2k−1), (∗)
)
→
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(
2P2k−1H2m +H2k−2P2m;

(
2H2k − 5

2P2k
)
H2m + 1

2H2k−2P2m,(
−1

2P2k−2H2m + 1
2H2k−2P2m

)×2
, H2k−1H2m,(

2H2k − 5
2P2k

)
H2m + 1

2H2k−2P2m, P2k−2H2m,

P2m−(2k−1), (∗)
)
 (

2P2k−1H2m +H2k−2P2m;H2k−1H2m,((
2H2k − 5

2P2k
)
H2m + 1

2H2k−2P2m
)×2

, P2k−2H2m,(
1
2P2m−(2k−2)

)×2
, P2m−(2k−1), (∗)

)
→(

P2k−1H2m +H2k−2P2m;P2k−2H2m,
(
−1

2P2k−2H2m + 1
2H2k−2P2m

)×2
,

P2k−2H2m,
(

1
2P2m−(2k−2)

)×2
, P2m−(2k−1), (∗)

)
 (

P2k−1H2m +H2k−2P2m; (P2k−2H2m)×2 ,
(

1
2P2m−(2k−2)

)×4
,

P2m−(2k−1), (∗)
)
.

Now, after reordering this last class, we obtain V m
k−1 as required. �

Lemma 5.9. V m
2 reduces in 8 Cremona moves to the class

V m :=
(
H2m;H2m −

1
2P2m,

(1
2P2m

)×3
, (P2m−1)×2 , Bm

1

)
.

Proof. We have

V m
2 =

(
29H2m + 17P2m;

(
11H2m + 17

2 P2m
)×4

, 9H2m + 7P2m,

(12H2m)×2 ,
(
2H2m + 3

2P2m
)×4

, H2m + P2m, H2m + 1
2P2m, (∗)

)
;(

25H2m + 17
2 P2m; 11H2m + 17

2 P2m, 9H2m + 7P2m, (12H2m)×2 ,

(7H2m)×3 ,
(
2H2m + 3

2P2m
)×4

, H2m + P2m, H2m + 1
2P2m, (∗)

)
;(

18H2m + 3
2P2m; 12H2m, (7H2m)×3 , 4H2m + 3

2P2m,
(
2H2m + 3

2P2m
)×4

,

2H2m, H2m + P2m, H2m + 1
2P2m, P2m−3, (∗)

)
;(

10H2m + 3P2m; 7H2m,
(
4H2m + 3

2P2m
)×2

,
(
2H2m + 3

2P2m
)×4

,

2H2m, H2m + P2m, H2m + 1
2P2m,

(1
2P2m−2

)×2
, P2m−3, (∗)

)
;(

5H2m + 3P2m;
(
2H2m + 3

2P2m
)×4

, (2H2m)×2 , H2m + P2m,

H2m + 1
2P2m,

(1
2P2m−2

)×2
, P2m−3, (∗)

)
;
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(
4H2m + 3

2P2m; 2H2m + 3
2P2m, (2H2m)×2 , H2m + P2m, H2m + 1

2P2m,

(H2m)×3 ,
(1

2P2m−2
)×4

, P2m−3, (∗)
)
;(

2H2m + 3
2P2m;H2m + P2m, H2m + 1

2P2m,
3
2P2m, (H2m)×3 ,(1

2P2m−2
)×4

, P2m−3, (∗)
)
;(

2H2m; (H2m)×3 , H2m − 1
2P2m, P2m−1,

(1
2P2m−2

)×4
, P2m−3, (∗)

)
;(

H2m;H2m − 1
2P2m, P2m−1,

(1
2P2m−2

)×4
, P2m−3, (∗)

)
.

After reordering this last class, we obtain V m as required. �

Lemma 5.10. For all m > 3, V m reduces in 5 Cremona moves to V m−1.

Proof. We have
V m =

(
H2m;H2m − 1

2P2m,
(1

2P2m
)×3

, (P2m−1)×2 ,
(1

2P2m−2
)×8

, (∗)
)

;(
H2m − 1

2P2m; 1
2P2m, (P2m−1)×3 ,

(1
2P2m−2

)×8
, (∗)

)
;(

1
2P2m;P2m−1,

(1
2P2m−2

)×9
, (∗)

)
;(

P2m−1;P2m−1 − 1
2P2m−2,

(1
2P2m−2

)×7
, (∗)

)
;(

P2m−1 − 1
2P2m−2;H2m−2,

(1
2P2m−2

)×5
, (∗)

)
;(

H2m−2;H2m−2 − 1
2P2m−2,

(1
2P2m−2

)×3
, (∗)

)
.

After reordering this class, we obtain V m−1 as required. �

Lemma 5.11. V 2 reduces in 8 Cremona moves to (0;−1).

Proof. We have
V 2 =

(
17; 11, 6×3, 5×2, 1×11) ;(

11; 6, 5×3, 1×11) ;(
6; 5, 1×12) ;(
5; 4, 1×10) ;(
4; 3, 1×8) ;(
3; 2, 1×6) ;(
2; 1×5) ;(
1; 1×2) ;

(0;−1) . �
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5.2.2. The classes E (α2m−1) reduce to (0;−1). One readily checks
that the classes E (α2m−1) reduce to (0;−1) for m = 1, 2. In the following, we
reduce the classes E (α2m−1) for m > 3.

Lemma 5.12. The continued fraction expansion of α2m−1 is

[
5; {1, 4}×(m−2) , 1, 3, 1, 1, {4, 1}×(m−1)

]
.

Moreover, if vj := (2Hj + Pj)H2m −HjP2m, then

E (α2m−1) =
(
P2m−1H2m, P2m−1H2m;
(1

2v2m−2

)×5
, v2m−3,

(1
2v2m−4

)×4
, . . . , v3,

(1
2v2

)×4
,

v1,

(
H2m −

1
2P2m

)×3
,
1
2P2m, P2m−1,(1

2P2m−2

)×4
, P2m−3, . . . ,

(1
2P2

)×4
, P1, 1

)
.

Proof. The first terms of W ′ (α2m−1) are
(1

2v2m−2
)×5 since 1

2v2m−2 = 2P 2
2m−1

and 5 < α2m−1 < 6 for m > 2. Before determining the next terms, we prove
that for all k > 1, v2k+1 >

1
2v2k > v2k−1. Indeed

v2k+1 = (H2k+1 + P2k+1)P2m + (2H2k+1 + P2k+1)P2m−1

= (5P2k + 2P2k−1)P2m + (8P2k + 3P2k−1)P2m−1

>

(
P2k + 1

2P2k−1

)
P2m +

(3
2P2k + P2k−1

)
P2m−1

= 1
2 (H2k + P2k)P2m + 1

2 (2H2k + P2k)P2m−1

= 1
2v2k

=
(5

2P2k−1 + P2k−2

)
P2m +

(
3P2k−1 + 7

2P2k−2 + P2k−3

)
P2m−1

> (2P2k−1 + P2k−2)P2m + (3P2k−1 + 2P2k−2)P2m−1

= (H2k−1 + P2k−1)P2m + (2H2k−1 + P2k−1)P2m−1

= v2k−1.
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So the next term ofW ′ (α2m−1) isH2
2m − 5

(
2P 2

2m−1
)

= v2m−3 <
1
2v2m−2. More-

over, for all k > 1,

v2k+1 − 4
(1

2v2k

)
= (2H2k+1 + P2k+1 − 4H2k − 2P2k)H2m

− (H2k+1 − 2H2k)P2m

= (2H2k−1 + P2k−1)H2m −H2k−1P2m = v2k−1 <
1
2v2k;

1
2v2k − v2k−1 =

(
H2k + 1

2P2k − 2H2k−1 − P2k−1

)
H2m

−
(1

2H2k −H2k−1

)
P2m

= 1
2 (2H2k−2 + P2k−2)H2m −

1
2H2k−2P2m = 1

2v2k−2

< v2k−1.

This proves that the first terms of W ′ (α2m−1) are(1
2v2m−2

)×5
, v2m−3,

(1
2v2m−4

)×4
, . . . , v3,

(1
2v2

)×4
, v1.

The next three terms are
(
H2m − 1

2P2m
)×3

, 1
2P2m, P2m−1 since

1
2v2 − v1 = H2m −

1
2P2m < 3H2m − P2m = v1;

v1 − 3
(
H2m −

1
2P2m

)
= 1

2P2m < H2m −
1
2P2m;

H2m −
1
2P2m −

1
2P2m = P2m−1 <

1
2P2m.

Since the last terms are the same as those of W ′ (α2m), the lemma is proved.
�

Let us introduce again some notations.

Definition 5.13. Set

Âmk :=
((1

2v2k−2

)×4
, v2k−3, (H2k−1H2m −H2k−1P2m)×2 ,

(1
2v2k−4

)×4
,

v2k−5, . . . ,

(1
2v2

)×4
, v1,

(
H2m −

1
2P2m

)×3
,
1
2P2m, P2m−1

)
,
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B̂m
k :=

((1
2P2m−2

)×4
, P2m−3, . . . ,

(1
2P2m−2k+2

)×4
, P2m−2k+1,(1

2P2m−2k

)×8
, (P2m−2k−1)×2 , . . . ,

(1
2P2

)×8
, (P1)×2 , 1

)
,

V̂ m
k :=

(
P2kH2m +H2k−1P2m; Âmk , B̂m

k

)
.

Note that B̂m
k is actually equal to the vector Bm

k that we used in the reduction
of the classes E (α2m). Here, Âmk has the structure[

4, 1, 2, {4, 1}×(k−2) , 3, 1, 1
]

and B̂m
k has the structure[

{4, 1}×(k−1) , {8, 2}×(m−k) , 1
]
.

We use again the convention that if k=m, B̂m
m has the structure

[
{4, 1}×(m−1) ,

1
]
and that if k = 1, B̂m

1 has the structure
[
{8, 2}×(m−1) , 1

]
.

Lemma 5.14. The image of E (α2m−1) by ϕ∗ is the class

ϕ∗ (E (α2m−1)) =
(
P2mH2m −H2m−1P2m; Âmm, B̂m

m

)
= V̂ m

m .

Proof. The first terms of E (α2m−1) are(
P2m−1H2m, P2m−1H2m; 1

2v2m−2, (∗)
)
.

Since 1
2v2m−2 = 2P 2

2m−1, we get

ϕ∗ (E (α2m−1)) =
(

2P2m−1H2m − 2P 2
2m−1;

(
P2m−1H2m − 2P 2

2m−1

)×2
, (∗)

)
=
(
P2mH2m −H2m−1P2m;

(H2m−1H2m −H2m−1P2m)×2 , (∗)
)
.

After reordering, this last class is
(
P2mH2m −H2m−1P2m; Âmm, B̂m

m

)
= V̂ m

m as
required. �

Lemma 5.15. For all 3 6 k 6 m, V̂ m
k reduces to V̂ m

k−1 in 4 Cremona moves.
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Proof. We have

V̂ m
k =

(
P2kH2m −H2k−1P2m; 1

2 ((2H2k−2 + P2k−2)H2m −H2k−2P2m)×4 ,

(2H2k−3 + P2k−3)H2m −H2k−3P2m,

(H2k−1H2m −H2k−1P2m)×2 , (∗)
)
→( (

H2k−2 + 9
2P2k−2

)
H2m −

(1
2H2k−2 + 4P2k−2

)
P2m;

(2P2k−2H2m − 2P2k−2P2m)×3 ,
1
2 ((2H2k−2 + P2k−2)H2m −H2k−2P2m) ,
(2H2k−3 + P2k−3)H2m −H2k−3P2m,

(H2k−1H2m −H2k−1P2m)×2 , (∗)
)
 ( (

H2k−2 + 9
2P2k−2

)
H2m −

(1
2H2k−2 + 4P2k−2

)
P2m;

1
2 ((2H2k−2 + P2k−2)H2m −H2k−2P2m) ,
(2H2k−3 + P2k−3)H2m −H2k−3P2m, (H2k−1H2m −H2k−1P2m)×2 ,

(2P2k−2H2m − 2P2k−2P2m)×3 , (∗)
)
→( (

H2k−2 + 7
2P2k−2

)
H2m −

(1
2H2k−2 + 4P2k−2

)
P2m;(

H2k−2 − 1
2P2k−2

)
H2m − 1

2H2k−2P2m, H2k−3H2m −H2k−3P2m,
P2k−1H2m −H2k−1P2m, H2k−1H2m −H2k−1P2m,

(2P2k−2H2m − 2P2k−2P2m)×3 , (∗)
)
 ( (

H2k−2 + 7
2P2k−2

)
H2m −

(1
2H2k−2 + 4P2k−2

)
P2m;

H2k−1H2m −H2k−1P2m, (2P2k−2H2m − 2P2k−2P2m)×3 ,(
H2k−2 − 1

2P2k−2
)
H2m − 1

2H2k−2P2m, H2k−3H2m −H2k−3P2m,

P2m−(2k−1), (∗)
)
→(

P2k−1H2m − 2P2k−2P2m;
(
H2k−2 − 1

2P2k−2
)
H2m − 1

2H2k−2P2m,(
−1

2P2k−2H2m + 1
2H2k−2P2m

)×2
, 2P2k−2H2m − 2P2k−2P2m,(

H2k−2 − 1
2P2k−2

)
H2m − 1

2H2k−2P2m, H2k−3H2m −H2k−3P2m,

P2m−(2k−1), (∗)
)
 (

P2k−1H2m − 2P2k−2P2m; 2P2k−2H2m − 2P2k−2P2m,((
H2k−2 − 1

2P2k−2
)
H2m − 1

2H2k−2P2m
)×2

, H2k−3H2m −H2k−3P2m,(
1
2P2m−(2k−2)

)×2
, P2m−(2k−1), (∗)

)
→(

P2k−2H2m −H2k−3P2m;H2k−3H2m −H2k−3P2m,(
−1

2P2k−2H2m + 1
2H2k−2P2m

)×2
, H2k−3H2m −H2k−3P2m,(

1
2P2m−(2k−2)

)×2
, P2m−(2k−1), (∗)

)
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(
P2k−2H2m −H2k−3P2m; (H2k−3H2m −H2k−3P2m)×2 ,(

1
2P2m−(2k−2)

)×4
, P2m−(2k−1), (∗)

)
.

Now, after reordering this last class, we obtain V̂ m
k−1 as required. �

Lemma 5.16. V̂ m
2 reduces in 5 Cremona moves to the class

V̂ m :=
(
H2m −

1
2P2m; 1

2P2m, (P2m−1)×3 , B̂m
1

)
.

Proof. We have

V̂ m
2 =

(
12H2m − 7P2m;

(
4H2m − 3

2P2m
)×4

, 3H2m − P2m,

(7H2m − 7P2m)×2 ,
(
H2m − 1

2P2m
)×3

, (∗)
)
;(

12H2m − 19
2 P2m; 4H2m − 3

2P2m, 3H2m − P2m, (7H2m − 7P2m)×2 ,

(4H2m − 4P2m)×3 ,
(
H2m − 1

2P2m
)×3

, (∗)
)
;(

10H2m − 19
2 P2m; 7H2m − 7P2m, (4H2m − 4P2m)×3 , 2H2m − 3

2P2m,(
H2m − 1

2P2m
)×3

, P2m−1, P2m−3, (∗)
)
;(

5H2m − 4P2m; 4H2m − 4P2m,
(
2H2m − 3

2P2m
)×2

,
(
H2m − 1

2P2m
)×3

,

P2m−1,
(1

2P2m−2
)×2

, P2m−3, (∗)
)
;(

2H2m − P2m;
(
H2m − 1

2P2m
)×3

, (P2m−1)×2 ,
(1

2P2m−2
)×4

, P2m−3, (∗)
)
;(

H2m − 1
2P2m;

(
H2m − 1

2P2m
)×3

, (P2m−1)×2 ,
(1

2P2m−2
)×4

, P2m−3, (∗)
)
.

After reordering this last class, we obtain V̂ m as required. �

Lemma 5.17. For all m > 3, V̂ m reduces in 5 Cremona moves to V̂ m−1.

Proof. We have
V̂ m =

(
H2m − 1

2P2m; 1
2P2m, (P2m−1)×3 ,

(1
2P2m−2

)×8
, (∗)

)
;(

1
2P2m;P2m−1,

(1
2P2m−2

)×9
, (∗)

)
;(

P2m−1;P2m−1 − 1
2P2m−2,

(1
2P2m−2

)×7
, (∗)

)
;(

P2m−1 − 1
2P2m−2;H2m−2,

(1
2P2m−2

)×5
, (∗)

)
;(

H2m−2;H2m−2 − 1
2P2m−2,

(1
2P2m−2

)×3
, (∗)

)
;
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(
H2m−2 − 1

2P2m−2; 1
2P2m−2, P2m−3, (∗)

)
.

After reordering this class, we obtain V̂ m−1 as required. �

Lemma 5.18. V̂ 2 reduces in 7 Cremona moves to (0;−1).

Proof. We have

V̂ 2 =
(
11; 6, 5×3, 1×11) ;(

6; 5, 1×12) ;(
5; 4, 1×10) ;(
4; 3, 1×8) ;(
3; 2, 1×6) ;(
2; 1×5) ;(
1; 1×2) ;

(0;−1) . �

6. The interval [σ2, 6]

In this section we prove that c(a) = a+1
4 on the interval

[
σ2, 6

]
, which is a part

of Theorem 7.2. Notice that the class
(
2, 2; 2, 1×5) gives the constraint a+1

4
on
[
σ2, 6

]
. If thus suffices to show that no class gives a stronger constraint.

We begin by showing this on the interval
[
512

13 , 6
]
, and will then spend some

efforts to extend it to
[
σ2, 6

]
.

Proposition 6.1. For a ∈
[
512

13 , 6
]
, we have c(a) = a+1

4 .

Proof. Write a = 5 + x ∈
[
512

13 , 6
[
. Then w(a) =

(
1×5, x, w7, . . . , wM

)
. Since

x > 12
13 , 1− x 6 x

9 , thus at least the first nine of the weights w7, . . . , wM are
equal. Then, by Corollary 1.2.4 in [MS], theM − 6 balls of weights w7, . . . , wM
fully fill the ball of weight λ, where a = 5 + x2 + λ2. Thus to prove that c(a) =
a+1

4 on
[
σ2, 6

]
, it suffices to check that the seven balls of weights 1×5, x, λ

embed into the cube C
(

(5+x)+1
4

)
, or in other words, that the finite number

of classes of EM with M 6 7 don’t give any embedding constraint stronger
than a+1

4 for these seven balls.
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This is clear for the classes belonging to EM with M 6 6. The strongest
constraint of E7 comes from the class

(
4, 3; 2×6, 1

)
for which

µ
(
4, 3; 2×6, 1

)
(5 + x) = 10 + 2x+ λ

7 .

Notice that 10+2x+λ
7 6 (5+x)+1

4 if and only if λ 6 2−x
4 . Recall that a = 5 + x =

5 + x2 + λ2, whence λ2 = x− x2. Since x− x2 6
(2−x

4
)2 for x ∈

[12
13 , 1

]
. Thus

the class
(
4, 3; 2×6, 1

)
indeed gives no stronger constraint than a+1

4 . Finally,
by continuity of c, c(6) = 6+1

4 = 7
4 . �

Proposition 6.2. Let (d, e;m) ∈ E be a class such that µ(d, e;m)(a) > a+1
4 >√

a
2 for some a ∈

[
σ2, 6

]
. Then

(i) d < 2
√
a√

a2−6a+1 for a class of the form (d, d;m) and d <
√

2a√
a2−6a+1 for a

class of the form (d+ 1
2 , d−

1
2 ;m).

(ii) Moreover, if we denote λ2 := 1−
∑M
i=1 ε

2
i (respectively λ2 := 1

2 −∑M
i=1 ε

2
i ) for a class of the form (d, d;m) (respectively for a class of

the form (d+ 1
2 , d−

1
2 ;m)), then λ2 > d2

√
2
a y(a).

Proof. (i) Let us first prove this for a class of the form (d, d;m). By Lemma 4.8
(i), we have

a+ 1
4 < µ(d, d;m)(a) 6

√
1 + 1

2d2

√
a

2 .

Thus
(a+ 1)2

8a − 1 < 1
2d2

and so

d <
2
√
a√

a2 − 6a+ 1
.

Similarly, for a class of the form (d+ 1
2 , d−

1
2 ;m), we have

a+ 1
4 < µ(d+ 1

2 , d−
1
2;m)(a) 6

√
1 + 1

4d2

√
a

2 ,

and thus

d <

√
2a√

a2 − 6a+ 1
.
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(ii) For a class of the form (d, d;m), we have by Proposition 3.8 (i),

2d2 + 1 = 〈m,m〉 =
〈√

2d√
a
w(a) + ε,

√
2d√
a
w(a) + ε

〉

= 2d2 + 2
√

2d√
a
〈w(a), ε〉+ 〈ε, ε〉 .

Thus

(6.1) 〈w(a), ε〉 = (1− 〈ε, ε〉)︸ ︷︷ ︸
=λ2

1
2d

√
a

2 .

On the other hand

a+ 1
4 < µ(d, d;m)(a) = 〈m,w(a)〉

2d = 1
2d

〈√
2d√
a
w(a) + ε, w(a)

〉

=
√
a

2 + 1
2d 〈ε, w(a)〉 .

Thus
〈ε, w(a)〉 > 2d

(
a+ 1

4 −
√
a

2

)
= 1

2d
(
a+ 1− 2

√
2a
)

︸ ︷︷ ︸
=y(a)

.

Inserting (6.1) in this inequality, we get

λ2

2d

√
a

2 >
d

2y(a),

and finally

λ2 > d2
√

2
a
y(a).

Similarly, for a class (d+ 1
2 , d−

1
2 ;m), we have

2d2 + 1
2 = 2d2 + 2

√
2d√
a
〈w(a), ε〉+ 〈ε, ε〉 ,

so
〈w(a), ε〉 =

(1
2 − 〈ε, ε〉

)
︸ ︷︷ ︸

=λ2

1
2d

√
a

2 .

The rest of the proof is then identical to the case of a class (d, d;m). �
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Notice that the continued fraction of σ2 = 3 + 2
√

2 is [5; 1, 4, 1, 4, . . .]. We will
now define the so called convergents ck of σ2 and some other numbers uk(j)
and vk(j) which will play a crucial role in the proof of Theorem 6.21.

Definition 6.3. For all k, j > 1, set

c2k−1 :=
[
5; {1, 4}×(k−1) , 1

]
=
[
5; {1, 4}×(k−2) , 1, 5

]
,

c2k :=
[
5; {1, 4}×k

]
,

uk(j) :=
[
5; {1, 4}×(k−1) , 1, 5, j

]
,

vk(j) :=
[
5; {1, 4}×(k−1) , 1, j

]
.

Lemma 6.4. For all k, j > 1, we have the following relations written in
lowest terms

(i) c2k−1 =
1
2P2k+2

1
2P2k

, c2k = P2k+3

P2k+1
,

(ii) uk(j) =
1
2 (jP2k+4 + P2k+2)

1
2 (jP2k+2 + P2k)

,

(iii) vk(j) =
1
2jP2k+2 + P2k+1

1
2jP2k + P2k−1

.

Proof. We use the fact that if [a0; a1, . . . , aM ] is a continued fraction and
pk

qk
:= [a0; a1, . . . , ak] is its k-th convergent written in lowest terms, then for

any real number x,

[a0; a1, . . . , ak, x] = xpk + pk−1

xqk + qk−1
,

written in lowest terms.

(i) We argue by induction on k. Assertion (i) is clear for k = 1. Assume
it holds for k − 1. Then

c2k−1 =
[
5; {1, 4}×(k−1) , 1

]
=

1
2P2k + P2k+1

1
2P2k−2 + P2k−1

=
1
2P2k+2

1
2P2k

,

and
c2k =

[
5; {1, 4}×k

]
= P2k+1 + 2P2k+2

P2k−1 + 2P2k
= P2k+3

P2k+1
.

The proofs of (ii) and (iii) are then straightforward. �
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Corollary 6.5. We have

(i) c2 < c4 < · · · < c2k < · · · < σ2 < · · · < c2k+1 < · · · < c3 < c1,

(ii) c2k+1 < · · · < uk(2) < uk(1) = vk(6) < vk(7) < · · · < c2k−1.

Proof. (i) It is a property of convergents that the even convergents (respec-
tively odd convergents) of a real number a form an increasing sequence
(respectively decreasing sequence) converging to a.

(ii) This follows from Lemma 6.4 and the identity P2k+1P2k−1 − P 2
2k = 1

for all k > 1. �

Lemma 6.6. To prove that a quadratic identity of the form

Q(s) :=
∑
i,j>0

aijPs+iPs+j +
∑
j>0

bjP2s+j + (−1)sc = 0

holds for all s > 0, it suffices to check it for three distinct values of s. More-
over, if Q is homogeneous and linear (that is, c = 0 and aij = 0 for all i, j),
it suffices to check it for two distinct values of s.

Proof. The proof is similar to the proof of Proposition 3.2.3 in [MS]. The only
part of the proof which is slightly different is the proof of their Lemma 3.2.2,
which we have adapted in the following Lemma 6.7. �

Lemma 6.7. For all i > 0, there exists a finite number of rational coeffi-
cients aij , ci such that the identity

Ps+iPs =
∑
j>0

aijP2s+j + (−1)sci

holds for all s > 0. Moreover, ci = −
∑
j>0 aijPj.

Proof. In view of the relation

(6.2) Pk = 2Pk−1 + Pk−2

it suffices to prove it for two distinct values of i. We claim that for i = 0 and
i = 2 we have the following relations for all s > 0:

4P 2
s = P2s+1 − P2s − (−1)s,(6.3)

8Ps+2Ps = P2s+1 + P2s+3 − 6(−1)s,(6.4)
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To prove this, we use the two well-known identities for Pell numbers,

P 2
k = Pk+1Pk−1 − (−1)k,(6.5)

P2k−1 = P 2
k + P 2

k−1.(6.6)

We start with i = 0. The relation is true for s = 0. Now, if s > 1, apply-
ing (6.2) to (6.3) gives

8P 2
s = P 2

s+1 + 2P 2
s + P 2

s−1 − 2(−1)s.

Using again (6.2), we get

(6.7) 6P 2
s = P 2

s+1 + P 2
s−1 − 2(−1)s = 4P 2

s + 4PsPs−1 + 2P 2
s−1 − 2(−1)s.

Finally, applying once more (6.2), we obtain

2P 2
s = 2Ps−1 (2Ps + Ps−1)− 2(−1)s = 2Ps+1Ps−1 − 2(−1)s,

which is true by (6.5).
For i = 2, applying (6.5) to the LHS of (6.4), and (6.6) to the RHS, we

obtain
8P 2

s+1 + 8(−1)s+1 = P 2
s+2 + 2P 2

s+1 + P 2
s − 6(−1)s,

which is equivalent to

6P 2
s+1 = P 2

s+2 + P 2
s − 2(−1)s+1,

which is true by (6.7).
Finally, we easily check that the formula for c0 and c2 holds. �

Corollary 6.8. For all k, j > 1, we have:

(i) If we abbreviate u := uk(j) =: pq , then q
2 (u2 − 6u+ 1

)
= j2 + 6j + 1,

(ii) If v := vk(j) = p
q , then q

2 (v2 − 6v + 1
)

= j2 − 4j − 4,

(iii) If we denote p
q := uk(2), then p2 − 6pq + q2 − 16 = 1,

and if p
q := uk(3), then p2 − 6pq + q2 − 12 = 16,

(iv) If we denote p
q := vk(6), then 5p2 − 30pq + 5q2 − 32 = 8,

and if p
q := vk(7), then 3p2 − 18pq + 3q2 − 28 = 23.

(v) P2m−k = (−1)k+1 (PkH2m −HkP2m) for all m > 0 and k 6 2m.
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Proof. By Lemma 6.6 we only have to check the first four identities for three
values of k. It is easy to see that they are true for k = 1, 2, 3. Similarly, it
suffices to check the last identity for three even and three odd values. �

Lemma 6.9. Set ϕ(a) := a+1
4 and ψ(a) =

√
a
2 . Then

(i) ϕ (uk(j + 1)) > ψ (uk(j)) for all k, j > 1,

(ii) ϕ (vk(j)) > ψ (vk(j + 1)) for all k > 1, j > 6.

Proof. (i) Abbreviate u := uk(j + 1) and u′ := uk(j). Due to Corollary 6.8 (i)
we have

u2 = (j + 1)2 + 6(j + 1) + 1
q2 + 6u− 1.

We have to prove that u+1
4 >

√
u′

2 which is equivalent to

u2 + 2u+ 1 > 8u′,

which becomes
(j + 1)2 + 6(j + 1) + 1

q2 + 8u > 8u′,

and finally

(6.8) 8(u′ − u)q2 < (j + 1)2 + 6(j + 1) + 1.

By Lemma 6.4 (ii)

u′ − u =
1
2 (jP2k+4 + P2k+2)

1
2 (jP2k+2 + P2k)

−
1
2 ((j + 1)P2k+4 + P2k+2)

1
2 ((j + 1)P2k+2 + P2k)

=
(j + 1)P 2

2k+2 − (j + 1)P2kP2k+4 + jP2k+4P2k − jP 2
2k+2

((j + 1)P2k+2 + P2k) (jP2k+2 + P2k)

=
P 2

2k+2 − P2kP2k+4

((j + 1)P2k+2 + P2k) (jP2k+2 + P2k)

= 4
((j + 1)P2k+2 + P2k) (jP2k+2 + P2k)

since P 2
2k+2 − P2kP2k+4 = 4 for all k > 1 by Lemma 6.6. Inserting this in (6.8)

gives
8 ((j + 1)P2k+2 + P2k)

jP2k+2 + P2k
< (j + 1)2 + 6(j + 1) + 1,
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since q2 = 1
4 ((j + 1)P2k+2 + P2k)2. This inequality is now true for all k, j > 1

since the left hand side is smaller than 16, and the right hand side is bigger
than 17.

(ii) Abbreviate v := vk(j) and v′ := vk(j + 1). Due to Corollary 6.8 (ii),
we have

v2 = j2 − 4j − 4
q2 + 6v − 1.

We have to prove that v+1
4 >

√
v′

2 which is equivalent to

v2 + 2v + 1 > 8v′,

which becomes
j2 − 4j − 4

q2 + 8v > 8v′,

and finally

(6.9) 8(v′ − v)q2 < j2 − 4j − 4.

By Lemma 6.4 (iii)

v′ − v =
1
2jP2k+2 + P2k+1

1
2jP2k + P2k−1

−
1
2(j + 1)P2k+2 + P2k+1

1
2(j + 1)P2k + P2k−1

= jP2k−1P2k+2 + (j + 1)P2kP2k+1 − jP2kP2k+1 − (j + 1)P2k−1P2k+2

2
(1

2jP2k + P2k−1
) (1

2(j + 1)P2k + P2k−1
)

= P2kP2k+1 − P2k−1P2k+2

2
(1

2jP2k + P2k−1
) (1

2(j + 1)P2k + P2k−1
)

= −1(1
2jP2k + P2k−1

) (1
2(j + 1)P2k + P2k−1

)
since P2kP2k+1 − P2k−1P2k+2 = −2 for all k > 1 by Lemma 6.6. Inserting this
into (6.9) gives

−
8
(1

2jP2k + P2k−1
)

1
2(j + 1)P2k + P2k−1

< j2 − 4j − 4,

since q2 =
(1

2jP2k + P2k−1
)2. This inequality is now true for all k > 1, j > 6

since the left hand side is negative, and the right hand side is positive. �

Definition 6.10. A point a ∈
[
σ2, 6

]
is said to be regular if for all (d, e;m) ∈

E such that l(m) = l(a), it holds that µ(d, e;m)(a) 6 a+1
4 .
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Proposition 6.11. Assume that the points

c2k−1 for all k > 1,
uk(j) for all k > 1, j > 2,
vk(j) for all k > 1, j > 6

are regular. Then c(a) = a+1
4 on

[
σ2, 6

]
.

Proof. Assume by contradiction that c(a0) > a0+1
4 for some a0 ∈

[
σ2, 6

]
. Since

for all a ∈
]
σ2, 6

]
, we have c(a) > a+1

4 >
√

a
2 , the function c(a) is piecewise lin-

ear on
]
σ2, 6

]
by Corollary 4.9. Let S ⊂

]
σ2, 6

[
be the set of non-smooth points

of c on
]
σ2, 6

[
. Decompose this set as S = S+ ∪ S−, where S+ (respectively

S−) consists of the points s ∈ S near which c is concave (respectively convex).
Since c(s) > s+1

4 for all for all s ∈ S+, the biggest point of S is in S− because
c(a) = a+1

4 for a ∈
[
512

13 , 6
]
by Proposition 6.1. And since c

(
σ2) = σ2+1

4 , it
follows that the set S+ is non-empty. Let s0 = max S+. Then s0 ∈

]
σ2, 6

[
. By

Corollary 4.9 (i) there exists (d, e;m) ∈ E and ε > 0 such that

(6.10) c(z) = µ(d, e;m)(z)

on [s0, s0 + ε[. Abbreviate µ(z) :=µ(d, e;m)(z). Then, µ (s0)=c (s0)> s0+1
4 >√

s0
2 . Let I be the maximal open interval containing s0 on which µ(z) >√
z
2 for all z ∈ I. By Lemma 4.13, there exists a unique s′ ∈ I with l(m) =

l(s′), and l(m) < l(z) for all other z ∈ I. Moreover, by Proposition 4.17, the
constraint µ(z) is given by two linear functions on I:

µ(z) =
{
α + βz if z 6 s′, z ∈ I,
α′ + β′z if z > s′, z ∈ I.

Thus, s′ is the only non-smooth point of µ on I. But since s0 ∈ S+ and
µ 6 c, s0 is also a non-smooth point of µ, and so s′ = s0. Now, since c is
nondecreasing and by (6.10), we see that β′ > 0.

Let k > 1 be such that s0 ∈ [c2k+1, c2k−1]. Since c2k+1 and c2k−1 are regu-
lar by assumption, we have s0 ∈ ]c2k+1, c2k−1[. Notice that uk(j)→ c2k+1 and
vk(j)→ c2k−1 as j →∞. Let u−, u+ be the two points from the sequence

c2k+1 < · · · < uk(2) < uk(1) = vk(6) < vk(7) < · · · < c2k−1

of Corollary 6.5 (ii) such that s0 ∈ [u−, u+]. Since u− and u+ are regular by
assumption, we must have s0 ∈ ]u−, u+[. But then Lemma 6.9 shows that
µ(s0) > s0+1

4 > u−+1
4 = ϕ (u−) > ψ (u+) =

√
u+
2 . And since β′ > 0, we find
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that µ (u+) > µ (s0) >
√

u+
2 , and thus u+ ∈ I, and so l (u+) > l (s0). But, for

all z ∈ ]u−, u+[ we have l(z) > l (u−) and l(z) > l (u+). In particular, l (s0) >
l (u+), which is a contradiction. �

Lemma 6.12. The points uk(j) with k > 1, j > 2 are regular.

Proof. Abbreviate u := uk(j) =: pq . Let us first prove that a class of the form
(d+ 1

2 , d−
1
2 ;m) with l(m) = l(u) cannot give an obstruction bigger than u+1

4 .
Suppose by contradiction that there is such a class (d+ 1

2 , d−
1
2 ;m). By

Proposition 6.2 (i) and Corollary 6.8 (i),

√
2d

q
√
u
<

2
q
√
u2 − 6u+ 1

= 2√
j2 + 6j + 1

,

which is smaller than 1 for all j > 2. Since l(m) = l(u), mi > 1 for all i. Thus

∑
ε2
i > j

(
1−
√

2d
q
√
u

)2

> j

(
1− 2√

j2 + 6j + 1

)2

=: s(j).

Now, since s(j) is increasing for j > 2 and s(2) > 1
2 , we have µ(d+ 1

2 , d−
1
2 ;m)(u) 6

√
u
2 <

u+1
4 by Lemma 4.8 (iii). The lemma is thus proven for a

class of the form (d+ 1
2 , d−

1
2 ;m).

Let us now prove it for a class of the form (d, d;m). Suppose that there
exists a class (d, d;m) ∈ E with l(m) = l(u) such that µ(d, d;m)(u) > u+1

4 .
By Proposition 6.2 (i) and Corollary 6.8 (i),

√
2d

q
√
u
<

2
√

2
q
√
u2 − 6u+ 1

= 2
√

2√
j2 + 6j + 1

,

which is smaller than 1 for all j > 2. Since l(m) = l(u), mi > 1 for all i. Thus

∑
ε2
i > j

(
1−
√

2d
q
√
u

)2

> j

(
1− 2

√
2√

j2 + 6j + 1

)2

=: s(j).

Now, since s(j) is increasing for j > 2 and s(4) > 1, we have µ(d, d;m)(u) 6√
u
2 <

u+1
4 by Lemma 4.8 (iii). So the lemma is proven for j > 4.
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It remains to show the lemma for j = 2, 3. By Proposition 6.2 (ii),

∑
ε2
i = 1− λ2 < 1− d2

√
2
u
y(u).

Thus

0 =
∑

ε2
i + λ2 − 1 > j

(
1−
√

2d
q
√
u

)2

+ d2
√

2
u
y(u)− 1

=
(

2j
q2u

+
√

2
u
y(u)

)
d2 − 2

√
2j

q
√
u
d+ j − 1 =: f(d).

To obtain a contradiction, we need to show that f(d) > 0 for all d > 1. Since
y(u) > 0 for u > σ2, it is sufficient to show that the discriminant of f(d) is
negative, that is:

8j2

q2u
− 4(j − 1)

(
2j
q2u

+
√

2
u
y(u)

)
6 0,

which is equivalent to

j

q2 + 2(j − 1)u 6 (j − 1)
√
u

2 (u+ 1).

Taking squares and using u = p
q , we get

(6.11) 0 6 −2j2 + pq
(
(j − 1)2p2 − 6(j − 1)2pq + (j − 1)2q2 − 8j(j − 1)

)
.

For j = 2, this gives

0 6 −8 + pq
(
p2 − 6pq + q2 − 16

)
,

and this inequality is true since pq > 26 and p2 − 6pq + q2 − 16 = 1 by Corol-
lary 6.8 (iii). For j = 3, we get

0 6 −9 + pq
(
2p2 − 12pq + 2q2 − 24

)
,

and this inequality is also true since pq > 57 and 2p2 − 12pq + 2q2 − 24 = 32
by Corollary 6.8 (iii). This concludes the proof. �

Lemma 6.13. The points vk(j) with k > 1, j > 6 are regular.
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Proof. Abbreviate v := vk(j) =: pq . Let us first prove that a class of the form
(d+ 1

2 , d−
1
2 ;m) with l(m) = l(v) cannot give an obstruction bigger than v+1

4 .
Suppose by contradiction that there is such a class (d+ 1

2 , d−
1
2 ;m). By

Proposition 6.2 (i) and Corollary 6.8 (ii),
√

2d
q
√
u
<

2
q
√
v2 − 6v + 1

= 2√
j2 − 4j − 4

,

which is smaller than 1 for all j > 6. Since l(m) = l(v), mi > 1 for all i. Thus

∑
ε2
i > j

(
1−
√

2d
q
√
u

)2

> j

(
1− 2√

j2 − 4j − 4

)2

=: s(j).

Now, since s(j) is increasing for j > 6 and s(6) > 1
2 , we have µ(d+ 1

2 , d−
1
2 ;m)(v) 6

√
v
2 <

v+1
4 by Lemma 4.8 (iii). The lemma is thus proven for a

class of the form (d+ 1
2 , d−

1
2 ;m).

Let us now prove the lemma for a class of the form (d, d;m). Suppose that
there exists a class (d, d;m) ∈ E with l(m) = l(v) such that µ(d, d;m)(v) >
v+1

4 . By Proposition 6.2 (i) and Corollary 6.8 (ii),
√

2d
q
√
u
<

2
√

2
q
√
v2 − 6v + 1

= 2
√

2√
j2 − 4j − 4

,

which is smaller than 1 for all j > 6. Since l(m) = l(u), mi > 1 for all i. Thus

∑
ε2
i > j

(
1−
√

2d
q
√
u

)2

> j

(
1− 2

√
2√

j2 − 4j − 4

)2

=: s(j).

Now, since s(j) is increasing for j > 6 and s(8) > 1, we have µ(d, d;m)(v) 6√
v
2 <

v+1
4 by Lemma 4.8 (iii). So the lemma is proven for j > 8.

It remains to show it for j = 6, 7. If j = 6, the same arguments as in the
proof of Lemma 6.12 in the cases j = 2, 3 show that a point vk(6) =: pq is
regular if (6.11) is satisfied for j = 6, that is if and only if

0 6 −72 + pq
(
25p2 − 150pq + 25q2 − 160

)
.

This inequality is true since pq > 287 and 25p2 − 150pq + 25q2 − 160 = 40 by
Corollary 6.8 (iv). Similarly, a point vk(7) =: pq is regular if (6.11) is satisfied
for j = 7, that is if and only if
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0 6 −98 + pq
(
36p2 − 216pq + 36q2 − 336

)
,

which is true since pq > 376 and 36p2 − 216pq + 36q2 − 336 = 276 by Corol-
lary 6.8 (iv). This completes the proof. �

Definition 6.14. Define for k > 1 and i > 0 the points

bk(i) := vk(2 + 2i) =
[
5; {1, 4}×(k−1) , 1, 2 + 2i

]
.

In particular, for all k > 1, uk(1) = vk(6) = bk(2). Let p
q := bk(i) written in

lowest terms. We will now associate to every bk(i) a class E (bk(i)) ∈ E for
which we will prove that it gives the constraint at bk(i). We distinguish the
cases i even and i odd.

If i = 2j, set
mk(2j) := qw (bk(2j))

but with the last block
(
1×(4j+2)

)
being replaced by the block(

j + 1, j, 1×(2j+1)
)
,

and dk(2j) := q 1+bk(2j)
4 = 1

4(p+ q). Then define the class

E (bk(2j)) := (dk(2j), dk(2j);mk(2j)) .

If i = 2j + 1, set

mk(2j + 1) := qw (bk(2j + 1))

but with the last block
(
1×(4j+4)

)
being replaced by the block(

(j + 1)×2, 1×(2j+2)
)
,

and dk(2j + 1) := q 1+bk(2j+1)
4 = 1

4(p+ q). Then define the class

E (bk(2j + 1)) :=
(
dk(2j + 1) + 1

2 , dk(2j + 1)− 1
2;mk(2j + 1)

)
.

We will now prove that the classes E (bk(i)) belong to E .

Lemma 6.15. For all k > 1, i > 0 the classes E (bk(i)) satisfy the Diophan-
tine conditions of Proposition 3.8 (i).
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Proof. We first treat the case i=2j. Abbreviate b :=bk(2j)=: pq , m :=mk(2j),
w :=w (bk(2j)) and d := dk(2j). By Lemma 2.5 (iii),

∑
l

ml = q
∑
l

wl = q

(
b+ 1− 1

q

)
= 4

(
q

1 + b

4

)
− 1 = 4d− 1,

which proves that the first equation holds. For the second equation, we have

∑
l

m2
l = q2

(∑
l

w2
l

)
− 2j − 1 + (j + 1)2 + j2 = q2b+ 2j2 = pq + 2j2.

On the other hand,

2d2 + 1 = 2
(
q2 (1 + b)2

16

)
+ 1 = 1

8(p+ q)2 + 1.

By Lemma 6.6, it suffices that this equals pq + 2j2 for three small values of j,
which is the case.

Similarly in the case i = 2j + 1, abbreviate b := bk(2j + 1) =: pq , m :=
mk(2j + 1), w := w (bk(2j + 1)) and d := dk(2j + 1). We then have

∑
l

ml = q
∑
l

wl = q

(
b+ 1− 1

q

)
= 4

(
q

1 + b

4

)
− 1 = 4d− 1.

For the second equation we have

∑
l

m2
l = q2

(∑
l

w2
l

)
− 2j − 2 + 2(j + 1)2 = q2b+ 2j2 + 2j = pq + 2j2 + 2j.

On the other hand,

2d2 + 1
2 = 2

(
q2 (1 + b)2

16

)
+ 1

2 = 1
8(p+ q)2 + 1

2 .

Now use again Lemma 6.6 to check that this equals pq + 2j2 + 2j for all
j > 0. �

Lemma 6.16. The classes E (bk(2j)) reduce to (0;−1) for all k > 1, j > 0.

Proof. The proof is by induction over k. For the initial step k = 1, we have
b1(2j) = 24j+17

4j+3 =: pq , qw (b1(2j)) =
(
(4j + 3)×5, 4j + 2, 1×(4j+2)

)
, and d1(2j)
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= 7j + 5. Thus

E (b1(2j)) =
(
7j + 5, 7j + 5; (4j + 3)×5, 4j + 2, j + 1, j, 1×(2j+1)

)
.

We now show that this class reduces to (0;−1).(
7j + 5, 7j + 5; (4j + 3)×5, 4j + 2, j + 1, j, 1×(2j+1)

)
ϕ∗7−→(

10j + 7; (4j + 3)×4, 4j + 2, (3j + 2)×2, j + 1, j, 1×(2j+1)
)

;(
8j + 5; 4j + 3, 4j + 2, (3j + 2)×2, (2j + 1)×3, j + 1, j, 1×(2j+1)

)
;(

5j + 3; 3j + 2, (2j + 1)×3, (j + 1)×2, j×2, 1×(2j+1)
)

;(
3j + 2; 2j + 1, (j + 1)×3, j×2, 1×(2j+1)

)
;(

2j + 1; j + 1, j×3, 1×(2j+1)
)

;(
j + 1; j, 1×(2j+2)

)
.

This class reduces to (0;−1) in j + 1 steps since a class of the type
(s+ 1; s, 1×t) for s > 1, t > 2 reduces to

(
s; s− 1, 1×(t−2)

)
by a standard Cre-

mona move.
We turn now to the general case. We will freely use the definitions of the

Pell numbers Pn and the Half companion Pell numbers Hn given in Defini-
tion 6.3 and the fact that for all n > 0, Hn = Pn + Pn−1. Suppose that the
class E (bk−1(2j)) reduces to (0;−1) and let us show that the class E (bk(2j))
also reduces to (0;−1). We have

bk(2j) = 2jP2k+2 +H2k+2

2jP2k +H2k
,

dk(2j) = jH2k+1 + P2k+1.

The first terms of the class E (bk(2j)) are(
jH2k+1 + P2k+1, jH2k+1 + P2k+1; (2jP2k +H2k)×5 , 4jP2k−1 +H2k−1,

(2jP2k−2 +H2k−2)×4 , 4jP2k−3 + 2H2k−3, (∗)
)
,

where (∗) stands for all the next terms. The image of E (bk(2j)) under ϕ∗ is(
2jP2k+1 +H2k+1; (2jP2k +H2k)×4 , 4jP2k−1 + 2H2k−1, (jH2k + P2k)×2

(2jP2k−2 +H2k−2)×4 , 4jP2k−3 + 2H2k−3, (∗)
)
.

To finish the proof, we will show that ϕ∗ (E (bk(2j))) reduces to the class
ϕ∗ (E (bk−1(2j))) in four steps.
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(
2jP2k+1 +H2k+1; (2jP2k +H2k)×4 , 4jP2k−1 + 2H2k−1,

(jH2k + P2k)×2 , (2jP2k−2 +H2k−2)×4 , 4jP2k−3 + 2H2k−3, (∗)
)

;(
2j
(
H2k + P2k−1

)
+ 3H2k−1 + 2P2k−1; 2jP2k +H2k, 4jP2k−1 + 2H2k−1,

(jH2k + P2k)×2 , (2jP2k−1 +H2k−1)×3 , (2jP2k−2 +H2k−2)×4 ,

4jP2k−3 + 2H2k−3, (∗)
)
;(

j (3H2k − 2P2k) + 2H2k−1 + P2k−1; jH2k + P2k, (2jP2k−1 +H2k−1)×3 ,

jH2k−1 + P2k−1, (2jP2k−2 +H2k−2)×4 , 4jP2k−3 + 2H2k−3,

jH2k−2 + P2k−2, (∗)
)
;(

jH2k + P2k; 2jP2k−1 +H2k−1, (jH2k−1 + P2k−1)×2 ,

(2jP2k−2 +H2k−2)×4 , 4jP2k−3 + 2H2k−3, jH2k−2 + P2k−2, (∗)
)
;(

2jP2k−1 +H2k−1; (2jP2k−2 +H2k−2)×4 , 4jP2k−3 + 2H2k−3,

(jH2k−2 + P2k−2)×2 , (∗)
)
.

It is important to note that (∗) was left invariant during the whole reduc-
tion process. So the last class is precisely ϕ∗ (E (bk−1(2j))). �

Lemma 6.17. The classes E (bk(2j + 1)) reduce to (0;−1) for all k > 1,
j > 0.

Proof. The proof is again by induction over k. For k = 1, we have that b1(2j +
1) = 24j+29

4j+5 =: pq , qw (b1(2j + 1)) =
(
(4j + 5)×5, 4j + 4, 1×(4j+4)

)
, d1(2j + 1)

= 7j + 17
2 . Thus

E (b1(2j + 1)) =
(
7j + 9, 7j + 8; (4j + 5)×5, 4j + 4, (j + 1)2, 1×(2j+2)

)
.

We show now that this class reduces to (0;−1).(
7j + 9, 7j + 8; (4j + 5)×5, 4j + 4, (j + 1)2, 1×(2j+2)

)
ϕ∗7−→(

10j + 2; (4j + 5)×4, 4j + 4, 3j + 4, 3j + 3, (j + 1)2, 1×(2j+2)
)

;(
8j + 9; 4j + 5, 4j + 4, 3j + 4, 3j + 3, (2j + 2)×3, (j + 1)2, 1×(2j+2)

)
;(

5j + 5; 3j + 3, (2j + 2)×3, (j + 1)×3, j, 1×(2j+2)
)

;(
3j + 3; 2j + 2, (j + 1)×4, j, 1×(2j+2)

)
;
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(
2j + 2; (j + 1)×3, j, 1×(2j+2)

)
;(

j + 1; j, 1×(2j+2)
)
.

As seen before, this class reduces to (0;−1) in j + 1 steps.
We turn now to the general case. Suppose that the class E (bk−1(2j + 1))

reduces to (0;−1) and let us show that the class E (bk(2j + 1)) also reduces
to (0;−1). We have

bk(2j + 1) = 2jP2k+2 + P2k+3

2jP2k + P2k+1
,

dk(2j + 1) = jH2k+1 + 1
2H2k+2.

The first terms of the class E (bk(2j + 1)) are(
jH2k+1 + 1

2H2k+2 + 1
2 , jH2k+1 + 1

2H2k+2 − 1
2 ; (2jP2k + P2k+1)×5 ,

4jP2k−1 + 2P2k, (2jP2k−2 + P2k−1)×4 , 4jP2k−3 + 2P2k−2, (∗)
)
.

The image of E (bk(2j + 1)) under ϕ∗ is(
2jP2k+1 + P2k+2; (2jP2k + P2k+1)×4 , 4jP2k−1 + 2P2k,

jH2k + 1
2H2k+1 + 1

2 , jH2k + 1
2H2k+1 − 1

2 , (2jP2k−2 + P2k−1)×4 ,

4jP2k−3 + 2P2k−2, (∗)
)
,

To finish the proof, we will show that ϕ∗ (E (bk(2j + 1))) reduces to the
vector ϕ∗ (E (bk−1(2j + 1))) in four steps.(

2jP2k+1 + P2k+2; (2jP2k + P2k+1)×4 , 4jP2k−1 + 2P2k,

jH2k + 1
2H2k+1 + 1

2 , jH2k + 1
2H2k+1 − 1

2 , (2jP2k−2 + P2k−1)×4 ,

4jP2k−3 + 2P2k−2, (∗)
)
;(

j (2P2k + 4P2k−1) + (P2k+1 + 2P2k) ; 2jP2k + P2k+1, 4jP2k−1 + 2P2k,

jH2k + 1
2H2k+1 + 1

2 , jH2k + 1
2H2k+1 − 1

2 , (2jP2k−1 + P2k)×3 ,

(2jP2k−2 + P2k−1)×4 , 4jP2k−3 + 2P2k−2, (∗)
)
;(

j (P2k + 3P2k−1) +
(1

2P2k+1 + 3
2P2k − 1

2
)

; jH2k + 1
2H2k+1 − 1

2 ,

(2jP2k−1 + P2k)×3 , jH2k−1 + 1
2H2k − 1

2 , (2jP2k−2 + P2k−1)×4 ,

4jP2k−3 + 2P2k−2, jH2k−2 + 1
2H2k−1 − 1

2 , (∗)
)
;(

jH2k + 1
2H2k+1 − 1

2 ; 2jP2k−1 + P2k,
(
jH2k−1 + 1

2H2k − 1
2
)×2

,

(2jP2k−2 + P2k−1)×4 , 4jP2k−3 + 2P2k−2, jH2k−2 + 1
2H2k−1 − 1

2 , (∗)
)
;



i
i

“2-351” — 2016/1/12 — 1:04 — page 825 — #61 i
i

i
i

i
i

Symplectic embeddings of 4-dim ellipsoids into cubes 825

(
2jP2k−1 − P2k; (2jP2k−2 + P2k−1)×4 , 4jP2k−3 + 2P2k−2,

jH2k−2 + 1
2H2k−1 + 1

2 , jH2k−2 + 1
2H2k−1 − 1

2 , (∗)
)
.

Since (∗) was left invariant during the whole reduction process, the last
class is precisely ϕ∗ (E (bk−1(2j + 1))). �

Proposition 6.18. For all k > 1, i > 0, we have E (bk(i)) ∈ E.

Proof. We have to show that the classes E (bk(i)) satisfy the Diophantine
conditions of Proposition 3.8, which we have done in Lemma 6.15, and that
they reduce to (0;−1) by Cremona moves, which we have done for i even in
Lemma 6.16 and for i odd in Lemma 6.17. The proof is thus complete. �

Corollary 6.19. For all n > 0, the classes E (βn) of Theorem 5.1 belong
to E.

Proof. Notice that by Lemma 6.4, for all k > 0,

bk(0) = vk(2) = P2k+2 + P2k+1

P2k + P2k−1
= H2k+2

H2k
= β2k,

bk(1) = vk(4) = 2P2k+2 + P2k+1

2P2k + P2k−1
= P2k+3

P2k+1
= β2k+1.

Hence by Definition 6.14, we see that for all k > 0, E (bk(0)) = E (β2k) and
E (bk(1)) = E (β2k+1). Thus all the classes E (βn) belong indeed to E . �

Corollary 6.20. c (bk(i)) = bk(i)+1
4 for all k > 1 and i > 2.

Proof. Since bk(i) ∈
]
σ2, 6

[
, we can write them as bk(i) = 5 + x where x ∈

[0, 1[. Now,
(
2, 2; 2, 1×5) ∈ E , thus

µ
(
2, 2; 2, 1×5

)
(bk(i)) = 6 + x

4 = bk(i) + 1
4 .

So c (bk(i)) > µ
(
2, 2; 2, 1×5) (bk(i)) = bk(i)+1

4 .
Let us show the converse inequality. Abbreviate b := bk(i) =: pq in lowest

terms, d := dk(i) and m := mk(i). Then

µ (E(b)) (b) = 〈m,w(b)〉
2d = 〈qw(b), w(b)〉

2d = 2b
1 + b

<

√
b

2 <
b+ 1

4

since b > σ2. Now if (d′, e′;m′) ∈ E is a class different from E(b), we have by
Proposition 3.8 (ii) that 〈m,m′〉 6 d(d′ + e′). Using the definitions of d and
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m and the fact that m is written in decreasing order, we get

q
1 + b

4 (d′ + e′) > q 〈w(b),m′〉 ,

thus

µ(d′, e′;m′)(b) = 〈m
′, w(b)〉
d′ + e′

6
b+ 1

4 .

The proof is complete. �

Theorem 6.21. c(a) = a+1
4 on

[
σ2, 6

]
.

Proof. By Proposition 6.11 it suffices to show that the points c2k−1 for all
k > 1, uk(j) for all k > 1, j > 2, and vk(j) for all k > 1, j > 6 are regular. By
Lemma 6.12 and Lemma 6.13, the points uk(j) and vk(j) are regular. More-
over, for all k > 1, vk(j) −→

j→∞
c2k−1. But by Corollary 6.20, c (vk(2 + 2i)) =

c (bk(i)) = bk(i)+1
4 for i > 2. So, by continuity of c, we get that c (c2k−1) =

c2k−1+1
4 , and the points c2k−1 are thus regular. This completes the proof. �

7. The interval [6, 8]

7.1. Preliminaries

We will use the fact that if [l0; l1, . . . , lN ] is a continued fraction of a rational
number p

q and pk

qk
:= [l0; l1, . . . , lk] is its k-th convergent written in lowest

terms, then for any real number x,

[l0; l1, . . . , lk, x] = xpk + pk−1

xqk + qk−1
,

written in lowest terms. In particular, qk = lkqk−1 + qk−2. It is then easy to
see that if L :=

∑
i li, then

(7.1) q = qN > L.

Recall also that we defined the error vector of a class (d, e;m) at a point a
as the vector ε := ε ((d, e;m), a) defined by the equation

m = d+ e√
2a

w(a) + ε.
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Now set then M := l(a) = L+ l0,

σ :=
∑
i>l0

ε2
i ,

and

σ′ :=
M−lN∑
i=l0+1

ε2
i < σ.

Then by Lemma 4.8.3, σ < 1 for a class of the form (d, d;m) and σ < 1
2 for a

class of the form (d+ 1
2 , d−

1
2 ;m).

Lemma 7.1. Let (d, e;m) ∈ E be a class such that there exists a =: pq ∈]
σ2, 8

[
with l(a) = l(m) and

µ(d, e;m)(a) >
√
a

2 .

Assume that y(a) := a+ 1− 2
√

2a > 1
q , and set vM := d+e

q
√

2a . Then

(i) |
∑
εi| 6

√
σL,

(ii) If vM < 1, then |
∑
εi| 6

√
σ′L,

(iii) If vM 6 1
2 , then vM > 1

3 and σ′ 6 1
2 . If vM 6

3
4 , then σ

′ 6 7
8 ,

(iv) Set δ := y(a)− 1
q > 0. Then for both types of classes (d, d;m) and (d+

1
2 , d−

1
2 ;m) we have

d 6

√
a√
2δ

(√
σL− 1

)
6

√
a√
2δ

(√σq − 1) <
√
a√
2δ

(
σ

δvM
− 1

)
.

If vM < 1, σ can be replaced by σ′.

Proof. The proofs of (i), (ii) and (iii) are the same as in the proof of
Lemma 5.1.2 in [MS]. To prove (iv), we notice first that

∑
εi < 0. Indeed,

by Lemma 4.8.4, −
∑M
i=1 εi = d+e√

2a

(
y(a)− 1

q

)
+ 1. Since y(a) > 1

q by assump-
tion, we obtain the desired inequality.
Then, using (7.1) and (i), we find

√
σq >

√
σL >

d+ e√
2a

(
y(a)− 1

q

)
+ 1 = d+ e√

2a
δ + 1 = δqvM + 1 > δqvM .

Thus
√
q <

√
σ

δvM
.
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For both types of classes (d, d;m) and (d+ 1
2 , d−

1
2 ;m), we get

d 6

√
a√
2δ

(√
σL− 1

)
6

√
a√
2δ

(√σq − 1) <
√
a√
2δ

(
σ

δvM
− 1

)
.

If vM < 1, the same arguments go through, when replacing σ by σ′. �

7.2. The interval [6, 7]

We start by stating a more precise version of part (ii) of Theorem 1.3.

Theorem 7.2. On the interval
[
σ2, 7 1

32
]
, c(a) =

√
a
2 except on the seven dis-

joint intervals ]ux, vx[ given in the following table. For each of these intervals,
there exist a class (d, e;m) ∈ E and a rational number x ∈ ]ux, vx[ with l(x) =
l(m) such that c(z) = µ(d, e;m)(z) = 1

d+e (A+Bz) on [ux, x], and c(z) =
µ(d, e;m)(z) = 1

d+e (A′ +B′z) on [x, vx]. We list all these informations in the
table below as well as the values of c(x) and

√
x
2 .

x (d, e;m) (A,B) (A′, B′) c(x) c(x) ∼=
√

x
2
∼=

6
(
2, 2; 2, 1×5) (1, 1) (7, 0) 7

4 1.75 1.73
61

7
(
28, 28; 16×6, 3, 2×6) (6, 15) (92, 1) 687

392 1.752551 1.752549
61

6
(
14, 14; 8×6, 2, 1×5) (6, 7) (43, 1) 295

168 1.75595 1.75594
61

5
(
11, 10; 6×6, 1×5) (6, 5) (37, 0) 37

21 1.762 1.761
61

3
(
7, 7; 4×6, 1×3) (6, 3) (25, 0) 25

14 1.79 1.78
61

2
(
9, 9; 5×6, 3, 2

)
(0, 5) (26, 1) 65

36 1.81 1.80
7

(
4, 4; 3, 2×6) (1, 2) (15, 0) 15

8 1.88 1.87

x ux ux ∼= vx vx ∼=
6 σ2 = 3 + 2

√
2 5.83 61

8 = 49
8 6.13

61
7

2
225

(
347 + 28

√
151

)
6.142842 4

(
173− 70

√
6
)

6.142872
61

6
2
7

(
11 + 4

√
7
)

6.16657 153− 14
√

110 6.16676
61

5
3

100

(
107 + 7

√
201

)
6.19 2738

441 6.21
61

3
1
9

(
31 + 7

√
13
)

6.2488 625
98 6.38

61
2

162
25 6.48 55− 9

√
29 6.53

7 1
2

(
7 + 4

√
3
)

6.96 7 1
32 = 225

32 7.03
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Lemma 7.3. The classes (d, e;m) ∈ E such that µ(d, e;m)
(
6 1
k

)
>
√

6 1
k

2 and
l(m) = l

(
6 1
k

)
for some k = 1, . . . , 8 are given in the following table.

k (d, e;m)

7
(
28, 28; 16×6, 3, 2×6)

7
(
196, 196; 112×5, 111, 16×7)

6
(
14, 14; 8×6, 2, 1×5)

6
(
84, 84; 48×5, 47, 8×6)

5
(
11, 10; 6×6, 1×5)

4
(
28, 28; 16×5, 15, 4×4)

3
(
7, 7; 4×6, 1×3)

2
(
9, 9; 5×6, 3, 2

)
1

(
4, 4; 3, 2×6)

Proof. In the case k = 1, since 61
1 = 7, we only have to check which elements

of the finite set E7 are obstructive at 7. It turns out that the only obstructive
one is

(
4, 4; 3, 2×6).

Let us now treat the cases k = 2, . . . , 8. Suppose that there is a class of
the form (d, d;m) which is obstructive at some 6 1

k . Since l
(
6 1
k

)
= 6 + k, by

Lemma 4.14 the vector m has to be of one of the five forms(
a×6, b×k

)
,

(
a+ 1, a×5, b×k

)
,

(
a×5, a− 1, b×k

)
,(

a×6, b+ 1, b×(k−1)
)
,
(
a×6, b×(k−1), b− 1

)
.

Define εa and εb by

a =
√

2d√
6 1
k

+ εa and b =
√

2d
k
√

6 1
k

+ εb.

If m =
(
a×6, b×k

)
, then |a− kb| = |εa − kεb| 6 |εa|+ k |εb|. Since by

Lemma 4.8 (iii),
∑
ε2
i < 1, we find |εa|+ k |εb| <

√
k + 1, and thus |a− kb| 6⌈√

k + 1− 1
⌉
. Hence

s := a− kb ∈
{
{0,±1} if k ∈ {2, 3} ,
{0,±1,±2} if k ∈ {4, . . . , 8} .
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The Diophantine equations of Proposition 3.8 (i) then become

4d = 6a+ kb+ 1,
2d2 = 6a2 + kb2 − 1.

Thus (6a+ kb+ 1)2 = 8
(
6a2 + kb2 − 1

)
. Replacing a by kb+ s, we can solve

this equation in b for the values of k and s given above. We find three solutions
to the equation with b > 1, namely when (k, s, b) is equal to (3, 0, 3), (3, 1, 1)
or (3,−1, 5). This leads to the vectors

(
16, 16; 9×6, 3×3), (7, 7; 4×6, 1×3) and(

25, 25; 14×6, 5×3), respectively. Since only (7, 7; 4×6, 1×3) reduces to (0;−1, 0,
. . . , 0) by Cremona moves, this is the only class of the form

(
d, d; a×6, b×k

)
potentially obstructive at some 6 1

k , and it indeed is obstructive at 61
3 .

In the case where m =
(
a+ 1, a×5, b×k

)
, σ = k |εb|2 6 1

6 . Thus, |a− kb| 6
|εa|+ k |εb| 6 1 +

√
k
6 , and thus

s := a− kb ∈
{
{0,±1} if k ∈ {2, . . . , 5} ,
{0,±1,±2} if k ∈ {6, . . . , 8} .

From the Diophantine equations we obtain

(6a+ kb+ 2)2 = 8
(
6a2 + 2a+ kb2

)
.

Replacing a by kb+ s, we obtain no solutions with b > 1 for the accepted
values of k and s.

As in the previous case, when m =
(
a×5, a− 1, b×k

)
, we have

s := a− kb ∈
{
{0,±1} if k ∈ {2, . . . , 5} ,
{0,±1,±2} if k ∈ {6, . . . , 8} .

The Diophantine equations become (6a+ kb)2 = 8
(
6a2 − 2a+ kb2), which

yields four solutions with b > 1, namely the tuples (k, s, b) equal to (2, 1, 1),
(4, 0, 4), (6, 0, 8) and (7, 0, 16) which give the vectors

(
5, 5; 3×5, 2, 1×2), (28, 28;

16×5, 15, 4×4),
(
84, 84; 48×5, 47, 8×6) and

(
196, 196; 112×5, 111, 16×7), respec-

tively. These vectors all reduce to (0;−1, 0, . . . , 0) by Cremona moves, but
the first one is not obstructive at 61

2 . So we add only the three last vectors
to our table.

For the case m =
(
a×6, b+ 1, b×(k−1)

)
notice that if ε ∈ R and k ∈ N are

such that (k − 1)ε2 + (ε+ 1)2 6 1, then ε ∈
[
− 2
k , 0

]
. Thus, |(k − 1)ε+ (ε+ 1)|
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= |kε+ 1| 6 1. Since σ > k−1
k , we get

|a− kb− 1| = |a− (b+ 1)− (k − 1)b| = |εa − (εb + 1)− (k − 1)εb|
6 |εa|+ |(k − 1)εb + εb + 1| 6 1 + 1 = 2.

Thus
s := a− kb− 1 ∈ {0,±1,±2} .

The Diophantine equations become (6a+ kb+ 2)2 =8
(
6a2 + kb2 + 2b

)
, which

when we replace a by kb+ s+ 1 gives the three tuples of solutions (k, s, b)
equal to (2, 0, 2), (6, 1, 6) and (7, 1, 2), which yields the vectors

(
9, 9; 5×6, 3, 2

)
,(

14, 14; 8×6, 2, 1×5) and, again,
(
28, 28; 16×6, 3, 2×6), respectively. All three

vectors reduce to (0;−1, 0, . . . , 0) by Cremona moves, and they are obstructive
at 6 1

k for k = 2, 6, 7 respectively.
For the case m =

(
a×6, b×(k−1), b− 1

)
we find similarly as in the previous

case that
s := a− kb+ 1 ∈ {0,±1,±2} .

The Diophantine equations become (6a+ kb)2 = 8
(
6a2 + kb2 − 2b

)
, which

when we replace a by kb+ s− 1 gives as only solution with b > 2 the tuple
(k, s, b) = (2, 0, 3). This gives again the vector

(
9, 9; 5×6, 3, 2

)
.

The last case we have to treat is the case of an obstructive class of the
form (d+ 1

2 , d−
1
2 ;m). By Corollary 4.15, the only possibility for m is to be

of the form
(
a×6, b×k

)
. We saw earlier that in this case we have

s := a− kb ∈
{
{0,±1} if k ∈ {2, 3} ,
{0,±1,±2} if k ∈ {4, . . . , 8} .

Now the Diophantine equations are

4d = 6a+ kb+ 1,

2d2 = 6a2 + kb2 − 1
2 .

This leads to the equation 1
8 (6a+ kb+ 3)2 − 1

2 (6a+ kb+ 3) + 1 = 6a2 + kb2.
When replacing a by kb+ s, we obtain as only solution with b > 1 the tuple
(5, 1, 1) which gives the vector

(
11, 10; 6×6, 1×5). This vector reduces to (0;

−1, 0, . . . , 0) by Cremona moves and is obstructive at 61
5 . �

Lemma 7.4. The classes given in Lemma 7.3 are the only obstructive classes
on the interval

[
61

8 , 7
]
.
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Proof. We claim that it suffices to prove that for all a ∈
[
61

8 , 7
]
, there is no

other class (d, e;m) ∈ E with l(m) = l(a) that is obstructive at a. Indeed,
suppose that µ(d, e;m)(a) >

√
a
2 for some a ∈

[
61

8 , 7
]
, and let I be the max-

imal nonempty interval containing a on which µ(d, e;m)(z) >
√

z
2 . Then,

by Lemma 4.13, there exists a unique a0 ∈ I such that l (a0) = l(m) and
l (a0) 6 l(a) for all a ∈ I. Since for M 6 6, EM is finite, explicit calculations
show that none of these classes is obstructive for a > 61

8 . Thus l(m) > 6, and
a0 > 6. This implies that a0 > 61

8 . Indeed, a0 < 61
8 would contradict the fact

that l (a0) 6 l(a) for all a ∈ I since l(a) > l
(
61

8
)
for all a ∈

]
6, 61

8
[
. A simi-

lar argument also shows that a0 6 7. Thus, a0 ∈
[
61

8 , 7
]
and this proves the

claim.
We will thus prove that for each a = 6pq ∈

[
61

8 , 7
]
there is no class (d, e;

m) ∈ E with l(m) = l(a) obstructive at a, and different from those given in
Lemma 7.3. By Lemma 7.3, we only have to prove for p

q 6=
1
k with k = 1, . . . , 8.

We will separate the proof in three cases: 3 6 q 6 8, 9 6 q 6 39, q > 40.

Case 1: 3 6 q 6 8: In this case, 2 6 p 6 q. Notice that for all these values
of p and q, y

(
6pq
)
> 1

q . We can thus apply Lemma 7.1 (iv). We get that if
(d, e;m) ∈ E is obstructive at 6pq , then

(7.2) d 6

√
6pq

√
2
(
y
(
6pq
)
− 1

q

) (√q − 1)

since σ < 1 for an obstructive class. We now use the computer program
SolLess[a, D] given in the Appendix which computes for a rational number a
and a natural number D all obstructive classes (d, e;m) at a with l(m) = l(a)
and d 6 D. The code shows that there are no such classes for 3 6 q 6 8.

Case 2: 9 6 q 6 39: Since y
(
61

8
)

= 1
8 and y is increasing for a > 2, we

have
y(a)− 1

q
>

1
8 −

1
9 > 0

for all a ∈
[
61

8 , 7
]
. We can thus again apply Lemma 7.1 (iv) and obtain again

(7.2), but this time for 1 6 p 6 q. Again, the code SolLess[a, D] shows that
for 9 6 q 6 39 there are no obstructive classes (d, e;m) at a = 6pq with l(m) =
l(a).

Case 3: q > 40: For all a = 6pq ∈
[
61

8 , 7
]
, we have δ := y(a)− 1

q >
1
8 −

1
40 = 1

10 . Suppose that (d, e;m) ∈ E is obstructive at some a = 6pq with q > 40.
We distinguish two cases: (i) m1 = m6, (ii) m1 6= m6.
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(i) Notice that by Lemma 7.1 (iii),

if vM ∈
[1

3 ,
1
2
]
, then σ′

vM
6 1/2

1/3 = 3
2 ,

if vM ∈
[1

2 ,
2
3
]
, then σ′

vM
6 7/8

1/2 = 7
4 ,

if vM > 2
3 , then σ

vM
6 3

2 .

By Lemma 7.1 (iv) we get that if a = 6pq ∈
]
6 1
k+1 , 6

1
k

[
for some k = 1, . . . , 7

and q > 40, then for all obstructive classes (d, e;m) at a with m1 = m6

d 6

√
6 1
k

√
2
(
y
(
6 1
k+1

)
− 1

40

)
 1
y
(
6 1
k+1

)
− 1

40

7
4 − 1

 .
Here we used the computer program InterSolLess1[k, D] given in the Appen-
dix which gives for k ∈ {1, . . . , 7} and a natural number D a finite list of
classes (d, e;m) with m1 = m6 and d 6 D which can potentially be obstruc-
tive at some a = 6pq ∈

]
6 1
k+1 , 6

1
k

[
with q > 40. Applied to our case, the code

gives only one class that reduces to (0;−1, 0, . . . , 0) by Cremona moves,
namely (d, e;m) =

(
99, 99; 56×6, 14×4, 1×3). By Lemma 4.14, the a in ques-

tion can be [6; 3, 1, 3] = 6 4
15 or [6, 3, 1, 1, 2] = 6 5

18 , and the class turns out to
give no obstruction at these two points.

(ii) Since m1 6= m6, we know by Lemma 4.14 that σ 6 1
6 . This implies

that vM > 1− 1
2
√

3 because the last two weights of w
(
p
q

)
are always 1

q . Then
by Lemma 7.1 (iv) we get that if a = 6pq ∈

]
6 1
k+1 , 6

1
k

[
for some k = 1, . . . , 7

and q > 40, then for all obstructive classes (d, e;m) at a with m1 6= m6 we
have

d 6

√
6 1
k

√
2
(
y
(
6 1
k+1

)
− 1

40

)
 1
y
(
6 1
k+1

)
− 1

40

1
6(

1− 1
2
√

3

) − 1

 .
Here we used the computer program InterSolLess2[k, D] which gives for
k ∈ {1, . . . , 7} and a natural number D a finite list of classes (d, e;m) with
m1 6= m6 and d 6 D which can potentially be obstructive at some a = 6pq ∈]
6 1
k+1 , 6

1
k

[
with q > 40. Applied to our case, the code gives no class that

reduces to (0;−1, 0, . . . , 0) by Cremona moves. �

Remark 7.5. The three programs SolLess[a, D], InterSolLess1[k, D] and
InterSolLess2[k, D] give, for a natural numberD, solutions (d, e;m) with d 6
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D. But, in the case of classes of the form (d+ 1
2 , d−

1
2 ;m), we give estimates

for d in Lemma 7.4. Thus for these classes, we have to add 1
2 to our estimates

when using the programs.

Proof of Theorem 7.2. We have already proven in Theorem 6.21 that the class(
2, 2; 2, 1×5) gives the constraint c(a) = µ

(
2, 2; 2, 1×5) (a) = a+1

4 on
[
σ2, 6

]
.

We postpone the proof that c(a) = µ
(
4, 4; 3, 2×6) (a) = 15

8 on
[
7, 7 1

32
]
to Corol-

lary 7.8.
Since by Lemma 7.4, the only obstructive classes on the interval

[
61

8 , 7
]

are those of Lemma 7.3, c
(
61

8
)

= 7
4 =

√
6 1

8
2 because an explicit computation

shows that none of them is obstructive at 61
8 . Hence, c(a) = 7

4 for all a ∈[
6, 61

8
]
since c is nondecreasing.

In order to determine c on the interval
[
61

8 , 7
]
, Lemma 7.4 shows that

we only have to work out the constraints given by the classes of Lemma 7.3.
Notice that for a ∈

]
6 1
k+1 , 6

1
k

[
, the first terms of the weight expansion of a

are w(a) =
(
1×6, (a− 6)×k, 1− k(a− 6), . . .

)
. We can thus easily compute the

constraints of all the classes. In the next table, we write the constraints given
by the classes of Lemma 7.3 that do not appear in Theorem 7.2 and we then
simply verify that they indeed do not give new obstructions.

x (d, e;m) (A,B) (A′, B′) µ(x)

61
7

(
196, 196; 112×5, 111, 16×7) (−1, 112) (687, 0) 687

392

61
6

(
84, 84; 48×5, 47, 8×6) (−1, 48) (295, 0) 295

168

61
4

(
28, 28; 16×5, 15, 4×4) (−1, 16) (99, 0) 99

56

x ux ux ∼= vx vx ∼=

61
7

1
112

(
344 + 7

√
2415

)
6.142844 471969

76832 6.142870

61
6

1
48

(
148 + 7

√
447

)
6.16660 87025

14112 6.16674

61
4

1
16

(
50 + 7

√
51
)

6.2494 9801
1568 6.25

The proof of Theorem 7.2 (up to Corollary 7.8) is complete. �

7.3. The interval [7, 8]

Lemma 7.6. Assume that there exists a class (d, e;m) ∈ E such that µ(d, e;
m)(a) >

√
a
2 for some a ∈

[
7 1

32 , 8
]
with l(a) = l(m). Then m1 = · · · = m7 and

d 6 13.
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Proof. Notice first that

y(a) > y

(
7 1

32

)
= 17

32 >
1
q

for all q > 2. We distinguish two cases: q > 12 and q 6 11.

If q > 12, then δ = y(a)− 1
q >

17
32 −

1
12 = 43

96 . Assume by contradiction
that m1 6= m7. Then by Lemma 4.14, σ 6 1

7 and so vM > 1
2 . Thus,

σ

vMδ
6

192
301 < 1.

But this contradicts Lemma 7.1 (iv).
To prove that d 6 13, notice first that by Lemma 7.1 (iii),

if vM ∈
[1

3 ,
1
2
]
, then σ′

vM
6 1/2

1/3 = 3
2 ,

if vM ∈
[1

2 ,
2
3
]
, then σ′

vM
6 7/8

1/2 = 7
4 ,

if vM > 2
3 , then σ

vM
6 3

2 .

Then, since
√
a 6 2

√
2, we get by Lemma 7.1 (iv) that

d 6
2
√

2
43/96

√
2

( 1
43/96

7
4 − 1

)
+ 1

2 < 14.

Thus d 6 13.

Let now q 6 11. Notice that a 6 7 q−1
q and

δ = y(a)− 1
q
> y

(
71
q

)
− 1
q
.

By Lemma 7.1 (iv), we have

d 6

√
a√
2δ

(√σq − 1) + 1
2 6

√
7 q−1

q
√

2
(
y
(
71
q

)
− 1

q

) (√q − 1) + 1
2 .

Since the RHS is strictly smaller than 11 for all 2 6 q 6 11, we see that
d 6 10.
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Assume now by contradiction that m1 6= m7. Then σ 6 1
7 . If 2 6 q 6 7,

then √σq − 1 6 0 which contradicts Lemma 7.1 (iv). If 8 6 q 6 11, then

vM = d+ e

q
√

2a
6

√
2d

q
√
a
6

√
210

8
√

7
,

and so, by Lemma 4.14,

〈ε, ε〉 > 6
7 + 2 (1− vM )2 > 1

which contradicts Lemma 4.8 (iii). �

Proposition 7.7. c(a) =
√

a
2 for all a ∈

[
7 1

32 , 8
]
.

Proof. Suppose by contradiction that there exists a > 7 1
32 and (d, e;m) ∈ E

with µ(d, e;m)(a) >
√

a
2 . Let I be the maximal open interval containing a on

which (d, e;m) is obstructive. Then, by Lemma 4.13, there exists a0 ∈ I with
l (a0) = l(m) and l(a) > l (a0) for all a ∈ I.

Using the finite list of E7 in Lemma 4.3 we check by hand that no class in
E7 is obstructive for a > 7 1

32 . Thus l(m) > 7 and so a0 > 7. But then a0 > 7 1
32 .

Indeed, assume by contradiction that a0 < 7 1
32 . Then since a0, a ∈ I, 7 1

32 will
also belong to I. But, for all z ∈

]
7, 7 1

32
[
, l(z) > l

(
7 1

32
)
, and this contradicts

the fact that l(a) > l (a0) for all a ∈ I.
Now by Lemma 7.6, we find that d 6 13 and m1 = · · · = m7. Since there

are only finitely many classes satisfying these conditions, we can compute
them explicitly. We find that there is only one class satisfying the conditions,
namely

(
8, 7; 4×7, 1

)
, but this class is not obstructive for a > 7 1

32 . �

Corollary 7.8. c(a) = 15
8 for all a ∈

[
7, 7 1

32
]
.

Proof. Since the class (d, e;m) =
(
4, 4; 3, 2×6) gives the constraint

µ(d, e;m)(a) = 15
8 =

√
7 1

32
2

for all a > 7, we see that c(a) = 15
8 on

[
7, 7 1

32
]
because c is nondecreasing by

Lemma 4.2. �
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Appendix A. Computer programs

A.1. Computing c at a point a ∈
[
61

8 , 7
]

We used the computer in Lemma 7.4 to compute c at points p
q ∈

[
61

8 , 7
]
with

q 6 39. In this section, we explain the code SolLess[a, D] which computes for
a rational number a and a natural number D all classes (d, e;m) obstruc-
tive at a, with l(m) = l(a) and d 6 D. We have just adapted the program
SolLess[a, D] given in the Appendix of [MS] to our case. The modules W[a],
P[k], Difference[M] are exactly the same as in [MS].

W[a_] := Module[{aa = a, M, i = 2, L, u, v},
M = ContinuedFraction[aa];
L = Table[1, {j, M[[1]]}];
{u, v} = {1, aa - Floor[aa]};
While[i <= Length[M],

L = Join[L, Table[v, {j, M[[i]]}]];
{u, v} = {v, u - M[[i]] v};
i++];

Return[L]]

P[k_] := Module[{kk = k, PP, T0, i},
T0 = Table[0, {u, 1, k}];
T0p = ReplacePart[T0, 1, 1];
T1 = Table[1, {u, 1, k}];
T1m = ReplacePart[T1, 0, -1];
PP = {T0, T0p, T1, T1m};
Return[PP]]

Difference[M_] := Module[{V = M, vN, V1, l, L = {}, D, PP,
i, j, N},

l = Length[V];
If[l == 1,

L = P[V[[1]]]
];

If[l > 1,
vN = V[[-1]];
V1 = Delete[V, -1];
D = Difference[V1];
PP = P[vN];
i = 1;
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While[i <= Length[D],
j = 1;
While[j <= Length[PP],

N = Join[D[[i]], PP[[j]]];
L = Append[L, N];
j++];

i++]
];

Return[L]]

The following module Sol0[a, d] gives for a rational number a all vectors
of the form (d, d;m) with l(m) = l(a) which satisfy the Diophantine equations
of Proposition 3.8 (i) and such that µ(d, d;m)(a) >

√
a
2 . The code Sol1[a, d]

does the same thing for a class of the form (d, d− 1;m). Note that both
modules do not verify whether the vectors reduce to (0;−1) by repeated
Cremona moves. We have just adapted the code Sol[a, d] of [MS], using that
in our case, the volume constraint is

√
a
2 instead of

√
a and that for a class

of the form (d, d;m) the Diophantine equations become∑
mi = 4d− 1,

∑
m2
i = 2d2 + 1,

and for a class of the form (d, d− 1;m), they become∑
mi = 4d− 3,

∑
m2
i = 2d2 − 2d+ 1.

Sol0[a_, d_] := Module[{aa = a, dd = d, M, F, D, i, V,
L = {}},

M = ContinuedFraction[aa];
F = Floor[((2*dd)/Sqrt[2*aa]) W[aa]];
D = Difference[M];
i = 1;
While[i <= Length[D],

V = Sort[F + D[[i]], Greater];
SV = Sum[V[[j]], {j, 1, Length[V]}];
If[{SV, V.V} == {4*dd - 1, 2*dd^2 + 1} && V[[-1]] > 0 &&

W[aa].V/(2*dd) >= Sqrt[aa/2],
L = Append[L, V]
];

i++];
Return[{{dd, dd}, Union[L]}]]
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Sol1[a_, d_] := Module[{aa = a, dd = d, M, F, D, i, V,
L = {}},

M = ContinuedFraction[aa];
F = Floor[((2*dd - 1)/Sqrt[2*aa]) W[aa]];
D = Difference[M];
i = 1;
While[i <= Length[D],

V = Sort[F + D[[i]], Greater];
SV = Sum[V[[j]], {j, 1, Length[V]}];
If[{SV, V.V} == {4*dd - 3, 2*dd^2 - 2*d + 1}

&& V[[-1]] > 0 && W[aa].V/(2*dd - 1) > Sqrt[aa/2],
L = Append[L, V]
];

i++];
Return[{{dd, dd - 1}, Union[L]}]]

Finally, we collect in the code SolLess[a, D] the vectors (d, e;m) with
l(m) = l(a) that are obstructive at a and such that d 6 D.

SolLess[a_, D_] := Module[{aa = a, DD = D, d = 1, Ld,
L = {}},

While[d <= D,
Ld = Sol0[aa, d];
If[Length[Ld[[2]]] > 0,

L = Append[L, Ld]
];

Ld = Sol1[aa, d];
If[Length[Ld[[2]]] > 0,

L = Append[L, Ld]
];

d++];
Return[L]]

A.2. Computing c on an interval
]
6 1

k+1 , 6
1
k

[
with k ∈ {1, . . . , 7}

In Lemma 7.4 we used the codes InterSolLess1[k, D] and InterSolLess2[k, D]
which give for k ∈ {1, . . . , 7} and a natural number D, a finite list of vec-
tors (d, e;m) with d 6 D which can potentially be obstructive at some a ∈]
6 1
k+1 , 6

1
k

[
. By Lemma 4.14, if a class (d, e;m) ∈ E is obstructive at some

point a ∈
[
61

8 , 7
]
, then we have three possibilities:
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(i) m1 = · · · = m6,

(ii) m1 − 1 = m2 = · · · = m6,

(iii) m1 = · · · = m5 = m6 + 1.

The code InterSolLess1[k, D] treats the case (i) while the cases (ii) & (iii)
are covered by InterSolLess2[k, D]. We used the programs Solutions[a, b]
and sum[L] exactly as they were in [MS]. Solutions[a, b] gives for a, b ∈ N all
vectors m which are solution of the equations∑

mi = a,
∑

m2
i = b,

and sum[L] computes the sum of the entries of a vector L.
Solutions[a_, b_]

:= Solutions[a, b, Min[a, Floor[Sqrt[b]]]]
Solutions[a_, b_, c_] :=

Module[{A = a, B = b, C = c, i, m, K, j, V, L = {}},
If[A^2 < B,

L = {}
];

If[A^2 == B,
If[A > C,

L = {},
L = {{A}}
]

];
If[A^2 > B,

i = 1;
m = Min[Floor[Sqrt[B]], C];
While[i <= m,

K = Solutions[A - i, B - i^2, i];
j = 1;
While[j <= Length[K],

V = Prepend[K[[j]], i];
L = Append[L, V];
j++
];

i++]
];

Return[Union[L]]]

sum[L_] := Sum[L[[j]], {j, 1, Length[L]}]
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A.2.1. Finding obstructive classes (d, e;m) with m1 = · · · = m6.
We have adapted the modules P[k], Prelist[k, d] from [MS] to the fact that
the first six entries of m have to be equal instead of the first seven entries as
it was the case in [MS]. The module Prelist[k, d] becomes Prelist[k, d, c]
where c = 0 in the case of a class of the form (d, d;m) and c = 1 when the
class is of the form (d, d− 1;m). As before, we have adapted the code to take
into account that we have another volume constraint and other Diophantine
equations. Note that [MS] used their Lemma 2.1.7 and Lemma 2.1.8 which
are also true in our case as stated in Lemma 4.14 and Lemma 4.16.

P[k_] := Module[{kk = k, PP, T0, i},
T0 = Table[0, {i, 6 + kk}];
Tm = ReplacePart[T0, -1, -1];
Tp = ReplacePart[T0, 1, 7];
PP = {Tm, T0, Tp};
Return[PP]
]

Prelist[k_, d_, c_] :=
Module[{kk = k, dd = d, case = c, u, v, m1, M1, mx, Mx, f,

t, PP, M, MM,i = 0, j = 0, s = 1, S, T, K, l, L = {}},
u = 1/(kk + 1);
v = 1/kk;
m1 = Round[(Sqrt[2]*dd)/Sqrt[6 + v]];
M1 = Round[(Sqrt[2]*dd)/Sqrt[6 + u]];
mx = Floor[(Sqrt[2]*dd)/Sqrt[6 + v] u] - 1;
Mx = Ceiling[(Sqrt[2]*dd)/Sqrt[6 + u] v] + 1;
f = Ceiling[Sqrt[kk + 2] - 1];
t = -f;
PP = P[kk];
While[i <= M1 - m1,

While[j <= Mx - mx,
While[s <= 3,

While[t <= f,
M = Join[Table[m1 + i, {u, 6}],

Table[mx + j, {u, kk}]];
M = M + PP[[s]];
S = Sum[M[[u]], {u, 7, 7 + kk - 1}];
M = Append[M, M[[6]] - S + t];
T = 1;
If[M == Sort[M, Greater] && M[[-1]] > 0,
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T = 1, T = 0];
S = sum[M];
If[case == 0,

A = 4*dd - 1 - S;
B = 2*dd^2 + 1 - M.M;

];
If[case == 1,

A = 4*dd - 3 - S;
B = 2*dd*(dd - 1) + 1 - M.M;

];
B = 2*dd^2 + 1 - M.M;
If[Min[A, B] < 0,

T = 0];
If[T == 1,

K = Solutions[A, B, M[[-1]]];
l = 1;
While[l <= Length[K],

MM = Join[M, K[[l]]];
While[MM[[-1]] == 0,

MM = Drop[MM, -1]];
L = Append[L, MM];
l++]

];
t++];

t = -f;
s++];

s = 1;
j++];

j = 0;
i++];
Return[{{dd, dd - case}, Union[L]}]]

As in [MS], the module InterSol[k, d, c] reduces the number of candidates
given by the code Prelist[k, d, c]. As before, c = 0 in the case of a class of
the form (d, d;m) and c = 1 for a class of the form (d, d− 1;m).

InterSol[k_, d_, c_] :=
Module[{kk = k, dd = d, case = c, L, M, T, K = {}, i = 1,

l, rest},
L = Prelist[kk, dd, case][[2]];
While[i <= Length[L],
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M = L[[i]];
l = Length[M];
T = 1;
If[l <= 6 + kk + 2, T = 0];
If[M[[-2]] - M[[-1]] > 1, T = 0];
If[M[[-3]] > M[[-2]] + 1 && Abs[M[[-3]] - M[[-2]]

- M[[-1]]] > 1,
T = 0];

If[kk == 1 && l >= 9,
If[M[[8]] - M[[9]] > 1 && Abs[M[[7]] - (M[[8]]
+ M[[9]])] > 1,

T = 0]];
rest = Sum[M[[j]], {j, 7 + kk, l}];
If[M[[6 + kk]] - rest >= Sqrt[l - kk - 5], T = 0];
If[T == 1, K = Append[K, M]];
i++];

Return[{{dd, dd - case}, K}]]

Finally, we collect all the solutions for d 6 D in InterSolLess1[k, D].

InterSolLess1[k_, D_] := Module[{kk = k, DD = D, LL = {}, Q,
d = 1},

While[d <= DD,
Q = InterSol[kk, d, 0];
If[Length[Q[[2]]] > 0,

LL = Append[LL, Q]];
Q = InterSol[kk, d, 1];
If[Length[Q[[2]]] > 0,

LL = Append[LL, Q]];
d++];

Return[LL]]

A.2.2. Finding obstructive classes (d, e;m) with m1 6= m6. The
code InterSolLess2[k, D] gives for k ∈ {1, . . . , 7} and a natural number D,
a finite list of vectors (d, e;m) with d 6 D and m1 6= m6 which can poten-
tially be obstructive at some a ∈

]
6 1
k+1 , 6

1
k

[
. By Corollary 4.15, if a class

(d, e;m) ∈ E with m1 6= m6 is obstructive at some a ∈ [6, 7[, then necessarily
d = e. Moreover, Lemma 4.14 shows that either m1 − 1 = m2 = · · · = m6 or
m1 = · · · = m5 = m6 + 1. Notice that the first terms of the weight expansion
of some a ∈

]
6 1
k+1 , 6

1
k

[
are

(
1×6; (a− 6)×k, . . .

)
. Thus the vectorm is either of

the form
(
M + 1,M×5,m×k, . . .

)
or of the form

(
M, (M − 1)×5,m×k, . . .

)
. To
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find the vectors m of the form
(
M + 1,M×5,m×k, . . .

)
, we vary M and m 6

M as long as (M + 1) + 5M + km 6 4d− 1 and (M + 1)2 + 5M2 + km2 6
2d2 + 1 and then use the code Solutions[a, b] from [MS] to find the solu-
tions of the equations∑

mi = 4d− 1− ((M + 1) + 5M + km) ,∑
m2
i = 2d2 − 1−

(
M + 1)2 + 5M2 + km2

)
.

The case of a solution vector m of the form
(
M, (M − 1)×5,m×k, . . .

)
is then

treated similarly.

InterSolLess2[kk_, DD_] := Module[{k = kk, D = DD, d, M, m,
Sol,i, j},

For[d = 1, d <= D, d++,
M = 1;
While[6*M + 1 <= 4*d - 1 && 6*M^2 + 2*M + 1

<= 2*d^2 + 1,
m = 1;
While[

6*M + 1 + k*m <= 4*d - 1 &&
6*M^2 + 2*M + 1 + k*m^2 <= 2*d^2 + 1 && m <= M,

Sol =
Solutions[4*d - 1 - (6*M + 1 + k*m),

2*d^2 + 1 - (6*M^2 + 2*M + 1 + k*m^2)];
If [Length[Sol] > 0,

For[i = 1, i <= Length[Sol], i++,
If[Sol[[i]][[1]] <= m,

For[j = 1, j <= k, j++,
Sol[[i]] = Prepend[Sol[[i]], m];
];

For[j = 1, j <= 5, j++,
Sol[[i]] = Prepend[Sol[[i]], M];
];

Sol[[i]] = Prepend[Sol[[i]], M + 1];
Print[{{d, d}, Sol[[i]]}];
]

]
];

m++;
];
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M++;
];

M = 1;
While[6*M - 1 <= 4*d - 1 && 6*M^2 - 2*M + 1

<= 2*d^2 + 1,
m = 1;
While[

6*M - 1 + k*m <= 4*d - 1 &&
6*M^2 - 2*M + 1 + k*m^2 <= 2*d^2 + 1 && m <= M,

Sol =
Solutions[4*d - 1 - (6*M - 1 + k*m),

2*d^2 + 1 - (6*M^2 - 2*M + 1 + k*m^2)];
If [Length[Sol] > 0,

For[i = 1, i <= Length[Sol], i++,
If[Sol[[i]][[1]] <= m,

For[j = 1, j <= k, j++,
Sol[[i]] = Prepend[Sol[[i]], m];
];

Sol[[i]] = Prepend[Sol[[i]], M - 1];
For[j = 1, j <= 5, j++,

Sol[[i]] = Prepend[Sol[[i]], M];
];

Print[{{d, d}, Sol[[i]]}];
]

]
];

m++;
];

M++;
];

]
]
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