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New results and open problems on subgraph
centrality

Nikita Deniskin and Michele Benzi

Subgraph centrality, introduced by Estrada and Rodŕıguez-Velázquez
in [16], has become a widely used centrality measure in the analysis
of networks, with applications in biology, neuroscience, economics
and many other fields. It is also worthy of study from a strictly
mathematical point of view, in view of its connections to topics in
spectral graph theory, number theory, analytic matrix functions,
and combinatorics. In this paper, we present some new results and
a list of open questions about subgraph centrality and other node
centrality measures based on graph walks.
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1. Introduction

The ranking of nodes in a network has long been one of the most fundamental
problems in Network Science. Determining the most influential individuals
in a social network (whether human or animal), discovering the essential
proteins inside the cell, finding the most relevant web pages providing in-
formation on a given search topic or locating the best connected hubs in a
transportation network are clearly tasks of the utmost importance in many
situations. In simple terms, a node centrality measure is a function defined
on the vertex set of a graph, with values in R≥0; hence, a centrality measure
assigns a score (a nonnegative real number) to each node, and a node is
deemed “important” if it receives a (relatively) high score.

Dozens of node centrality measures have been proposed in the literature,
often rooted in different notions of “importance” and thus based on different
mathematical principles, but most of them relying only on the underlying
graph’s internal structure. For excellent introductions to the most widely
used centrality measures, including references and examples, the reader is
referred to the books by Estrada [10] and by Newman [26]. In some cases,
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one or more parameters are added to the purely graph-theoretic structure,
possibly as a way to model some external influence on the network. For ex-
ample, one may want to take into account the existence of tensions between
members of a social network [14], or of heightened risk conditions for an
economic or financial network [3].

A basic mathematical question is whether a given centrality measure
is able to discriminate between (i.e., assign different scores to) nodes that
are “structurally different”. Some centrality measures have been shown to
have a higher “discriminating power” than others, in the sense that the set
of graphs for which they are able to assign different centrality values to
at least two nodes in the graph contains strictly the corresponding set of
graphs for the other measures [11, 29]. In this paper, we focus on one such
measure, known as subgraph centrality, first proposed in [16] (see also [13])
and defined as follows: if G is a graph with n vertices with adjacency matrix
A, the subgraph centrality of the ith node is given by

SC(i, β) = [eβA]ii ,

where β > 0 is a parameter. That is, the subgraph centrality of node i is
the ith diagonal entry of the matrix exponential eβA. The interpretation of
this centrality measure in terms of closed walks on the graph will be dis-
cussed in the next section. It has been shown in [16] that there exist regular
graphs (i.e., graphs in which all nodes have the same degree) which contain
nodes with different subgraph centrality while the eigenvector centrality [7],
Katz centrality [23], total communicability [5] and many other measures of
centrality are necessarily the same for all nodes. Besides its mathematical
interest, the fact that some centrality measures are able to provide a finer
node ranking than others is clearly important also from the point of view of
applications, since the whole point of these measures is to determine which
nodes play a more central role within the network.

Given two vertices i, j, we would like to compare their subgraph central-
ities SC(i, β) and SC(j, β). When is one bigger than the other? When are
they equal? Is it possible that vertex i is more important than j for some
values of β, but the reverse holds for some other values of β? If yes, how
many times can two nodes reverse their relative position in the ranking as β
increases from 0 to infinity? We note that the latter question is not purely
curiosity-driven, but it arises naturally in the context of risk-based central-
ity measures in economic and financial networks, see [3]. In this paper, we
will consider these and other questions, answer some of them (in full or in
part), and see which remain open.
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The remainder of the paper is organized as follows. In Sections 2.1

and 2.2, after introducing the necessary notation and background infor-

mation, we review recent results on subgraph centrality, walk regularity,

and vertex cospectrality. In Section 2.3 we discuss the centrality interlacing

problem, and in Section 2.4 we consider another (related) centrality measure

based on walks, resolvent centrality. Finally, in Section 3 we provide a list

of open questions.

2. Results on subgraph centrality

2.1. Preliminaries

Let G be a simple undirected graph with n vertices (we will use the words

node and vertex interchangeably) and adjacency matrix A. Later we will

generalize some of the results to the weighted and directed cases. The adja-

cency matrix is symmetric and thus diagonalizable: A = QDQ−1 = QDQT ,

with D = diag(λ1, . . . , λn) and Q orthogonal. Hence, the (i, i) entry of A

can be written as:

Aii =

n∑
k=1

Qik λk [Q
−1]ki =

n∑
k=1

λk(Qik)
2.

Denote by μ1, . . . , μd the distinct eigenvalues of A, without repetition. Then

by grouping together equal eigenvalues, we obtain:

Aii =

d∑
h=1

μhChi ,

where Chi =
∑
k

Qik [Q
−1]ki =

∑
k

(Qik)
2, with the sum running over all in-

dices k such that λk = μh. This expression is useful, because it yields for-

mulas for the individual entries of matrix functions, defined as

f(A) = Qf(D)Q−1,

see [20]. For example, the entry in position (i, i) can be expressed as

[f(A)]ii =

n∑
k=1

Qik f(λk) [Q
−1]ki =

d∑
h=1

f(μh)Chi .
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Remark. It is easy to verify that if Eh denotes the orthogonal projector
onto the eigenspace of A associated with μh, then Chi = [Eh]ii; see, e.g.,
[25].

The subgraph centrality of a vertex was introduced by Estrada and
Rodŕıguez-Velázquez in [16] for β = 1, and later generalized by Estrada
and Hatano [13] introducing the parameter β, which we assume always to
be positive. As mentioned in the Introduction, the subgraph centrality is
defined as follows:

SC(i, β) = [eβA]ii.

The subgraph centrality can be expressed in two ways. One way is to use
the spectral decomposition of A, as described above; this is a compact and
explicit expression, which we will use in some of our proofs. Another way,
which gives more insight into the combinatorial interpretation of this cen-
trality measure, consists of using the Taylor series expansion at 0:

[eβA]ii = 1 +
β

1!
[A]ii +

β2

2!
[A2]ii +

β3

3!
[A3]ii + · · · .

Recalling that for any positive integer r the (i, j) entry of Ar equals the
number of walks of length r in G starting at node i and ending at node
j, we see that the subgraph centrality of node i is a weighted sum of the
number of closed walks (of any length) starting and ending in i, leading to
the following interpretation: vertices with a higher SC score are visited by
many closed walks (particularly shorter ones), and so are better connected
to other, not too distant nodes in the graph. The role of the coefficients
βr/r! in the Taylor expansion of SC is that of penalizing longer walks. The
parameter β can be used to give more or less weight to longer or shorter
walks.

For our purposes, it is convenient to introduce the following terminology.

Definition 2.1. Two vertices i, j of G are ß-subgraph equivalent if [eβA]ii =
[eβA]jj .

If there exists an automorphism of G that sends i to j, then i and j
are indistinguishable in the graph, so any centrality measure should give
the same score to both of them. In particular, it is obvious that two such
i and j are β-subgraph equivalent. However, there are many examples of
β-subgraph equivalent vertices not related by any automorphism.

We recall the definition of cospectral vertices from [19]. By Theorem 3.1
of the same paper, there are many equivalent characterizations, of which we
will use the following one.
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Definition 2.2. Two vertices i, j of G are cospectral if for every integer
r ≥ 0, [Ar]ii = [Ar]jj .

By Taylor series expansion, two cospectral vertices are β-subgraph equiv-
alent. It can be easily shown that two cospectral vertices have also the same
degree, eigenvector and resolvent centralities (defined below), while the same
does not generally hold for other centrality measures, see [29, 30].

We recall also the definition of a walk regular graph, from [18, p. 190]
or [17, Thm. 4.1].

Definition 2.3. G is walk regular if for every integer r ≥ 0, the diagonal
entries of Ar are constant; i.e. [Ar]ii = [Ar]jj for every i, j.

Observe that a graph is walk regular if and only if every pair of vertices
is cospectral.

Another related quantity is the walk entropy of a graph [12, 13], with
parameter β. More precisely, the walk entropy of G is defined as the Shan-
non entropy of the vector of subgraph centralities (SC(1, β), . . . , SC(n, β)),
normalized to be a probability distribution, that is,

S(G, β) =

n∑
i=1

pi log pi, pi =
[eβA]ii
Tr[eβA]

.

It can be easily seen that given β > 0 and n, the walk entropy is maximal
for graphs whose n vertices are all β-subgraph equivalent, and conversely
(this follows from basic properties of Shannon entropy; see e.g. [8]). For
the sake of simplicity, we reformulate the conjectures in Section 2.2 and
Theorem 2.5 in our terminology, although in the original articles they were
stated in terms of walk entropy or related concepts.

2.2. Walk regularity and proof of Estrada’s conjecture

A natural question is whether two β-subgraph equivalent vertices are nec-
essarily cospectral, and under which conditions. Estrada, and subsequently
Kloster, Král and Sullivan, posed the following conjectures, reformulated
with our terminology:

Conjecture (Estrada, [11], Conjecture 3; see also [12]). A graph G is walk
regular if and only if all vertices are 1-subgraph equivalent.

Conjecture (Kloster, Král, Sullivan, [24], Conjecture 5). A graph G is walk
regular if and only if there exists a rational β > 0 such that all vertices are
β-subgraph equivalent.
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These conjectures were recently proven true in [2], with the following
result.

Theorem 2.4 (Ballini, Deniskin, [2], Theorem 3). Let G be a simple undi-
rected graph with adjacency matrix A and let β �= 0 be an algebraic number.
If two vertices i, j are β-subgraph equivalent, then they are cospectral.

The idea of the proof is the following. By writing explicitly the (i, i)
entry of eβA = QeβD Q−1, we obtain:

SC(i, β) = [eβA]ii =

d∑
h=1

eβμh Chi .

If SC(i, β) = SC(j, β), then by the Lindemann-Weiestrass Theorem (see,
e.g., [1]) the coefficients must be equal: Chi = Chj for every h. This implies
that i and j are cospectral, by writing explicitly [Ar]ii =

∑
h

μr
hChi.

As stated in [2], the result also holds under weaker assumptions. For
example, it is applicable to directed graphs with diagonalizable adjacency
matrix A, and to weighted undirected graphs with algebraic weights.

Before this result, it was known (see [22, 24]) that there exist graphs for
which there are values of β for which all vertices are β-subgraph equivalent,
but that are not walk regular. As a consequence of the result in [2], we know
that such values of β are necessarily transcendental.

There are, however, more open questions waiting to be answered. The
following result is a slight modification of Theorem 2.2 in [4]. With our ter-
minology, the condition of walk regularity is equivalent to all vertices being
cospectral, and the maximum walk entropy property (see [4]) is equivalent
to all vertices being β-subgraph equivalent. By comparing only two vertices
and not all of them together, we can reformulate the theorem as follows:

Theorem 2.5. Given two vertices i, j of G, let I be the set of all β > 0
such that i and j are β-subgraph equivalent. If there is a β0 ∈ I which is an
accumulation point for a sequence in I, then i and j are cospectral and I is
necessarily all of R+.

Proof. Consider the function g(β) = [eβA]ii − [eβA]jj , which is an analytic
function of β. The zeros of a non-constant analytic function (if there are
any) form a discrete set (possibly of infinite cardinality), so the hypothesis
that β0 is an accumulation point implies that g is identically zero on all R+.
This means that the coefficients of the Taylor series expansion are all zero.
The r-th coefficient is 1

r! ([A
r]ii − [Ar]jj), so if it is equal to zero for all r,
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then i and j must be cospectral. For more details, see the proof of Theorem
2.2 in [4].

It is natural to ask if this result can be improved. For example, is it still
true if I is finite? Is there any condition on M = |I|, the cardinality of I,
under which the result holds?

It has been shown (see, e.g., [24]) that the result does not hold for
M = 1, and it is common to find pairs of non-cospectral vertices which
are β-subgraph equivalent at least for one β. In [6], it was shown that if
deg(i) > deg(j), where deg(·) is the degree of a vertex, then for all β small
enough SC(i, β) > SC(j, β). Similarly, with EC(·) being the eigenvector
centrality,1 if EC(i) > EC(j) then SC(i, β) > SC(j, β) for all β large
enough. Thus if for two vertices i, j we have deg(i) > deg(j) and EC(i) <
EC(j), then by continuity there exists (at least) one value of β for which
SC(i, β) = SC(j, β).

Definition 2.6. Let i, j be two non-cospectral vertices of a graph G. We
say that i and j interlace at β if SC(i, β) = SC(j, β); β is an interlacing
value.

Remark. By virtue of Theorem 2.4, it follows that given two vertices i, j,
any interlacing value β cannot be an algebraic number, so it must necessarily
be transcendental.

Remark. Let I be the set of all interlacing values of two vertices i, j. Then
I is the zero set of the analytic function (restricted to β > 0):

g(β) = [eβA]ii − [eβA]jj .

Theorem 2.5 implies that I must be either a discrete set (possibly infinite)
or all of R+.

The fact that the relative ranking of two nodes j and j can be different
for different values of β is of interest in applications to Network Science.
For instance, in the study of financial markets the parameter β can be a
measure of the risk affecting a given market, and as it varies some assets will
swap places in a ranking based on subgraph centrality or other parameter-
dependent measures, see [3]. One measure of the sensitivity of the ranking is
how many times the relative ranking of two assets can change as β varies. It is
therefore of interest to provide an upper bound on the number of interlacing
values. This question will be addressed next.

1We recall that for a connected graph G, the eigenvector centrality of vertex i
is defined as the ith entry of the unique strictly positive, normalized eigenvector
associated with the largest eigenvalue of A.
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2.3. Bounding the number of interlacing values

We have seen that if nodes i and j are not cospectral, then the set I cannot
have an accumulation point. The following result from [3] states that I
cannot be infinite, under a mild condition:

Theorem 2.7 (Bartesaghi et al., [3], Theorem 7.2). Let the undirected graph
G be connected, and let i and j be two nodes with different eigenvector cen-
trality. Then the number of interlacing values for i and j is necessarily finite
(possibly zero).

We will now show that I is always finite (i.e., the condition on the eigen-
vector centrality can be dropped), and that it is possible to find an upper
bound for the cardinality of I. Indeed, we will show that it is always less than
the number of vertices n, even for certain types of weighted and directed
graphs; for simple undirected graphs, sharper estimates can be given. These
are hitherto unpublished results, extracted from the first author’s thesis [9].
We will first need the following technical result.

Proposition 2.8. Let λ1, . . . , λn be distinct real numbers, and c1, . . . , cn
(not necessarily distinct) real numbers. Consider the following function:

f(β) = c1e
βλ1 + c2e

βλ2 + · · ·+ cne
βλn .

Assume that f(β) is not constant. Then the equation f(β) = 0 has at
most n − 1 solutions, and the equation f(β) = a with a �= 0 has at most n
solutions.

Proof. The function f(β) is constant only if all ci are equal to zero, or if
there is only one j such that cj �= 0 and λj = 0.

We proceed by induction on n. For n = 1 we have f(β) = c1e
βλ1 , which

is an injective function and never equal to zero if c1 �= 0 and λ1 �= 0.
We now assume that the claim holds for n and for every function fn(β)

with n terms, and we will prove it for fn+1(β) = c1e
βλ1 + · · · + cne

βλn +
cn+1e

βλn+1 .
Without loss of generality assume that cn+1 �= 0. Then:

fn+1(β) = 0 ⇐⇒ fn+1(β)

cn+1eβλn+1
= 0,

fn+1(β)

cn+1eβλn+1
=

c1
cn+1

eβ(λ1−λn+1) + · · ·+ cn
cn+1

eβ(λn−λn+1) + 1 =

=d1e
βμ1 + · · ·+ dne

βμn + 1 = gn(β) + 1,
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with di =
ci

cn+1
and μi = λi − λn+1. We have fn+1(β)

cn+1e
βλn+1

= 0 if and only

if gn(β) = −1; however, gn(β) is the sum of n exponential terms, so by

inductive hypothesis there are at most n solutions to gn(β) = −1, which are

also all the solutions to fn+1(β) = 0.

For a �= 0, suppose that the equation fn+1(β) = a has k solutions β1 <

β2 < . . . < βk. By Rolle’s Theorem, there exists k − 1 numbers γ1, . . . , γk−1

such that βi < γi < βi+1 and f ′
n+1(γi) = 0 for 1 ≤ i ≤ n− 1. Now,

f ′
n+1(γ) = c1λ1e

γλ1 + · · ·+ cnλne
γλn + cn+1λn+1e

γλn+1 .

If there exists at least one i such that ciλi �= 0, then by what we have just

proven the equation f ′
n+1(γ) = 0 has at most n − 1 solutions. This means

k − 1 ≤ n− 1 and so k ≤ n.

If ciλi = 0 for every i, then the function f ′
n+1(x) is identically zero, so

fn+1(x) is constant, which contradicts the initial hypothesis.

Using this result we can derive the following bound on the number of

interlacing values.

Theorem 2.9. Let G be a (possibly weighted) undirected graph with adja-

cency matrix A, and denote by d the number of distinct eigenvalues of A.

For any two non-cospectral vertices i, j there can be at most d−1 interlacing

values for the subgraph centrality.

Proof. Write

g(β) = [eβA]ii − [eβA]jj =

d∑
h=1

eβμh (Chi − Chj) .

By applying Proposition 2.8, the equation g(β) = 0 has at most d − 1

solutions, if g is not identically constant. This means that there are at most

d− 1 interlacing values of β, unless the vertices are cospectral.

Remark. We note that the result also holds for the case of a digraph with

real spectrum and diagonalizable adjacency matrix.

Using the theory of totally positive matrices, we can prove a slightly

stronger result.

Definition 2.10. A matrix B of size m×n is called totally positive if every

square submatrix of B has positive determinant.
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Below are two useful results on totally positive matrices, whose proofs
can be found in [27].

Theorem 2.11 (Pinkus, [27], Theorem 3.3). Let B be a totally positive m×n
matrix. Let x ∈ R

n be a column vector, and y = Bx. Then the number of
sign changes in y is less than or equal to the number of sign changes in x.

For our purposes, zeros are simply ignored when counting the number
of sign changes in a vector.

Theorem 2.12 (Pinkus, [27], Section 4.2). Let β1 < . . . < βM and μ1 <
. . . < μd be real numbers. The M × d matrix B =

[
eβlμh

]
is totally positive.

We can now state and prove the following result.

Proposition 2.13. Let G be a (possibly weighted) undirected graph with
adjacency matrix A. For any two non-cospectral vertices i, j, let Chi and
Chj be defined as above. Consider the function

g(β) = [eβA]ii − [eβA]jj =

d∑
h=1

eβμh (Chi − Chj) .

The number of interlacing values for i and j (which is the number of zeros
of g(β)) is less than or equal to the number of sign changes in the vector
Chi − Chj, as h varies from 1 to d.

Proof. Let β1, . . . , βM be any M distinct positive real numbers, numbered
in increasing order. By Theorem 2.12, the matrix B with entries Blh = eβlμh

is totally positive. Let x ∈ R
d be a vector with components xh = Chi −Chj .

The product y = Bx has components yl = g(βl). Denote by s the number of
sign changes in y. By Theorem 2.11, s is less than or equal to the number of
sign changes in x, which are at most d−1. Since the βl’s andM are arbitrary,
and the zeros of g(β) form a discrete set, it follows that the function g(β)
has at most s zeros. Therefore, there can be at most s interlacing values for
i and j.

Remark. Since the number of sign changes is obviously less than d− 1, we
recover Theorem 2.9. However, if we know that Chi > Chj for some values of
h, then we can obtain a better bound for the number of interlacing values.

In practice, we found that the bound d − 1 dramatically overestimates
the typical number of interlacing values. Computational experiments show
that for many simple undirected graphs with between 10 and 50 vertices,
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Figure 1: Graph with n = 9 nodes. It is the smallest graph we have found
with at least two interlacing points: for vertices 2 and 8, the interlacing
values are approximately β ≈ 2.12, 4.48.

the number of interlacing values for the subgraph centrality is at most 2

(see Fig.1 for the smallest example we could find of a graph with two such

values). The adjacency matrices of such graphs are 0-1 matrices, and this

imposes a number of constraints on the eigenvalues and eigenvectors. Hence,

such matrices are highly non-generic, and thus it is not surprising that the

generic bound d − 1 is a wild overestimate on the number of interlacing

points. Obtaining sharper bounds for specific classes of graphs represents an

open problem. We return on this topic in Section 3.

In the computational experiments we performed, for each graph a suit-

able interval has been chosen, and the subgraph centrality was calculated

on a discretization of that interval. Interlacing values are found as zeros of

the function g(β), which can be deduced from sign changes in the function

calculated on the discretization mesh.

This, of course, does not constitute a formal proof that the graphs in

Fig.1 and Fig.2 are the minimal ones for which interlacing occurs. They are

the smallest ones we have managed to find through a brute-force search over

all small graphs (n ≤ 10). Proving the minimality of these examples remains

an open question.

On the other hand, cospectrality is a condition which can be easily veri-

fied or disproved computationally. Indeed, by the Cayley-Hamilton theorem,

it is sufficient to calculate Ar for 0 ≤ r ≤ n− 1, which can be done in exact

arithmetic since A has 0-1 entries.
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2.4. Resolvent centrality

Let ρ be the spectral radius of A and let α ∈ (0, 1ρ). The resolvent centrality

[15] (also called resolvent subgraph centrality) with parameter α is defined
as follows:

RC(i, α) = [(I − αA)−1]ii.

This centrality measure is related to, but distinct from, Katz centrality (see,
e.g., [26]).

The idea, analogously to (exponential) subgraph centrality, is to use as
centrality scores the diagonal entries f(A)ii, where f(A) is a matrix function.
The resolvent centrality corresponds to f(x) = 1

1−αx in place of f(x) = eβx.

The inverse of a matrix can be expressed using Cramer’s rule: [B−1]ij =

(−1)i+j det(B[j,i])
detB , where B[j,i] denotes the matrix obtained removing row j

and column i from B. Therefore:

RC(i, α) = [(I − αA)−1]ii =
det(I − αA[i,i])

det(I − αA)
.

Note that for 0 < α < 1
ρ the resolvent centrality is well defined (and posi-

tive), both by Taylor series expansion (I − αA)−1 = I + αA + α2A2 + · · · ,
which converges because ρ(αA) < 1, and by Cramer’s rule since for α < 1

ρ ,

the denominator det(I − αA) is not zero.
We present two upper bounds for the number of interlacing values of

resolvent centrality. The first one is valid for any matrix A, while the second
is sharper but restricted only to simple undirected graphs.

Theorem 2.14. Let G be a (possibly weighted) directed or undirected graph
with n vertices and with adjacency matrix A. For any two non-cospectral
vertices i, j, there can be at most n− 1 interlacing values for resolvent cen-
trality, i.e. at most n− 1 solutions to RC(i, α) = RC(j, α).

Proof. Suppose that there are n or more interlacing values, at points α1, . . . ,
αn. Together with equation (2.4), this implies that

det(I − αkA[i,i]) = det(I − αkA[j,j]) for 1 ≤ k ≤ n.

These determinants are polynomials of degree n − 1 in α, so if they
coincide on n values of α, they must be the same polynomial. This implies
that RC(i, α) = RC(j, α) for every α.

As in the case with subgraph centrality, RC(i, α) and RC(j, α) are ana-
lytic functions, with rth coefficient [Ar]ii and [Ar]jj respectively. If the two
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functions coincide, they must have the same coefficients. This is equivalent
to i and j being cospectral.

Theorem 2.15. Let G be a simple undirected graph with adjacency matrix
A, and denote by d the number of distinct eigenvalues of A. For any two
non-cospectral vertices i, j there can be at most d− 1 interlacing values for
the resolvent centrality.

Proof. As above, we haveRC(i, α) = RC(j, α) if and only if det(I−αA[i,i]) =
det(I−αA[j,j]). Cauchy’s Interlacing Theorem (see [21, Thm. 4.3.17]) states
that if λ1 ≤ λ2 ≤ . . . ≤ λn are the eigenvalues of the n×n symmetric matrix
A, and ν1 ≤ . . . ≤ νn−1 are the eigenvalues of the submatrix A[i,i], then

λ1 ≤ ν1 ≤ λ2 ≤ ν2 ≤ . . . ≤ νn−1 ≤ λn.

If an eigenvalue has multiplicity t, e.g. λk = λk+1 = . . . = λk+t−1, then
νk = . . . = νk+t−2, so νk has multiplicity at least t− 1.

Denote by μ1, . . . , μd the eigenvalues of A without repetition, and let mh

be the multiplicity of μh. Then by Cauchy’s Interlacing Theorem, μh is an
eigenvalue of A[i,i] with multiplicity at least mh − 1. So A[j,j] and A[i,i] have
at least

∑
hmh − 1 = n − d common eigenvalues, and their characteristic

polynomials have a common factor q(α) of degree n− d.
Suppose that i, j have d interlacing values α1, . . . , αd in (0, 1ρ). As noted

above, the resolvent subgraph centrality is strictly positive for these values

of α, so the polynomials
det(I−αA[i,i])

q(α) and
det(I−αA[j,j])

q(α) have degree d− 1 and

coincide on d values. This implies that det(I − αA[i,i]) and det(I − αA[j,j])
are the same polynomial, and therefore i and j are necessarily cospectral.

In Fig.2 we show an example of interlacing for resolvent centrality and
the corresponding behavior of the subgraph centrality.

In this paper, we have focused on exponential- and resolvent-based sub-
graph centrality. The use of the matrix exponential and resolvent to define
centrality measures is well established, both because of their demonstrated
effectiveness in practice and because of the fundamental role that these two
matrix functions play in spectral theory and more generally in mathematical
physics. We refer to [14] for a thorough discussion of how physical analogies
naturally lead to the use of these two matrix functions in applications to
Network Science.

The reader may wonder what happens if another matrix function f(A)
is chosen, instead of the exponential or the resolvent. This is known as func-
tional centrality [28], and can be defined under reasonable assumptions on f .
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Figure 2: Graph with n = 10 nodes. It is the smallest graph we have found
with at least two interlacing values for resolvent centrality. Vertices 3 and 4
interlace. On the left we plot the difference RC(4, α)−RC(3, α). On the right
we plot the rescaled difference e−βρ (SC(4, β) − SC(3, β)), showing that in
this example the subgraph centralities of the two nodes also interlace twice.

Typically, one asks for f to be real analytic in a neighbourhood of 0 (to
work with nice and regular enough functions) and for all its MacLaurin se-
ries’ coefficients to be positive (to preserve the combinatorial interpretation
in terms of walks on the graph), see [6]. Such a function is called admissi-
ble, and by denoting R its radius of convergence in 0, the matrix function
f(βA) is defined for any β ∈ (0, R

ρ(A)), where ρ(A) is the spectral radius of

A. If f is entire, then β can take any value in (0,∞). In [6] the limiting be-
haviour of functional centrality was analyzed, for the two cases β → 0+ and

β →
(

R
ρ(A)

)−
(or β → ∞ in the entire case), showing that in these limits the

behaviour of these centrality measures is identical to that of (exponential)
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subgraph and resolvent centrality. Similarly to these centralities, interlacing
may occur also for functional centrality. It is possible to adapt the proof of
Theorem 2.7 also for this case, concluding that under the same assumptions
the number of interlacing points cannot be infinite. However, without more
information on the function f , it is difficult to prove a quantitative bound
on the number of interlacing values as we have done with subgraph and
resolvent centralities.

3. Open questions

In this last section, we propose some open problems which would be of
interest to investigate further.

Theorem 2.4, as also noted in [2], holds for any diagonalizable matrix A
whose entries are all algebraic numbers (and thus for weighted undirected
graphs with algebraic weights). Indeed, for undirected graphs the adjacency
matrix is symmetric, and therefore diagonalizable. The algebraicity condi-
tion is necessary: we need it to apply the Lindemann-Weierstrass Theorem,
and there exists interlacing values for transcendental β. However, the diag-
onalizability condition is not strictly necessary and it was shown in [2] that
it can be somewhat relaxed by imposing some constraints on the Jordan
structure of A. At present, we do not know if the diagonalizablity condition
can be completely removed or not (without restrictions on the Jordan form).
This leads to formulating the following problem.

Problem 1. Let A be a (non diagonalizable) n × n matrix, whose entries
are all nonnegative algebraic numbers, regarded as the adjacency matrix of
a weighted directed graph G. Let β �= 0 be an algebraic number. Prove or
disprove the following statement: if for two vertices i, j we have [eβA]ii =
[eβA]jj, then i and j are cospectral.

Next, we turn to the problem of estimating the number of interlacing
values. We checked many graphs computationally, and the number of inter-
lacing values was always much smaller (other than for the smallest graphs)
than the bounds we found. For the majority of pairs of vertices the subgraph
centralities do not interlace at all, or at most once (it is common to find ver-
tices for which degree and eigenvector centrality give different rankings).
The smallest graph we could find (through a computer search) with two
interlacing values of exponential subgraph centrality has 9 vertices, shown
in Fig.1. When n is of order 20 or more, it’s not too uncommon to find pairs
of vertices with two interlacing values; however, we found only a couple of
graphs with 3 interlacing values, and none with 4 or more (see Fig.3). Hence,
we propose the following problem.
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Problem 2. Given k ∈ N, characterize the smallest graph(s) with a pair
of vertices that have at least k interlacing values of the subgraph centrality.
Conversely, given a graph with n vertices, what is the largest number of
possible interlacing values for a pair of its vertices? In particular, are there
classes of graphs for which the bound d− 1 is attained?

A related, more informal problem is the following: is there a simple way
to construct graphs with many interlacing values?

Theorem 2.9 can be extended to a broader category of graphs. Indeed,
it requires Proposition 2.8, so it is sufficient to have diagonalizable A with
real eigenvalues. This requirement is necessary, because if λi could be any
complex numbers, the equation could have infinitely many solutions. To see
this, consider the following example:

A =

⎛
⎝
0 −1 0
1 0 0
0 0 0

⎞
⎠ , eβA =

⎛
⎝
cos(β) − sin(β) 0
sin(β) cos(β) 0

0 0 1

⎞
⎠ .

Note that A has eigenvalues 0, i,−i. Since g(β) = [eβA]11−[eβA]33 = cos(β)−
1 has infinitely many solutions, there are infinitely many interlacing values
for the β-subgraph centrality of vertices 1 and 3. Hence, in general the
statement is false for signed graphs. However, it could still be true for some
other category of graphs. In particular, we ask the following question.

Problem 3. Does Theorem 2.9 hold in the case of directed graphs? (Here
we allow the graph to be weighted with positive weights.)

While we have formulated these questions for the subgraph centrality,
they are also of interest for other centrality measures. We have seen some
results for resolvent centrality, but the bound on the number of interlacing
α values obtained is not optimal. Also, it would be interesting to extend the
result to other centrality measures which are dependent on a parameter. For
example, Katz centrality [10, 26] and total communicability [5] are related
to resolvent centrality and to subgraph centrality, respectively, so one would
expect that similar results may hold. In Fig.4 we give an example of a graph
with two cospectral nodes having different Katz centrality and different total
communicability, showing that these measures can behave quite differently
from resolvent and subgraph centrality.

From computer experiments, we have noticed that when two vertices
exhibit interlacing with respect to resolvent centrality, they also interlace
with (exponential) subgraph centrality. Hence, we put forth the following
problem.
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Figure 3: Graph with n = 60 vertices and three interlacing values. Vertices
22 and 48 interlace three times, with interlacing values β ≈ 4.13, 10.9, 16.3.
Unlike the graphs in Figures 1 and 2, this example was not found by complete
search of all graphs up to 60 vertices, so it is quite possible that there are
smaller graphs with three interlacing values.

Problem 4. For a given pair of vertices of a graph G, prove or disprove the

following statement: the number of interlacing values relative to resolvent

centrality is always less than or equal to the number of interlacing values

relative to subgraph centrality.



442 Nikita Deniskin and Michele Benzi

1

23

4

5

6

7 8

Figure 4: Vertices 1 and 8 are cospectral. Along with other three graphs with
8 vertices, it is the smallest graph we have found with a pair of cospectral
vertices with different Katz centrality and total communicability.
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