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Not all simple looking degree sequence problems
are easy∗

Péter L. Erdős and István Miklós

Degree sequence (DS) problems have been around for at least one
hundred twenty years, and with the advent of network science,
more and more complicated and structured DS problems were in-
vented. Interestingly enough all those problems so far are compu-
tationally easy. It is clear, however, that we will find soon compu-
tationally hard DS problems. In this paper we want to find such
hard DS problems with relatively simple definition.

For a vertex v in the simple graph G denote di(v) the num-
ber of vertices at distance exactly i from v. Then d1(v) is the
usual degree of vertex v. The vector d2(G) = ((d1(v1), d2(v1)), . . .,
(d1(vn), d2(vn)) is the second order degree sequence of the
graph G. In this note we show that the problem to decide whether
a sequence of natural numbers ((i1, j1), . . . (in, jn)) is a second or-
der degree sequence of a simple undirected graph G is strongly
NP-complete. Then we will discuss some further NP-complete DS
problems.

MSC 2010 subject classifications: Primary 05C07, 60K35; secondary
68R05.
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der degree sequences, basket filling problem, neighborhood degree sum.

1. Introduction

A network emerged from a complex, real-life problem can be considered

known if one can determine its fundamental parameters. One way to ascer-

tain that the chosen parameter set fully determines the important proper-

ties of the network is the following: one can randomly generate ensembles

of synthetic networks compatible with the parameter set, then evaluate the

similarities and differences among the original network and the generated
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ones. One important prerequisite for this procedure is to check the feasibility
of the actual values of the given parameter set.

For graphs, the most simple parameter is the degree sequence. There
are myriad results and algorithms dealing with degree sequences: for ex-
ample Petersen, 1892; Senior, 1950; Tutte, 1954; Gale, 1957; Ryser, 1957;
Havel, 1957; Erdős and Gallai, 1960; Hakimi, 1962; Fulkerson, 1964; Ed-
monds, 1965; Berge, 1981; just to name some. Interestingly enough all those
problems provide computationally easy algorithms.

Already the first few network applications pointed out fast, that the de-
gree sequences cannot differentiate efficiently among different type of real-life
networks: Gene regulatory networks and social networks with shared degree
sequence tend to be scale-free, however, they have very different assortativ-
ity properties. In regulatory networks, the large degree vertices are typically
connected to small degree vertices, while in social networks, the large degree
vertices are connected with large degree vertices. To cope with this phe-
nomena, new graph construction problems have been introduced, the Joint
Degree Matrix (JDM) and the Partition Adjacency Matrix (PAM) problems.
(See papers [22, 7, 1] and [10].) These problems are easy in the same way.

Mahadevan et al. introduced the dk series of graphs that subsumes all
the basic degree-based characteristics of networks of increasing detail (see
[17]). It is defined as a collection of distributions of G’s subgraphs of size d =
0, 1, . . . , N , in which nodes are labelled by their degrees in G. Namely, the
1k-distribution is the degree sequence, the 2k-distribution is the joint degree
distribution. Thus, this approach naturally extends the degree sequence and
the JDM problems and it is natural to consider the problem to construct a
graph with prescribed 1k, 2k, 3k, etc. distribution, and also natural to ask
the computational complexity of these problems.

The problem of NP-completeness for graph construction in general was
first suggested to us by Z. Toroczkai ([23]), which was posed later in [19].
Toroczkai also conjectured that the dk series problem becomes NP -complete
fast. Intuitively its reason is simple: very fast we have too many constrains
for the variables. It is an interesting question: how complicated must a degree
sequence be to be computationally hard.

In this paper we show that the degree sequence construction may get
NP-complete with much less constraints, namely the number of the first
and (exactly) second neighbors of every vertex already constitutes such a
computationally hard problem.

Our proposed problem is also related to a problem on privacy issues of
recommendation systems, see [9]. Assume that a bipartite graph is given
with its adjacency matrix M . The rows are the customers, the columns are
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the items. While M is unknown for privacy reasons, we know the expressions
MMT and MTM . In other words, for any vertex pair in the same vertex
class (both for customers and items) the number of their common neighbors
is known (including for any vertex with itself, so the degree of this vertex is
also given). The question is whether M can be reconstructed from this data.
The number of vertices w �= v for which the number of common neighbors
is not zero gives the second order degree of v. So we have all the data given
in the second order degree sequence problem. However here we also have
some extra data beyond the first and second order degrees. The complexity
of deciding the graphicality of such matrix data is unknown to date.

2. A brief survey on the complexity of DS problems

Below we survey briefly what is known about the complexity of degree se-
quence problems. Let G be a simple, undirected graph, and let d(G) be
its degree sequence denoted as (d(v1), . . . , d(vn)). It is well-known that it
can be decided in polynomial time whether a given sequence d′ is graph-
ical with the greedy algorithm of Havel and Hakimi (see [13, 12]). Their
algorithm can be easily extended to directed degree sequences and bipartite
degree sequences. The Joint Degree Sequence problem can still be solved
with a greedy algorithm in polynomial time, see [1], [22], [7] and [4]. It is
interesting to mention that Tutte’s f -factor theorem ([24, 25]) can be used
directly to solve the degree sequence problem (see [16]), but not for the Joint
Degree Sequence problem.

When more constraints are introduced, there are no known greedy algo-
rithms to solve those degree sequence problems. However, Tutte’s f -factor
theorem and Edmonds’ famous blossom algorithm ([8]) can be applied to
solve such degree sequence problems efficiently. For example they can be
used to find tripartite realizations of degree sequences with fixed vertex
partitions, while no “direct” solution is known for these problems. Another
example is graph realizations with a given number of edges crossing a given
bipartition (see Erdős et al. [10]). Here the vertex set V is equipped with a
degree sequence d(V ) and a bipartition V = U

⊎
W is given together with a

natural number k. We are looking for a graphical realization of d(V ) where
the number of crossing edges between U and W is exactly k. There is not a
known greedy type algorithm to solve this problem, but Edmonds’ algorithm
and some further considerations provide a polynomial time solution for it.

Generally speaking, the analogous hypergraph degree sequence prob-
lems are much harder. For example, there is no known good necessary and
sufficient condition for the graphicality of a hypergraph degree sequence.
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The common thinking says that the majority of these problems should be

NP-hard. Chvátal has already found a NP-complete problem similar to hy-

pergraph degree sequence questions in 1980 (see [5]): the intersection pat-

tern of a hypergraph with N hyper-edges is N2 numbers, which give for all

edge pairs the cardinality of their intersection. He proved that the obviously

defined intersection pattern problem is NP-complete even for 3-uniform hy-

pergraphs.

In case of 3-uniform linear hypergraphs (no two edges have two points

in common) the same problem becomes polynomially solvable (see Jacobson

et al. [14]). However, for general 3-uniform hypergraphs, if we are given

the edge pairs with two points intersection, then the corresponding decision

problem becomes NP-complete again (see Jacobson et al. [15]).

Other known NP-complete hypergraph degree sequence problems are

due to Colburn, Kocay and Stinson ([6]): for a k-uniform hypergraph H =

(V (H), E(H)) and vertex u ∈ V (H) consider the (k−1)-uniform hypergraph

Hu consists of {F \ u : u ∈ F ∈ E(H)}. We say that H subsumes all the

(k − 1)-uniform hypergraph Hu for each u ∈ V (H). The paper proved that

the following two problems are NP-complete:

(1) Given n graphs (i.e. 2-hypergraphs) g1, . . . , gn, is there a 3-uniform hy-

pergraph H such that the subsumed graphs Hi are gi?

(2) Given the degree sequences of n graphs g1, . . . , gn, is there a 3-uniform

hypergraph H whose subsumed graphs Hi have the same degree se-

quences?

The main purpose of this note is to find “simple” looking but NP-complete

degree sequence type problems. For this end, we are looking at modest re-

striction sets for the classical degree sequence condition.

One particular restriction set was introduced at latest in [2] (Alavi et al.):

let v be a vertex in the graph G. The value dk(v) is defined as the number of

vertices at distance k from v. Then d1(v) denotes the usual degree of vertex v.

Denote d2(G) = ((d1(v1), d2(v1)), . . ., (d1(vn), d2(vn)) or = (d1(G),d2(G))

the second order degree sequence of the graph G.

Definition 1. The second order degree sequence problem is to decide

whether a sequence of pairs of natural numbers ((i1, j1), . . . (in, jn)) is a sec-

ond order degree sequence of a simple undirected graph G.

Recently this problem was revived. For example, Araujo-Pardo and her

colleagues studied the possible relations among the sizes of d1(v) and d2(v)

([3]).
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Naturally one can study similar problems for second order degree se-

quences as for the more conservative ones. For example, Saifullina and her

colleagues developed several heuristic algorithms to build and sample simple

graphs from their second order degree sequences ([18, 20, 21]).

As it turns out, the heuristic approach here is adequate, since as we

will show, the graphicality problem for the second order degree sequences is

strongly NP-complete.

Our main result is the following:

Theorem 2. The second order degree sequence problem in general is strongly

NP-complete.

It is clear that the problem is a member of the class NP, since one can

check in polynomial time whether a graph second order degree sequence is

identical with the given double-sequence. In the next section we will demon-

strate that it is NP-complete indeed; we will show some known NP-complete

problems can be reduced to it.

The following is a similar problem: denote D2(v) the sum of the degrees

of the neighbors of v in the simple graph G. This value is always larger

than d2(v) since, on one hand, v itself occurs in d(v) times, on the other

hand the neighbors’ neighbors may be overlapping. The problem to decide

whether a pair d,D2 is graphical will be called the neighborhood degree

sum problem. We will show in Theorem 8 that this problem is strongly

NP-complete.

3. The BASKET FILLING problem

First, we are going to construct a new NP-complete problem, called BASKET

FILLING, then we will show how to reduce this problem to an instance of

second order degree sequence problem.

For that end, assume that we are given n items with w1, w2, . . . , wn

positive integer weights such that the sum of the weights is M . We also have

k baskets with capacity (ci, si) with the properties that

(1)

k∑
�=1

c� = n and

k∑
�=1

s� = M.

Definition 3. The BASKET FILLING problem with parameters (w1, . . . , wn)

and (c1, s1), . . . (ck, sk) is to find an ordered partition (C1, . . . , Ck) of the
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items, such that for � = 1, . . . , k we have

|C�| = c� and
∑

item∈C�

w(item) = s�.

It is clear that we can assume that each c� > 1. (If this is not the case
then we find a suitable filling for that basket, and forget the basket and its
filler.)

As one reviewer of this paper pointed out, this problem seems to be
in close connection with the well-known multidimensional knapsack or
subset sum problems - concerning the structure of the constrains. However,
on one hand in our problem there is no maximization, on the other hand all
its defining inequalities must be satisfied with equalities.

Theorem 4. The BASKET FILLING problem is strongly NP-complete.

Proof. We show that the so called 3-PARTITION problem can be reduced in
polynomial time to the BASKET FILLING problem. Let W and α1, . . . α3m

be positive integers with W/4 < αi < W/2 for each i. Furthermore let∑
i αi = mW . The 3-PARTITION problem is to decide whether the numbers

αi can be partitioned into m classes of triples that all have the same sum B.
Due to the numerical conditions, in a successful partition all partition classes
have exactly 3 elements. This problem is known to be strongly NP-complete.
(Garey and Johnson [11, Page 96])

The polynomial reduction here is obvious: each basket has the parameter
set (3,W ). A solution of this instance of the BASKET FILLING problem is a
solution of the 3-PARTITION problem.

4. The proof of Theorem 2

We are going to give two slightly different reduction processes. The general
instance of the BASKET FILLING problem will be reduced to a general second
order DS problem, while the 3-PARTITION problem will be reduced to a
bipartite second order DS problem.

To proceed with the proof of Theorem 2, assume we are given a BASKET

FILLING problem with the parameters described in Definition 3. We are
going to construct an instance of the second order degree sequence problem
corresponding to our BASKET FILLING problem.

In the graph there are four different types of vertices: A�
i ,Wi, Bi,Ω.

(i) For all i = 1, . . . , n we have wi labeled atoms Ai
� (� = 1, . . . , wi).

Altogether we have
∑

iwi atoms.
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(ii) We have n labeled weight vertices W1, . . . ,Wn.
(iii) We have k labeled basket vertices B1, . . . , Bk.
(iv) Finally we have one master point Ω.

First we assume that

(2) ∀i = 1, . . . , n; j = 1, . . . , k we have wi + 1 �= cj ;

and

(3) ∀i = 1, . . . , n; we have wi + 1 �= n+ k − 1.

The second order degree sequence (d,d2) is defined as follows:

(a) For any fix i = 1, . . . , n each atom Ai
� has the second order degree

sequence (1, wi + 1).
(b) For each weight point Wi its second order degree sequence is (wi+2, (k−

1) + (n− 1)).
(c) For each basket vertex Bi its second order degree sequence is (ci+1, (k−

1) + (n− ci) + si).
(d) Finally the master point Ω has second order degree sequence (n+k,M).

Now assume that a graph G is a realization of this particular basket filling
problem. By conditions (2) and (i) any atom Ai

� must be adjacent to a weight
point of degree wi+2. Since the weight points with the same degree cannot
be distinguished therefore we just showed that Ai

� is connected to Wi. By
condition (b) we have d(Wi) = wi+2 therefore the d2(A

c
�) = (1, wi+2− 1),

as it required.

Since we determined the neighbors of all atoms, the master point must
be adjacent to all other points, so to all weight points and all basket vertices.
Therefore Ω has n+ k neighbors, and its second order degree is

∑
wi = M ,

as required.

We state that no two weight points are adjacent. Indeed, assume the
opposite: if Wi and Wj are adjacent then d2(Wi) = (wi+2, (n+k−2)+wj).
Since wj > 0, it is a contradiction.

There are no two adjacent weight points, therefore each weight point is
adjacent with exactly one basket vertex. Since each basket point is adjacent
with the master vertex therefore by conditions (c) and (1) there are no two
adjacent basket vertices. Finally that means that the adjacency relations
between weight points and basket points in the graph G provides a solution
of our Basket Filling problem.
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Figure 1: Second Order Degree representation of a BASKET FILLING prob-
lem.

The remaining point is to handle the cases when conditions (2) or (3)
do not hold. As already mentioned we can assume that all ci > 1. Then we
increase the parameters wi and si slightly (that is polynomially) as follows:
we multiply all wi and sj with the value (n+k)max� c�. For this new instance
conditions (2) or (3) hold automatically and any solution of the new problem
provides a solution to the original problem as well. This finishes the proof
of Theorem 2. �

Now we present the second reduction process what shows that

Theorem 5. the second order degree sequence problem on bipartite graphs
is also strongly NP-complete.

Proof. We will show that any 3-PARTITION problem can be polynomially
reduced to a second order degree sequence problem on bipartite graphs. So
we are given a multiset P of n = 3m positive integers αi with W/4 < αi <
W/2, and we want to decide whether P can be partitioned into m triplets
P1, P2, . . . , Pm such that the sum of the numbers in each subset is equal to
W . In a successful solution each partition class consists of three numbers.
We will assume that W > 8.
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The construction of the bipartite second order degree sequence problem
is very similar to the previous one. But we have a good use of the fact, that
all baskets have the same weight capacity (B = W ), and the same c� = 3
capacity, so we can get rid of the master point:

We will represent our partition problem with a bipartite graph what
consists of mW atoms, 3m weight points finally m basket points. In the
graphical representation of a solution of the 3-PARTITION problem each
weight point will be connected to the necessary number of atoms and con-
nected to exactly one basket point. Finally each basket point is adjacent
with three weight points. By these conditions, the graph is automatically a
bipartite one: one class contains all the atoms and basket points, while the
other one consists of all the weight points.

The second order degree sequence is as follows:

(a) Each atom belonging to weight point representing αi has second order
degree sequence (1, αi). (The first neighbor is the weight point, the sec-
ond neighbors are the other atoms, connected to the weight point, and
one basket point.)

(b) The weight point representing the number αi has second order degree
(αi + 1, 2). (The first neighbors are the atoms and one basket point,
the second neighbors are the other two weight points connected to the
basket point.)

(c) A basket point has second order degree sequence (3,W ). (The neighbors
are weight points, and the second neighbors are atoms.)

Now assume that one can find a solution to the defined second order degree
sequence problem. Then:

(1) No atom can be connected to another atom (otherwise the second order
degree is 0). No atom can be connected to a basket point (otherwise the
second order degree is 2 < W/4).

(2) No weight point can be connected to another weight point (otherwise
the second order degree is ≥ W/2− 1 > 2).

(3) All basket points must be used against weight points.

5. The relaxations of the Joint Degree Matrix problem

In recent years there has been a large (and growing) interest in real-life so-
cial and biological networks. One important distinction between these two
network types lies in their overall structure: the first type typically have
a few very high degree vertices and many low degree vertices with high
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assortativity (where a vertex is likely to be adjacent to vertices of similar
degree), while the second kind is generally disassortative (in which low de-
gree vertices tend to attach to those of high degree). It is well known, the
degree sequence alone cannot capture these differences. There are several ap-
proaches to address this problem. One way to ease this problem is the JDM
model ([22, 7, 1]):

Let G = (V,E) be an n-vertex graph with degree sequence d(G) =
(d(v1), . . ., d(vn)). We denote the maximum degree by Δ, and for 1 ≤ i ≤ Δ,
the set of all vertices of degree i is Vi. The degree spectrum sG(v) is a vector
with Δ components, where sG(v)i gives the number of vertices of degree
i adjacent to v in the graph G. (This notion was originally introduced in
[7].) While in graphical realizations of a degree sequence d the degree of any
particular vertex v is prescribed, its degree spectrum may vary.

Definition 6. The Joint Degree Matrix (JDM) J (G) = [Jij ] of the graph
G is a Δ × Δ matrix where Jij = |{xy ∈ E(G) : x ∈ Vi, y ∈ Vj}|. If, for a
k × k matrix M there exists a graph G such that J (G) = M , then M is
called a graphical JDM.

There is an easy graphicality condition for the JDM model:

Theorem 7 (Erdős-Gallai type theorem for JDM, [22]). A k× k matrix J
is a graphical JDM if and only if the followings hold:

(i) for all i : ni := 1
i

(
Jii +

k∑
j=1

Jij

)
is an integer (this is actually

= |Vi|);
(ii) for all i : Jii ≤

(
ni

2

)
;

(iii) for all i �= j : Jij ≤ ninj . �

Another way to measure the distance from “good” assortativity can
be the following formulation (actually, similar parameters were suggested
earlier). In the simple graph G denote D2(v) the neighborhood degree
sum of vertex v:

(4) D2(v) =
∑

u∈Γ(v)
d(u).

This is of course greater than d2(v) since v is counted d(v) times in it,
furthermore there may be a lot of “overlapping” second neighbors. Now
a graph should have high assortativity, if D2(v) is roughly d(v)2. Possible
questions:
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(A) It is given |V | and D2(v) but d(G) is unknown. Is it graphical?

(B) It is given |V | and for all i the values
∑

v∈Vi
D2(v)

i|Vi| are known. Is it graph-

ical?

(C) The sequences d(G),D2(G) are given. Is it graphical?

(D) The JDM matrix J and D2(G) are given. Is it graphical?

(E) We know d(G) and for each i we know D(i) =
∑

v∈Vi
D2(v). Is it

graphical?

Next we prove that problem (C) is NP-complete:

Theorem 8. The neighborhood degree sum problem defined by the pair d(G),

D2(G) is NP-complete.

Proof. We will describe an instance of the 3-PARTITION problem with a

similar graph gadget what was used in the proof of Theorem 5: We have

mW atoms, 3m weight points and m basket vertices, where each weight

point has weight satisfying W/4 < w < W/2.

For the atoms: d(A�
i) = 1 and D2(A

�
i) = wi + 1. (There is only one

neighbor, and it has degree wi + 1.) Then for the weight point Wi we have:

d(Wi) = wi+1 (the extra degree is the basket vertex) and D2(Wi) = wi+3.

(Each atom next to Wi has degree 1, and the neighboring basket vertex has

three neighbors.) Finally for the basket vertex B we have d(B) = 3 and

D2(B) = W +3 since each weight point also incident with the basket vertex

itself.

Assume that G is a realization of this neighborhood degree sum problem.

Then the atom A�
i must be adjacent to a weight point of weight wi. Then

each weight point has just one free degree. Two weight points cannot be

connected because then its D2(Wi) would be much greater then wi + 3. So

each basket vertex must be connected to three weight points.

We believe that problem (E) is also NP-complete. For that end we can

set up the following integer feasibility region and we think that this special

integer feasibility problem is NP-complete. More precisely:

Problem 9. Assume that we are given |Vi| and D(i) =
∑

v∈Vi
D2(v) for

i = 1, . . . ,Δ. We want to find a simple graph with these parameters.

The problem is equivalent with finding a solution for the following integer

feasibility problem.

For degree i we have to find i|Vi| integers with 0 ≤ j ≤ Δ with sum D(i)

such that the defined Joint Degree Matrix is graphical. So we are looking
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for the unknown matrix J = [Ji,j ] with dimensions Δ×Δ such that:

Δ∑
j=1

jJi,j + iJi,i, = D(i)

Δ∑
j=1

Ji,j = i|Vi|

Ji,j = Jj,i

0 ≤ Ji,j ≤ |Vi||Vj |

The first two equalities describe the partition problem’s constrain, the third
one shows the symmetry of the JDM, while the last one ensures that the
given JDM is graphical.
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