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Augmenting and preserving partition connectivity
of a hypergraph

Xiaofeng Gu and Hong-Jian Lai

Let k be a positive integer. A hypergraphH is k-partition-connected
if for every partition P of V (H), there are at least k(|P |−1) hyper-
edges intersecting at least two classes of P . In this paper, we deter-
mine the minimum number of hyperedges in a hypergraph whose
addition makes the resulting hypergraph k-partition-connected.
We also characterize the hyperedges of a k-partition-connected hy-
pergraph whose removal will preserve k-partition-connectedness.

1. The problem

The problem of edge connectivity augmentation seems to be initiated by

Watanabe and Nakamura [23], in which they investigated the minimum

number of edges that must be added to a graph G so that the resulting

graph is k-edge-connected, for given integer k and graph G. Frank [8] pro-

vided an efficient algorithm to solve this kind of problem. For connectivity

augmentation in graphs and hypergraphs, two recent survey papers [12] and

[21] are very informative.

Frank, Király and Kriesell [10] introduced k-partition-connected hyper-

graphs as a generalization of k-edge-connected hypergraphs (see Section 2

for the definition). The augmentation and preservation problems related to

partition connectivity of graphs and hypergraphs have been investigated in

[9, 11, 13, 16, 15], among others.

Theorem 1.1. Let G be a graph and k be a positive integer. The following

are equivalent.

(i) There exists an edge set X such that G+X is k-partition-connected.

(ii) (Frank and Király, a weaker statement of Theorem 5.2 of [9]) |X| ≥
k(|P | − 1)− e(P ) for every partition P of V (G), where e(P ) is the number

of edges whose ends are in different classes of P .

(iii) (Haas, Theorem 1 of [11]) |X| = k(|V (G)| − 1) − |E(G)| and for sub-

graphs S of G with at least two vertices, |E(S)| ≤ k(|V (S)| − 1).
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Theorem 1.2. (Király and Makai, a weaker statement of Corollary 4.13 of
[13]) Let H be a hypergraph and k be a positive integer. The following are
equivalent.
(i) There exists a hyperedge set X such that H+X is k-partition-connected.
(ii) |X| ≥ k(|P | − 1) − e(P ) for every partition P of V (H), where e(P ) is
the number of hyperedges intersecting at least two classes of P .

Liu, Lai and Chen [16] generalize Theorem 1.1 and find the exact min-
imum number of edges that must be added to make the resulting graph be
k-partition-connected.

The research in this paper is motivated by the results above. Our goal is
to determine the minimum number of hyperedges in a hypergraph whose ad-
dition makes the resulting hypergraph k-partition-connected (Theorems 5.4
and 5.8 present the exact minimum value and a minimax formula). We also
characterize the hyperedges in a k-partition-connected hypergraph whose
removal will preserve the k-partition-connectedness of the hypergraph (The-
orem 6.2).

Relevant definitions and preliminaries will be presented in Section 2.
Undefined terms can be found in [1] for hypergraphs and [2] for graphs. In
Section 3, uniformly dense hypergraphs and their relationship with parti-
tion connectivity of hypergraphs will be discussed. A few useful tools (The-
orems 4.4 and 4.9) will be developed in Section 4. These tools will be applied
to the studies of the augmentation and preservation problems of partition
connectivity of hypergraphs in Sections 5 and 6.

2. Notations and preliminaries

A hypergraph H is a pair (V, E) where V is the vertex set of H and E is a col-
lection of not necessarily distinct nonempty subsets of V , called hyperedges
or simply edges of H. A single element edge is referred as a loop and two
edges with the same vertices are parallel edges. We use K1 to denote the hy-
pergraph with one vertex and no edges. If W ⊂ V , the hypergraph (W, EW ),
where EW = {F : ∀F ∈ E with F ⊆ W} is a sub-hypergraph induced by the
vertex subset W , and is denoted by H[W ]. If X ⊆ E and VX = ∪F∈XX,
then (VX , X) is defined as the sub-hypergraph induced by the edge subset X
and is denoted by H[X]. A hypergraph H is nontrivial if H has at least one
non-loop edge.

Let ω(H) denote the number of components in H. For a positive in-
teger k, a hypergraph H is k-edge-connected if for every nonempty proper
subset U of V (H), there are at least k hyperedges intersecting both U and
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V (H)\U . The edge connectivity of H is the maximum k such that H is k-

edge-connected. A hypergraphH is k-partition-connected if e(P ) ≥ k(|P |−1)

for every partition P of V (H), where |P | denotes the number of classes in

P and e(P ) denotes the number of edges intersecting at least two classes of

P . Equivalently, H is k-partition-connected if, for any subset X ⊆ E(H),

|X| ≥ k(ω(H − X) − 1). As P can be any partitions of V (H) into two

nonempty subsets, it follows by definition that every k-partition-connected

hypergraph must be k-edge-connected. Often a 1-partition-connected hyper-

graph is also referred as a partition-connected hypergraph. It follows from

definition that a graph is partition-connected if and only if it is connected.

In general, partition-connected hypergraphs must be connected, but a con-

nected hypergraph may not be partition-connected. The partition connec-

tivity of H is the maximum k such that H is k-partition-connected.

A hypergraphH is a hyperforest if for every nonempty subset U ⊆ V (H),

|E(H[U ]) ≤ |U | − 1. A hyperforest T is a hypertree if |E(T )| = |V (T )| − 1.

For a hypergraph H, let τ(H) be the maximum number of edge-disjoint

spanning hypertrees inH and a(H) be the minimum number of edge-disjoint

hyperforests whose union is E(H). For a graph G, τ(G) is the spanning tree

packing number of G and a(G) is the arboricity of G.

The following theorem of Nash-Williams and Tutte shows that the k-

partition-connectedness of a graph G is equivalent to the property that G

has k edge-disjoint spanning trees.

Theorem 2.1. (Nash-Williams [18] and Tutte [22]) Let G be a connected

graph and k be a positive integer. Then τ(G) ≥ k if and only for any X ⊆
E(G), |X| ≥ k(ω(G−X)− 1).

Nash-Williams published a dual theorem of Theorem 2.1, characterizing

graphs that can be decomposed to at most k forests (Theorem 2.2).

Theorem 2.2. (Nash-Williams [19]) Let G be a connected graph and k

be a positive integer. Then a(G) ≤ k if and only if for any subgraph S,

|E(S)| ≤ k(|V (S)| − 1).

Frank, Király and Kriesell [10] extended both results to hypergraphs.

Theorem 2.3. (Frank, Király and Kriesell [10]) Let H be a hypergraph and

k be a positive integer. Then τ(H) ≥ k if and only if for every X ⊆ E(H),

|X| ≥ k(ω(H −X)− 1) (or, equivalently, H is k-partition-connected).

By Theorem 2.3, τ(H) is the partition connectivity of H and a hypertree

is a minimal partition-connected hypergraph.
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Theorem 2.4. (Frank, Király and Kriesell [10]) Let H be a hypergraph and
k be a positive integer. Then α(H) ≤ k if and only if for any subgraph S,
|E(S)| ≤ k(|V (S)| − 1).

Let H1, H2, . . . , Hc be the components of a hypergraph H such that each
Hi has a spanning hypertree Ti for i = 1, 2, . . . , c. Then ∪iTi is a hyperbase of
H. By definition, if H is connected, then a hyperbase is a spanning hypertree
of H. Theorem 2.3 implies the following corollary.

Corollary 2.5. A hypergraph H has k edge-disjoint hyperbases if and only
if for every X ⊆ E(H), |X| ≥ k(ω(H −X)− ω(H)).

3. Uniformly dense hypergraphs

In this section, we consider only loopless hypergraphs. Let E be a hyperedge
in a hypergraph H. By H/E we denote the hypergraph obtained from H by
contracting the hyperedge E into a new vertex v0 and by removing resulting
loops if there are any. That is, V (H/E) = (V (H)\E)∪{v0} and a hyperedge
E′ ∈ E(H/E) if and only if either E′ = E′′ for some E′′ ∈ E(H) with
E′′∩E = ∅ or E′ = (E′′\E)∪{v0} for some E′′ ∈ E(H)\{E} with E′′∩E �= ∅.
The hyperedge E′ is called the image of E′′ and E′′ is a preimage of E′. If
X ⊆ E(H), then H/X is a hypergraph obtained from H by contracting all
edges in X. If S is a sub-hypergraph of H, then H/S denotes H/E(S).

For any nonempty subset X ⊆ E(H), the density of X is defined to be

dH(X) =
|X|

|V (H[X])| − ω(H[X])
.

We often use d(H) for d(E(H)). If X ⊂ E(H), then by the definition of

contraction, d(H/X) = |E(H)−X|
|V (H/X)|−ω(H) . Following [5], the strength η(H) and

the fractional arboricity γ(H) of a nontrivial hypergraph H are defined,
respectively, as

(1) η(H) = min

{
|E(H)−X|

|V (H/X)| − ω(H)

}
, and γ(H) = max {d(H[X])} ,

where the minimum and maximum are taken over all edge subsets X ⊆ E
so that the denominators are nonzero. We adopt the convention by defining
η(K1) = d(K1) = γ(K1) = ∞. It follows immediately that for any loopless
nontrivial hypergraph H,

(2) η(H) ≤ d(H) ≤ γ(H).
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Let H be a hypergraph and t be a positive integer. A t-packing of H is
a family F of hyperbases in H such that each hyperedge of H is in at most
t members of F . Let ηt(H) denote the largest cardinality of t-packings of
H. Dually, a t-covering of H is a family F of hyperforests in H such that
each hyperedge of H is in at least t members of F . Let γt(H) denote the
smallest cardinality of t-coverings of H. (If H has a loop, then γt(H) = ∞.)

The proposition below follows from Theorems 2.3, 2.4 and Corollary 2.5.

Proposition 3.1. For any hypergraph H, each of the following holds.
(i) α(H) = γ1(H) = 
γ(H)�.
(ii) η1(H) = �η(H)�.
(iii) If H is connected, then τ(H) = η1(H).

Let H = (V, E) be a hypergraph and let t > 0 be an integer. The
hypergraph H(t) = (V, E ′) has the same vertex set V , where E ′ is obtained
by replacing each hyperedge in E by a set of t parallel hyperedges.

Theorem 3.2. Let H be a hypergraph and s, t > 0 be integers. Each of the
following holds.
(i) H has a t-packing of cardinality s if and only if η(H) ≥ s/t.
(ii) H has a t-covering of cardinality s if and only if γ(H) ≤ s/t.
(iii) ηt(H) = �tη(H)� and γt(H) = 
tγ(H)�.
Proof. It suffices to prove (i) and (ii).

(i)H has a t-packing of cardinality s if and only ifH(t) has s edge-disjoint
hyperbases. By Proposition 3.1, this is equivalent to η(H(t)) ≥ η1(H

t) ≥ s.
By definition, it is equivalent to tη(H) ≥ s, or η(H) ≥ s/t.

(ii) H has a t-covering of cardinality s if and only if H(t) can be decom-
posed into s hyperforests. By Proposition 3.1, this is equivalent to γ(H(t)) ≤
s. By definition, it is equivalent to tγ(H) ≤ s, or γ(H) ≤ s/t.

A hypergraph H is uniformly dense if d(H) = γ(H). The next result
extends Theorem 6 of [5].

Theorem 3.3. Let H be a hypergraph. The following are equivalent.
(i) η(H) = γ(H).
(ii) η(H) = d(H).
(iii) d(H) = γ(H).
(iv) There is a family F of hyperbases of H and a positive integer t such
that F is both a t-packing and a t-covering.

Proof. (i)⇒(ii) and (i)⇒(iii) follow from (2).
(ii)⇒(iv): Suppose that η(H) = d(H) = h

t for some integers h, t > 0.
By Theorem 3.2 (iii), h = tη(H) = ηt(H), and so H has a family F =
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{T1, T2, . . . , Th} of hyperbases such that every hyperedge E ∈ E(H) is in at

most t members of F . As η(H) = d(H), we have tη(H)(|V (H)| − ω(H)) =

ηt(H)(V (H)− ω(H)) =
∑h

i=1 |Ti| ≤ t|E(H)| = tη(H)(|V (H)| − ω(H)), and

so every hyperedge of H is in exactly t members of F . Thus (iv) holds.

(iii)⇒(iv): Let g ≥ t > 0 be integers such that d(H) = γ(H) = g
t .

By Theorem 3.2 (iii), g = tγ(H) = γt(H), and so H has a family F =

{B1, B2, . . . , Bh} of hyperforests such that every hyperedge E ∈ E(H) is in

at least t members of F . As η(H) = d(H), we have tγ(H)(|V (H)|−ω(H)) =

γt(H)(V (H)− ω(H)) ≥
∑g

i=1 |Bi| ≥ t|E(H)| = tγ(H)(|V (H)| − ω(H)), and

so each Bi is a hyperbase of H for 1 ≤ i ≤ g; and every hyperedge of H is

in exactly t members of F . Thus (iv) holds.

(iv)⇒(i): Since F is a t-packing as well as a t-covering of cardinality s,

by Theorem 3.2, η(H) ≥ s
t ≥ γ(H) ≥ η(H). Thus (i) holds.

Lemmas 3.4 and 3.5 will be needed in the next section.

Lemma 3.4. Let H be a nontrivial hypergraph and l ≥ 1 be a fractional

number. Then each of the following holds.

(i) If X ⊆ E(H), then η(H) ≤ η(H/X).

(ii) If X ⊆ E(H) and η(H[X]) > η(H), then η(H/X) = η(H).

(iii) If d(H) ≥ l, then there exists a nonempty subset X ⊆ E(H) such that

η(H[X]) ≥ l.

Proof. (i) By definition, there exists Y ′ ⊆ E(H/X) such that η(H/X) =

d((H/X)/Y ′). Let Y ⊆ E(H) be a preimage of Y ′. Then η(H/X) =

d((H/X)/Y ′) = d(H/(X ∪ Y )) ≥ η(H). (If H[X] is spanning, then

η(H/X) = ∞.)

(ii) It suffices to show that η(H) ≥ η(H/X). By definition, there exists a

nonspanning subset T of E(H) such that η(H) = d(H/T ) = |E(H)\T |
|V (H/T )|−ω(H) .

We use Xc to denote E(H)\X and let X ∩ T = T1 and Xc ∩ T = T2. Then

η(H) =
|X\T1|+ |Xc\T2|
|V (H/T )| − ω(H)

.(3)

If V (H[T1]) = V (H[X]), then let T ′
2 ⊆ E(H/T1) be the image of T2. By

definition, η(H/X) = η(H/T1) ≤ d((H/T1)/T
′
2) = d(H/T ) = η(H). There-

fore, we assume that V (H[T1]) �= V (H[X]). By definition, η(H[X]) ≤
d(H[X]/T1) =

|X\T1|
|V (H[X]/T1)|−ω(H[X]) . As η(H[X]) > η(H), we have

|X\T1| > η(H)(|V (H[X]/T1)| − ω(H[X])).(4)
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By (3) and (4),

η(H)(|V (H/T )| − ω(H)− |V (H[X]/T1)|+ ω(H[X])) > |Xc\T2|.(5)

We also have |V (H/(X ∪ T2))| = |V (H/T )| − |V (H[X]/T1)|+ ω(H[X]).

By (5),

η(H)(|V (H/(X ∪ T2))| − ω(H)) > |Xc\T2|.(6)

Since the inequality (6) is strict, |V (H/(X ∪ T2))| − ω(H) �= 0, and so

η(H) >
|Xc\T2|

|V (H/(X ∪ T2))| − ω(H)
.(7)

Let T ′
2 ⊆ E(H/X) be the image of T2. Since |V (H/(X ∪ T2))| − ω(H) �=

0, V (H/X[T ′
2]) �= V (H/X). By definition, η(H/X) ≤ d((H/X)/T ′

2) =

d(H/(X ∪ T2)), and thus

η(H/X) ≤ E(H)\(X ∪ T2)

|V (H/(X ∪ T2))| − ω(H)
≤ |Xc\T2|

|V (H/(X ∪ T2))| − ω(H)
.(8)

By (7) and (8), η(H) > η(H/X), which is impossible by (i). This com-

pletes the proof.

(iii) Since γ(H) ≥ d(H) ≥ l, by the definition of γ(H), there exists a

nonempty subset X ⊆ E(H) such that γ(H) = d(H[X]). Thus γ(H[X]) ≤
γ(H) = d(H[X]) ≤ γ(H[X]), and we have γ(H[X]) = d(H[X]) ≥ l. By

Theorem 3.3, η(H[X]) = d(H[X]) = γ(H[X]) ≥ l.

Lemma 3.5. Let H be a nontrivial hypergraph. The following are equivalent.

(i) H is uniformly dense.

(ii) For any nontrivial sub-hypergraph S, d(S) ≤ η(H).

(iii) For any nontrivial sub-hypergraph S, η(S) ≤ η(H).

Proof. (i) =⇒ (ii). As H is uniformly dense, d(S) ≤ γ(H) = η(H), and so

(ii) holds.

(ii) =⇒ (iii). By (2), η(S) ≤ d(S) ≤ η(H), and so (iii) holds.

(iii) =⇒ (i). If H is not uniformly dense, then by (2) and (1), for some

subset X ⊆ E , d(X) = γ(H) > η(H). Let S = H[X]. By (1) again, d(S) =

γ(S) = γ(H), and so by Theorem 3.3, η(S) = d(S) = γ(H) > η(H), contrary

to (iii). This completes the proof.
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4. Complete families and decompositions

Throughout this section, unless otherwise stated, sub-hypergraphs of a hy-
pergraph H are all edge induced, and so we adopt the convention to use a
subset S of E(H) to denote both the edge subset as well as the edge induced
sub-hypergraph of H. In particular, if S1, S2 are sub-hypergraphs of H, then
S1∪S2 denotes the sub-hypergraph of H induced by the edge subset S1∪S2.

Let k ≥ 1 be an integer and let Tk be the family of all k-partition-
connected hypergraphs. Thus K1 ∈ Tk and every hypergraph in Tk is con-
nected. A decomposition theorem that partitions the hyperedges set E of a
hypergraph H according to the different level of partition connectivity, and
other related results, will be presented in Theorems 4.4, 4.9, Propositions 4.1
and 4.6 in this section. Connected graph families satisfying properties (C1),
(C2) and (C3) stated in Proposition 4.1 are often referred as complete fam-
ilies, as seen in [3, 14, 6], among others.

Proposition 4.1. For any positive integer k, each of the following state-
ments holds.
(C1) Tk �= ∅.
(C2) If E ∈ E(H) and H ∈ Tk, then H/E ∈ Tk.
(C3) If for some S ⊂ E(H), both S,H/S ∈ Tk, then H ∈ Tk.
Proof. Since K1 ∈ Tk, (C1) holds.

Let E = {v1, v2, . . . , v|E|} and v be the vertex of H/E onto which E is
contracted. Let π = {V1, V2, . . . , V|π|} denote a partition of V (H/E). With-
out loss of generality, we assume that v ∈ V1. Define V ′

1 = (V1\{v}) ∪
{v1, v2, . . . , v|E|}. Then π′ = {V ′

1 , V2, . . . , V|π|} is a partition of V (E). Since
H ∈ Tk, e(π′) ≥ k(|π′| − 1) = k(|π| − 1). By the definition of contraction,
e(π) = e(π′) ≥ k(|π| − 1), whence H/E ∈ Tk, and so (C2) follows.

Let π = {V1, V2, . . . , V|π|} be a partition of H. Without lost of generality,
we assume that for some integer t ≥ 1, Vj ∩V (S) �= ∅ for 1 ≤ j ≤ t, and Vj ∩
V (S) = ∅ for t+1 ≤ j ≤ |π|. Then π1 = {V1∩V (S), V2∩V (S), . . . , Vt∩V (S)}
is a partition of V (S). As S ∈ Tk, e(π1) ≥ k(|π1| − 1) = k(t− 1). Moreover,
let π2 = {V0, Vt+1, Vt+2, . . . , V|π|} be a partition of V (H/S). As H/S ∈ Tk,
e(π2) ≥ k(|π2| − 1) = k(|π| − t). It follows that e(π) = e(π1) + e(π2) ≥
k(|π| − 1), and so H ∈ Tk. This proves (C3).

Corollary 4.2. If S1 and S2 are sub-hypergraphs of a hypergraph H such
that S1, S2 ∈ Tk and V (S1) ∩ V (S2) �= ∅, then S1 ∪ S2 ∈ Tk.
Proof. Let H = S1 ∪ S2. Since S1 ∈ Tk, by Proposition 4.1(C2), H/S2 ∈ Tk.
Since S2 ∈ Tk, by Proposition 4.1(C3), H ∈ Tk.
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Let H be a nontrivial partition-connected hypergraph. For any posi-
tive integer r, a nontrivial sub-hypergraph S of H is Tr-maximal or r-
maximal for short, if S ∈ Tr and if there is no sub-hypergraph K of H
such that K contains S properly and such that K ∈ Tr. A Tr-maximal
sub-hypergraph S of H is an r-region if r = τ(S). Sometimes an r-region
is also called a region if r is not specified. We define τ(H) = max{r :
H has a sub-hypergraph as an r-region}.
Lemma 4.3. Let S be a nontrivial connected sub-hypergraph of H and r be
a positive integer. If τ(S) = r, then there is always a region L of H with
S ⊆ E(L) and with τ(L) ≥ r.

Proof. If S is r-maximal, then L = S is an r-region of H. Otherwise, H
has a connected sub-hypergraph L properly containing S with τ(L) ≥ r and
such that L is maximal with respect to these properties. Since H is finite,
L exists and so L is a desirable region.

Theorem 4.4. Let H be a nontrivial partition-connected hypergraph. Then,
(i) There exist a positive integer m and an m-tuple (i1, i2, . . . , im) of positive
integers with

τ(H) = i1 < i2 < · · · < im = τ(H)

and a sequence of edge subsets

Em ⊂ · · · ⊂ E2 ⊂ E1 = E(H)

such that each component of the induced sub-hypergraph H[Ej ] is an r-region
of H for some r with r ≥ ij where 1 ≤ j ≤ m, and such that at least one
component S in H[Ej ] is an ij-region of H.
(ii) If S is a sub-hypergraph of H with τ(S) ≥ ij, then E(S) ⊆ Ej.
(iii) The integer m and the sequence of edge subsets are uniquely determined
by H.

Proof. (i) Let R(H) denote the collection of all regions of H. Since H itself
is a region of H, R(H) is not empty. Since H is a finite hypergraph, |R(H)|
is finite. We define sp(H) = {τ(S) : S ∈ R(H) is nontrivial}. Then |sp(H)|
is finite and |sp(H)| ≥ 1. Let m = |sp(H)| and sp(H) = {i1, i2, . . . , im} with
i1 < i2 < · · · < im. Since H ∈ R(H), τ(H) ≥ i1. If τ(H) > i1, then for some
region S ∈ R(H), τ(S) = i1 < τ(H), contrary to the fact that S is a region
of H. Hence we must have τ(H) = i1.

For each j ∈ {1, 2, . . . ,m}, we define Ej =
⋃

τ(S)≥ij ,S∈R(H) E(S). As
Ti1 ⊃ Ti2 ⊃ · · · ⊃ Tim , we have E1 ⊃ E2 ⊃ · · · ⊃ Em. In particular, E1 =
∪τ(S)≥i1E(S) = ∪τ(S)≥τ(H)E(S) = E(H). Claim 1 below completes the proof
for (i).
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Claim 1. For any j ∈ {1, 2, . . . ,m}, each component of H[Ej ] is an r-region
of H with r ≥ ij .
Proof of Claim 1. Let L be a nontrivial component of H[Ej ]. By the defini-
tion of Ej , we may assume that there are s regions L1, L2, . . . , Ls such that
each Lt is an rt-region with rt ≥ ij for 1 ≤ t ≤ s, and such that L = ∪s

t=1Lt.
Without loss of generality, we may assume that r1 ≤ r2 ≤ · · · ≤ rs. If s ≥ 2,
then L1 must share a common vertex with some Lt with t ≥ 2 since L is
connected. By Corollary 4.2, L1 ∪ Lt ∈ Tr1 , contrary to the fact that L1 is
r1-maximal. Hence s = 1 and L = L1. Thus L is an r1-region of H with
r1 ≥ ij , completing the proof of the claim.

We still need to show that H[Ej ] contains a component as an ij-region
of H. Since ij ∈ sp(H), there is an ij-region S of H, and so S ⊆ Ej . The
maximality of a region implies that S is a component of H[Ej ].

(ii) follows from Lemma 4.3 and the definition of Ej .
(iii) follows from the fact that R(H) is uniquely determined by H.

Theorem 4.4 will be a useful tool to prove our main results in the last
two sections. It also has a fractional version to be developed in Theorem 4.9
below.

Lemma 4.5. Let H be a nontrivial connected hypergraph. Then
(i) For some S ⊆ E(H), S is uniformly dense with η(S) = γ(H).
(ii) τ(H) = �γ(H)�.
Proof. (i) By (1) and (2), for some S ⊆ E(H), S is connected and d(S) =
γ(H). Hence d(S) ≤ γ(S) ≤ γ(S) = d(S), and so by Theorem 3.3, S is
uniformly dense with η(S) = d(S) = γ(H). This proves (i).

(ii) By the definition of τ(H), for some region R of H, τ(R) = τ(H). By
(1) and (2),

τ(H) = τ(R) ≤ η(R) ≤ d(R) ≤ γ(R) ≤ γ(H).

Let k > 0 be an integer with γ(H) ≥ k. By (i), for some S ⊆ E(H), S is
connected and η(S) = γ(H) ≥ k. By Lemma 4.3, H has a region L such
that τ(L) ≥ τ(S) ≥ k. It follows that τ(H) ≥ τ(L) ≥ k, and so (ii) must
hold.

For each rational number l ≥ 0, we define Sl = {H : η(H) ≥ l}.
Proposition 4.6. The hypergraph family Sl has the following properties.
(C1) Sl is nonempty.
(C2) If H ∈ Sl and E ∈ E(H), then H/E ∈ Sl.
(C3) Let X ⊆ E(H). If H/X ∈ Sl and H[X] ∈ Sl, then H ∈ Sl.
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Proof. As (C1) and (C2) follow from the factK1 ∈ Sl and from Lemma 3.4(i),
respectively, it suffices to show (C3). Suppose that under the assumption of
(C3), we still have η(H) < l. Then η(H[X]) ≥ l > η(H). By Lemma 3.4(ii),
η(H/X) = η(H) < l, contrary to H/X ∈ Sl. Thus H ∈ Sl.

Lemma 4.7. Let X and X ′ be subsets of E(H) and l be a rational number.
If η(X) ≥ l and η(X ′) ≥ l, then η(X ∪X ′) ≥ l.

Proof. By Proposition 4.6 (C2), (X∪X ′)/X = X ′/(X∩X ′) ∈ Sl. AsX ′ ∈ Sl,
it follows from Proposition 4.6(C3) that η(X ∪X ′) ≥ l.

Let H be a nontrivial hypergraph. A subset S ∈ E(H) is η-maximal if for
any subset S′ ∈ E(H) with S ⊂ S′ properly, we always have η(S′) < η(S).

Lemma 4.8. Let S be a sub-hypergraph of H. Then H has an η-maximal
sub-hypergraph L such that E(S) ⊆ E(L) and such that η(S) ≤ η(L).

Proof. Let l = η(S) and F be the collection of all sub-hypergraphs S′ of
H with η(S′) ≥ l. Let X = ∪S′∈FE(S′) and L = H[X]. By Lemma 4.7,
η(L) ≥ l. By the definition of L, L is η-maximal with E(S) ⊆ E(L) and
η(S) ≤ η(L).

Theorem 4.9. Let H be a nontrivial hypergraph. Then each of the following
holds.
(i) There exist a positive integer m and an m-tuple (l1, l2, . . . , lm) of positive
rational numbers with

η(H) = l1 < l2 < · · · < lm = γ(H)(9)

and a sequence of edge subsets

Jm ⊂ · · · ⊂ J2 ⊂ J1 = E(H)(10)

such that for each i with 1 ≤ i ≤ m, Ji is η-maximal with η(H[Ji]) = li.
(ii) The integer m and the sequences above are uniquely determined by H.

Proof. Let R(H) denote the collection of all η-maximal sub-hypergraphs
of H. Then H ∈ R(H) and |R(H)| are finite. Let spη(H) = {η(S) : S ∈
R(H)}, m = |spη(H)| and spη(H) = {l1, l2, . . . , lm} such that l1 < l2 <
· · · < lm.

Since H ∈ R(H), η(H) ≥ l1. If for some K ∈ R(H), with η(K) = l1 <
η(H), then K is not η-maximal. Therefore, η(H) = l1. By Lemma 4.5(i),
γ(H) ≤ lm. If for some K ∈ R(H), with η(K) = lm > γ(H), then by (2),
d(K) ≥ η(K) > γ(H), contrary to (1). Therefore, γ(H) = lm.
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Fix an i with 1 ≤ i ≤ m, by the definition of li, for some S ∈ R(H),
η(S) = li. Define Ji to be the set of all hyperedges of H which are in some
S ∈ R(H) with η(S) = li. Then by Proposition 4.6 (C3), Jm ⊂ · · · ⊂ J2 ⊂
J1 = E(H). This proves (i).

(ii) follows from the fact that R(H) is uniquely determined by H.

The m-tuple (l1, l2, . . . , lm) in (9) and the sequence J1, J2, . . . , Jm in (10)
are referred as the η-spectrum and the η-decomposition of H, respectively.

Corollary 4.10. Let H be a nontrivial hypergraph with η-spectrum and η-
decomposition described in Theorem 4.9 with m > 1. Then H/J2 is uniformly
dense with η(H/J2) = γ(H/J2) = η(H).

Proof. Since m > 1, η(H[J2]) = l2 > l1 = η(H). By Lemma 3.4(ii),
η(H/J2) = η(H) = l1. It remains to show that γ(H/J2) = η(H/J2).

If not, then by Lemma 4.5(i) and by (1) and (2), for some J ′ ⊂ E(H/J2),
η(H/J2[J

′]) = dH/J2
(J ′) = γ(H/J2) > η(H/J2) = l1. Let J ′′ ⊆ E(H) be a

preimage of J ′. Then J ′′ ∩ J2 = ∅ and, since J2 is η-maximal, η(J ′′ ∪ J2) <
η(J2) = l2. By Lemma 3.4(ii), η(J ′′∪J2) = η((J ′′∪J2)/J2) = η(H/J2[J

′]) >
l1. By Lemma 4.8, H has an η-maximal sub-hypergraph L with η(L) ≥
η(J ′′ ∪ J2) with J ′′ ∪ J2 ⊆ L. If η(L) ≥ l2, then L ⊆ J2, contrary to
J ′′ ∩J2 = ∅. Hence l2 > η(L) ≥ η(J ′′ ∪J2) > l1, and so the η-spectrum of H
should include η(L), contrary to the uniqueness of the η-spectrum of H.

Corollary 4.11. Let H be a hypergraph with η-spectrum (9). Then H is
uniformly dense if and only if m = 1.

5. Augmenting partition connectivity of a hypergraph

Throughout this section, k > 0 denotes an integer, and H denotes a hyper-
graph. If X is a collection of (not necessarily distinct) subsets of V (H) and
X ∩E(H) = ∅, then we use H+X to denote the hypergraph (V (H), E ∪X).
Define f(H, k) to be the minimum number of hyperedges that must be added
to H so that the resulting hypergraph is k-partition-connected. By Theo-
rem 2.3, it suffices to investigate the minimum number of hyperedges that
must be added to H so that the resulting hypergraph has k edge-disjoint
spanning hypertrees. In this section, we determine the value of f(H, k) to-
gether with a min-max formula (Theorems 5.4 and 5.8). Matroid arguments
will be used in some of the proofs, and we refer to [20] for undefined terms
for matroid theory.

Lemma 5.1. Every hyperforest in a partition-connected hypergraph is a
spanning sub-hypergraph of a hypertree.
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Proof. Lorea [17] proved that all hyperforests of a hypergraph H form the
family of independent sets of a matroid MH , called the circuit matroid of
H, on E(H). Frank, Király and Kriesell [10] proved that, if H is partition-
connected, then any spanning hypertree of H is a base of MH . It follows that
any hyperforest in a partition-connected hypergraph can be augmented to
a hypertree.

Lemma 5.2. Suppose that τ(H) < k. If γ(H) ≤ k, then there exists an
edge set X with |X| = k(|V (H)| − 1)− |E(H)| such that H +X is the union
of k edge-disjoint spanning hypertrees.

Proof. Since γ(H) ≤ k, by Theorem 2.4 or Proposition 3.1, there exist edge-
disjoint spanning hyperforests F1, F2, . . . , Fk such that E(H) = ∪k

i=1E(Fi).
By Lemma 5.1, for each i with 1 ≤ i ≤ k, each Fi can be augmented to a
hypertree by adding a set X ′

i of |V (Fi)| − 1 − |E(Fi)| hyperedges. For each
i with 1 ≤ i ≤ k, let Xi be a set of new hyperedges duplicating the edges
in X ′

i, and let X = ∪k
i=1Xi. Then H + X is the union of k edge-disjoint

spanning hypertrees and |X| =
∑k

i=1(|V (Fi)| − 1 − |E(Fi)|) = k(|V (H)| −
1)− |E(H)|.

Lemma 5.3. Let H be a hypergraph and let W ⊆ E(H) such that every
component of W is in Tk. If for a set X ′ of hyperedges not in E(H/W ),
H/W+X ′ ∈ Tk, then for some set X of hyperedges not in E(H), H+X ∈ Tk
and |X| = |X ′|.

Proof. Suppose that H[W ] has c components H1, H2, . . . , Hc and let
v1, v2, . . . , vc be the vertices in H/W onto which H1, H2, . . . , Hc are con-
tracted, respectively. We will construct an edge set X from X ′ as follows:
Label X ′ = {E′

1, E
′
2, . . . , E

′
s}, where s = |X ′|. For each i with 1 ≤ i ≤ s, we

have the following.
(a) If E′

i ∩ {v1, v2, . . . , vc} = ∅, then Ei = E′
i ∈ X.

(b) If E′
i∩{v1, v2, . . . , vc} = {vi1 , vi2 , . . . , vit} for some 1 ≤ t ≤ c, then choose

uj ∈ V (Hij ) for each j with 1 ≤ j ≤ t, and define Ei = (E′
i\{v1, v2, . . . , vt})∪

{u1, u2, . . . , ut}.

Therefore, |X| = |X ′|. By the definition of contraction, H/W + X ′ ∼=
(H +X)/W . Since Hi ∈ Tk, and since (H +X)/W ∼= H/W +X ′ ∈ Tk, by
Proposition 4.1, H +X ∈ Tk.

Let H be a partition-connected hypergraph and ij , Ej be defined in The-
orem 4.4 for j = 1, 2, . . . ,m. Let k be a positive integer. If k ≤ im, we define
i(k) = min{ij : ij ≥ k}. If k > im, we define i(k) = ∞ and E∞ = ∅. Let
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ck(H) be the number of components of H[Ei(k)] and wk(H) = |V (H[Ei(k)])|.
Note that ck(H) = wk(H) = 0 if i(k) = ∞.

Theorem 5.4. Let H be a partition-connected hypergraph with τ(H) < k.
Then f(H, k) = k(|V (H)| − wk(H) + ck(H)− 1)− (|E(H)| − |Ei(k)|).
Proof. If γ(H) < k, then by Lemma 4.5, im = τ(H) ≤ γ(H) < k. Then
i(k) = ∞, and we have ck(H) = wk(H) = 0. Then the theorem fol-
lows from Lemma 5.2. Hence we may assume that γ(H) ≥ k. In this
case, we define H ′ = H/Ei(k), and so both |E(H ′)| = |E(H)| − |Ei(k)| and
|V (H ′)| = |V (H)| − wk(H) + ck(H).

Claim 2. γ(H ′) ≤ k.
Proof of Claim 2. By contradiction, we assume that γ(H ′) > k.

By Lemma 4.5, H ′ has an r-region L′ with r ≥ k. Suppose that H[Ei(k)]
has c components H1, H2, . . . , Hc and let v1, v2, . . . , vc be the vertices in
H/Ei(k) that the components H1, H2, . . . , Hc are contracted, respectively.
By Theorem 4.4, τ(Hi) ≥ k for i = 1, 2, . . . , c. If V (L′) ∩ {v1, v2, . . . , vc} =
∅, then L′ is a sub-hypergraph of H with τ(L′) ≥ k. By Theorem 4.4,
E(L′) ⊆ Ei(k), contrary to the fact that L′ is a sub-hypergraph of H/Ei(k). If
V (L′)∩{v1, v2, . . . , vc} �= ∅, then, without loss of generality, we may assume
that V (L′)∩{v1, v2, . . . , vc} = {v1, v2, . . . , vt} for some t ≤ c. Let Epre be the
set of preimages of edges of E(L′) in H, and let L = H[∪t

i=1E(Hi) ∪ Epre].
Then L′ = L/∪t

i=1E(Hi). Since L
′ ∈ Tk and each component ofH[∪t

i=1E(Hi)]
is in Tk, by Proposition 4.1, L ∈ Tk. By Theorem 4.4, E(L) ⊆ Ei(k), contrary
to the fact that L′ is a sub-hypergraph of H ′. This proves the claim.

By Claim 2 and Lemma 5.2, there exists an edge set X ′ disjoint from
E(H) with |X ′| = k(|V (H ′)|− 1)−|E(H ′)| such that H ′+X ′ is the union of
k edge-disjoint spanning hypertrees. This is the minimum number of hyper-
edges that must be added to H ′ in order to have k edge-disjoint spanning
hypertrees.

By Lemma 5.3 with W = Ei(k), for some edge subset X disjoint from
E(H), with |X| = |X ′|, such that H +X ∈ Tk. Thus f(H, k) = k(|V (H ′)| −
1)− |E(H ′)| = k(|V (H)| − wk(H) + ck(H)− 1)− (|E(H)| − |Ei(k)|).

In the rest of this section, we present a related min-max formula for
f(H, k) (Theorem 5.8). For any subset X ⊆ E(H), define

fk(H,X) = k(ω(H −X)− 1)− |X| and Fk(H) = max
X⊆E(H)

{fk(H,X)}.

Note that Fk(H) ≥ fk(H, ∅) = 0.
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Lemma 5.5. If X ⊆ E(H) is a subset with fk(H,X) = Fk(H) and if C is

a component of H −X, then each of the following holds.

(i) For any subset XC of E(C), fk(H,X ∪XC) = fk(H,X) + fk(C,XC).

(ii) Fk(C) = 0.

(iii) τ(C) ≥ k (and so C ∈ Tk).

Proof. (i) fk(H,X ∪XC) = k(ω(H − (X ∪XC))− 1)−|X ∪XC | = k(ω(H −
X)− 1+ω(C −XC)− 1)− |X| − |XC | = k(ω(H −X)− 1)− |X|+ k(ω(C −
XC)− 1)− |XC | = fk(H,X) + fk(C,XC).

(ii) By (i), for any XC ⊆ E(C), fk(C,XC) = fk(H,X∪XC)−fk(H,X) =

fk(H,X ∪XC)− Fk(H) ≤ 0. Thus Fk(C) = 0.

(iii) By (ii), for any XC ⊆ E(C), fk(C,XC) ≤ 0. In particular, for any

XC ⊆ E(C) with ω(C − XC) > 1, k(ω(C − XC) − 1) − |XC | ≤ 0. Thus
|XC |

ω(C−XC)−1 ≥ k. By Theorem 2.3, τ(C) ≥ k.

Lemma 5.6. If H is connected and Fk(H) = fk(H, E(H)), then γ(H) ≤ k.

Proof. Let S be an induced sub-hypergraph of H. By the definition of γ(H),

it suffices to show that |E(S)| ≤ k(|V (S)| − ω(S)). By definition, Fk(H) =

fk(H, E(H)) = k(|V (H)| − 1) − |E(H)|. Let X = E(H)\E(S). Then the

components of H −X is the components of S and |V (H)| − |V (S)| isolated
vertices. Thus fk(H,X) = k(ω(H − X) − 1) − |X| = k(ω(S) + |V (H)| −
|V (S)|−1)−(|E(H)|−|E(S)|) = k(|V (H)|−1)−|E(H)|+k(ω(S)−|V (S)|)+
|E(S)| = Fk(H) − k(|V (S)| − ω(S)) + |E(S)|. Since fk(H,X) ≤ Fk(H),

we have Fk(H) − k(|V (S)| − ω(S)) + |E(S)| ≤ Fk(H), that is, |E(S)| ≤
k(|V (S)| − ω(S)), completing the proof.

Lemma 5.7. Let H be a hypergraph and X be a subset of E(H) such that

fk(H,X) = Fk(H). Let H0 = H/(E(H)\X) and X0 ⊆ E(H0) be the image

of X. Then fk(H0, X0) = Fk(H0) = Fk(H).

Proof. First noticing that ω(H − X) = ω(H0 − X0) and |X0| ≤ |X| (this
is because the images of some hyperedges might be loops and will be re-

moved), by the definition of fk(H,X), we have fk(H,X) ≤ fk(H0, X). Thus

Fk(H0) ≥ fk(H0, X0) ≥ fk(H,X) = Fk(H). On the other hand, we may

choose X ′
0 ⊆ X0 such that Fk(H0) = fk(H0, X

′
0). Let X ′ ⊆ E(H) be a set

of preimages of hyperedges of X ′
0. Then |X ′| = |X ′

0|. Since ω(H − X ′) =

ω(H0−X ′
0), we have fk(H,X ′) = fk(H0, X

′
0), and thus Fk(H) ≥ fk(H,X ′) =

fk(H0, X
′
0) = Fk(H0). It follows that fk(H0, X0) = Fk(H0) = Fk(H).

Theorem 5.8. Let H be a connected hypergraph. Then f(H, k) = Fk(H).
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Proof. Let X be a subset of E(H) such that fk(H,X) = Fk(H). Let
H0 = H/(E(H)\X) and X0 ⊆ E(H0) be the image of X. By Lemma 5.7,
fk(H0, X) = Fk(H0) = Fk(H). By Lemma 5.6, γ(H0) ≤ k. Thus, by
Lemma 5.2, f(H0, k) = k(|V (H0)| − 1)− |E(H0)| = fk(H0, X0) = Fk(H0) =
Fk(H).

Let W = E(H)\X. By Lemma 5.5, each component of W is in Tk. Let Y0
be the edge set with |Y0| = f(H0, k) such that τ(H0+Y0) ≥ k. By Lemma 5.3,
there exists a set Y of hyperedges not in E(H) such that H + Y ∈ Tk with
|Y | = |Y0|. Thus f(H, k) ≤ f(H0, k) = Fk(H).

To prove f(H, k) ≥ Fk(H), we assume that Z is a set of hyperedges
such that τ(H + Z) ≥ k and |Z| = f(H, k). Let Z ′ ⊆ E((H + Z)/W ) be
the image of Z. Then |Z ′| ≤ |Z| and (H + Z)/W = H/W + Z ′ = H0 + Z ′.
Since τ(H + Z) ≥ k, by Proposition 4.1, τ(H0 + Z ′) ≥ k. Thus Fk(H) =
f(H0, k) ≤ |Z ′| ≤ |Z| = f(H, k), completing the proof.

6. Preserving partition connectivity of a hypergraph

For a positive integer k and a hypergraph H with τ(H) ≥ k, we define
Ek(H) = {E ∈ E(H) : τ(H − E) ≥ k}. The main goal of this section is
to determine the set Ek(H) for a k-partition-connected hypergraph H, as
stated in Theorem 6.2 below. We start with a lemma.

Lemma 6.1. Let H be a hypergraph. If there exists X ⊆ E(H) such that
(a) τ(H/X) ≥ k and τ(H[X]) ≥ k, and
(b) Ek(H[X]) = E(H[X]) and Ek(H/X) = E(H/X), then Ek(H) = E(H).

Proof. For any E ∈ E(H), if E ∈ X, then by Ek(H[X]) = E(H[X]), we have
τ(H[X] − E) ≥ k. We also have τ((H − E)/(X − E)) = τ(H/X) ≥ k. By
Proposition 4.1(C3), τ(H −E) ≥ k. If E �∈ X, then let E′ ∈ E(H/X) be the
image of E. Since Ek(H/X) = E(H/X), τ(H/X − E′) ≥ k. Thus τ((H −
E)/X) = τ(H/X − E′) ≥ k. We also have τ((H − E)[X]) = τ(H[X]) ≥ k.
By Proposition 4.1(C3), τ(H − E) ≥ k. Hence Ek(H) = E(H).

Theorem 6.2. Let k be a positive integer and H be a hypergraph with
τ(H) ≥ k and η-decomposition (10). Then each of the following holds.
(i) Ek(H) = ∅ if and only if d(H) = k.
(ii) Ek(H) = E(H) if and only if η(H) > k.
(iii) If η(H) = k, then Ek(H) = J2.

Proof. (i) Since τ(H) ≥ k, d(H) = k if and only if |E(H)| = k(|V (H)| − 1),
if and only if H is a union of k edge-disjoint spanning hypertrees, and if and
only if Ek(H) = ∅.
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(ii) By Proposition 3.1, η(H) ≥ τ(H) ≥ k. We argue by contradiction
to prove the necessity. Suppose that η(H) = k. Let (l1, l2, . . . , lm) and the
sequence J1, J2, . . . , Jm be the η-spectrum and the η-decomposition ofH. By
Corollary 4.10, d(H/J2) = η(H/J2) = γ(H/J2) = η(H) = k. By (i), for any
E′ ∈ E(H/J2) and its preimage E ∈ E(H), τ((H−E)/J2) = τ(H/J2−E′) <
k. By Proposition 4.1(C2), τ(H − E) < k, contrary to Ek(H) = E(H). This
proves the necessity. To prove the sufficiency, let H be a hypergraph with

(11) η(H) > k and Ek(H) �= E(H) such that V (H) is minimized.

Since Ek(H) �= E(H), there exists E0 ∈ E(H) such that

(12) τ(H − E0) ≤ k − 1.

Claim 3. For any nontrivial sub-hypergraph S of H with |V (S)| < |V (H)|,
η(S) ≤ k.
Proof of Claim 3. Suppose not and we have η(S) > k. By (11), Ek(S) =
E(S). By Lemma 3.4(i), η(H/S) ≥ η(S) > k, and so by (11), Ek(H/S) =
E(H/S). It follows from Lemma 6.1 that Ek(H) = E(H), contrary to (11).
This proves Claim 3.

By Claim 3, for any S ⊆ E(H), η(S) ≤ k < η(H). By Lemma 3.5(ii),H is
uniformly dense. Then d(H) = η(H) > k, and so |E(H)| ≥ k(|V (H)|−1)+1.

We have d(H−E0) =
|E(H−E0)|

|V (H−E0)|−ω(H−E0)
≥ |E(H)|−1

|V (H)|−1 ≥ k. By Lemma 3.4(iii),

there exists a nonempty subsetX ⊆ E(H−E0) such that η((H−E0)[X]) ≥ k.
Thus τ((H − E0)[X]) = �η((H − E0)[X])� ≥ k.

By Lemma 3.4(i), η(H/X) ≥ η(H) > k. Let E′
0 ∈ E(H/X). By (11),H is

a minimal counterexample, and so τ(H/X−E′
0) ≥ k. Thus τ((H−E0)/X) =

τ(H/X − E′
0) ≥ k. As τ((H − E0)[X]) ≥ k, by Proposition 4.1(C3), τ(H −

E0) ≥ k, contrary to (12). This completes the proof of the sufficiency.

(iii) Suppose that η(H) = k. If d(H) = k, then by (i), Ek(H) = ∅. On the
other hand, by Theorem 3.3, H is uniformly dense. By Corollary 4.11, m = 1
and so J2 = ∅. Thus Ek(H) = J2 if d(H) = k. Now assume that d(H) > k.
Then H is not uniformly dense, and so by Corollary 4.11, m > 1. Sup-
pose that H has η-spectrum (9) and η-decomposition (10). By Theorem 4.9,
η(H[J2]) = l2 > l1 = η(H) = k. It follows from (ii) that Ek(H[J2]) = J2.
By Corollary 4.10, H/J2 is uniformly dense with η(H/J2) = d(H/J2) = k,
and so by (i), Ek(H/J2) = ∅. Then for any hyperedge E ∈ J2, τ((H −
E)[J2 −E]) = τ(H[J2]−E) = k and τ((H −E)/(J2 −E)) = τ(H/J2) = k.
By Proposition 4.1(C3), τ(H − E) = k. Thus J2 ⊆ Ek(H). To complete
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the proof, we still need to show that Ek(H) ⊆ J2. It suffices to prove that
for any E ∈ E(H)\J2, τ(H − E) < k. If not, we have τ(H − E) = k
and let E′ ∈ E(H/J2) be the image of E, and by Proposition 4.1(C2),
τ(H/J2 − E′) = τ((H − E)/J2) = k, contrary to Ek(H/J2) = ∅. Hence
Ek(H) = J2.
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