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On a sparse random graph with minimum degree
three: Likely Posa sets are large

ALAN FRIEZE* AND BORIS PITTEL'

We consider the endpoint sets produced by Pdsa rotations, when
applied to a longest path in a random graph with cn edges, con-
ditioned on having minimum degree at least three. We prove that,
for ¢ > 2.7, the Pésa sets are likely to be almost linear in n, imply-
ing that the number of missing edges, each allowing either to get a
longer path or to form a Hamilton cycle, is almost quadratic in n.
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1. Introduction

In the pioneering paper [10] Erdés and Rényi asked how large m, the number
of edges, should be for the uniformly random graph on n vertices (G(n, m))
with high probability (whp) to have a Hamilton cycle. The problem was vig-
orously attacked by the various authors, see references in Bollobés [6]; in par-
ticular, Komlés and Szemerédi [18] showed that m = n'*¢ suffices. A critical
breakthrough was achieved by Pésa [23]; he showed that m = enlnn, ¢ > 30,
is enough. Qualitatively this is the best possible, since m = ©(nlnn) edges
are needed for G(n,m) to be connected whp, [10]. Progressively stronger
extensions of Pdsa’s result for G(n,m) were achieved by Korshunov [19],
Komlés and Szemerédi [20], Ajtai, Komlés and Szemerédi [1], Bollobas [7],
Bollobés, Fenner and Frieze [9], and Bollobés and Frieze [3]. The proofs fre-
quently used a deceptively simple but surprisingly potent “Pésa’s Lemma”
from [23].

Here is the Lemma. Given a graph G and a vertex xg, let P = xox1 ...z
be a longest path from xg. If (zp,2;) € E(G) for some ¢ < h — 1, then
P =uxy...x;xpxh_1 ... 241 1s also a path in G from g, of the same edge
length h. In words, P’ is obtained from P by rotation via the edge (x;, z).
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Let S consist of xj, and the set of endpoints of all paths obtainable from P
through any number of rotations. Let T" be the set of all outside neighbors
of S on the path P, “outside” meaning that NS = (). Pésa’s Lemma states
that there are no edges between S and V(P) \ (SUT). Since by definition
of P, S has no neighbors outside of P, it follows from Pdsa’s Lemma that
T = N(S), the set of all outside neighbors of S. In addition,

(1.1) 7| < 2|S].

Now if a graph G is not too sparse, one may expect that the not-too-large
vertex sets A are sufficiently expanding, so that |[N(A)| > 2|A|. If that
is the case, then it follows from Pédsa’s Lemma that |S| has to exceed a
threshold value dependent on G, s = s(G), say. Bollobds’s next crucial
observation was that, if a path P of length A cannot be extended via a
sequence of rotations at either of its ends then there are at least (S(QG))
“non-edges” with a property: adding any such non-edge to E(G) creates a
cycle out of a properly rotated P. Connectivity considerations now lead to
the conclusion that such a non-edge will either create a Hamilton cycle or
enable us to find a path of length h 4+ 1. (The term “boosters” has recently
been coined to describe these edges.) Using these fundamental properties of
Pésa’s sets, and also de la Vega’s theorem on whp existence of long paths in
G(n,p), (np > 41n2), [12], Bollobés [7, 6] found a surprisingly direct proof
of Korshunov’s, Komlés-Szemerédi’s result on a sharp threshold value of m
and p for whp-Hamiltonicity of G(n,m) and G(n,p).

Specifically, he proved that, for p in question, whp s(G(n,p)) = O(n),
that is the likely number of those beneficial non-edges is quadratic in n. Using
this, he identified a sequence G(n,py) C G(n,p1) C G(n,pr) C G(n,p),
k = k(n), such that de la Vega’s result applies to G(n,pg) with room to
spare, and for each j, with the conditional probability 1—O(n~2), the length
of the longest path in G(n, p;+1) strictly exceeds that in G(n, p;), if the latter
is non-Hamiltonian. That G(n, py) is whp Hamiltonian was then immediate.

Later we used a broadly similar argument to show that a random graph
with minimum degree at least 2, G)(n,m) in short, whp has a perfect
matching iff G®)(n,m) has no isolated odd cycles, see Frieze and Pittel [16].
A counterpart of Pésa’s Lemma in our case was a lemma inspired by Gallai—
Edmonds Structure Theorem and Edmonds’ Matching algorithm. This lem-
ma allowed us to prove that, in absence of a perfect matching, with high
conditional probability there exist ©(n?) non-edges each of which would
increase the maximum matching number. And the place of de la Vega’s
algorithm was taken up by Karp-Sipser Matching Greedy [17], analyzed in
detail in our earlier paper [2].
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As its title indicates, the core of Bollobds’ paper [7] was a proof that
the uniformly random d-regular graph on [n], G4(n), is whp Hamiltonian,
if d > 107. Fenner and Frieze [11] independently proved that d > 796 suf-
fices and then Frieze [13] came up with an algorithmic proof of a better
bound d > 85. It was commonly believed that d > 3 suffices, and indeed
Robinson and Wormald [24] settled this conjecture affirmatively. Their non-
algorithmic proof was based on a refined version of the second order moment
prompted by their discovery that, for d > 3, E[X2] = O(E*[X,]), X,, being
the number of Hamilton cycles. (The random graphs G(n,p), G(n, m), with
p, m in question, lack this remarkable property.) Very recently, Bohman and
Frieze [3] proved that another well-known random graph, Gy_out(n) is whp
Hamiltonian, if d > 3, in which case the average vertex degree is asymptotic
to 2d.

Now, consider the Hamiltonicity property of G)(n,m), the random
graph on [n] with m edges and minimum degree 3, at least. Of course,
m > 3n/2, and we had better assume m > 3n/2, since equality implies that
G®)(n,m) = G3(n). From a more general result in Bollobas, Cooper, Fenner
and Frieze [8] it follows that whp G®)(n,m) is Hamiltonian if m > 128n.
Our ultimate goal is to push this bound down, close to the best possible
m > 1.5n, and to construct an algorithm that finds a Hamilton cycle in
O,(n'*°M)) running time for m/n in the arising range.

Here is our main result in this paper.

For k > 0, let
)
j>k
a tail of the series for e*.

Theorem 1.1. Introduce x* =~ 4.789771 ..., the unique positive root of

©h@)
f2(x)? ’
and
o T falx)
@ = e 20616

If m > (a* 4+ e)n, € > 0, i.e. the average vertex degree exceeds 5.32, then
whp for each pair of Pésa’s sets (S,T),

S| +|T| > n'70%, 6, = (Inlnn)~Y/2

In words, the likely Posa’s sets are, at least, almost linear in size.
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Remark 1.1. If the vertex degree range is an arbitrary D C [3,00), 3 € D,
then the above assertion continues to hold if we replace f3(x) with

o) =32

ﬁ)
jeD

and fao(x), fi(xz) with f}(z) and f}}(x) respectively. For instance, if D =
{3,4}, then the likely Pédsa’s sets are almost linear in size if m/n > 17/9 ~
1.9.

Remark 1.2. Our calculations will reveal that the dominant contribution to
a bound for the expected number of sparse Pdsa sets (5,7") comes from the
pairs (S, T') with a rather rigid structure of the subgraph induced by S UT;
see Remark 4.1. Since this dominant contribution is bounded rather sharply,
a further progress toward m > 3n/2, or even m/n > a, a € (3/2,a*), seems
to be out of sight at this moment.

The proof of this claim takes up the rest of the paper. It is quite techni-
cal, apparently due to exceeding sparseness of G®)(n,m) for m/n that close
to the best 1.5. We firmly believe that, in a complete analogy with Bollobas’
proof of Hamiltonicity of G(n,p) and G(n,m), and our result on the exis-
tence of a perfect matching in G (n, m), the random graph G®(n,m) is
whp Hamiltonian if m > (a* + ¢)n.

In the companion paper [14], instead of using extensions and rotations to
grow a long path, we use them to convert a good 2-matching into a hamilton
cycle. A 2-matching is a spanning subgraph of G (n,m) with maximum
degree at most two. By good, we mean that it has O(logn) components and
the number of components is a good measure of how far it is away from being
Hamiltonian. In this context, a path of length £ has n — £ + 1 components.
To find the good 2-matching, we have found a modification of Karp-Sipser’s
Greedy Matching algorithm.

A simple way to use the results of this paper to prove Hamiltonicity
goes like this. Hold back a random edge subset X of cardinality o(nl/ 2), and
then argue that the results of this paper apply to the remaining random
graph. Then we know that whp there are always Q(n>~°1)) boosters that
can be used to move the extension-rotation algorithm along. The edges in
X are quite likely to be boosters (at least likely enough) and because our
2-matching is good, we only need a boost O(log2 n) times (for details see
[14]), and the mission can be completed.

One can go further though. Another paper, [15] shows how to use this
2-matching algorithm as a basis for finding a Hamilton cycle in O(n1+°(1))
time when c is sufficiently large.
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2. Pésa sets in a graph with minimum degree 3 at least

Given a graph G = (V, E) and A C V, we use G(A) to denote the subgraph
of G induced by A, and e(A) to denote the number of edges in G(A).

Lemma 2.1. Suppose that the minimum degree of G is 3 at least. Let S, T
be derived from a longest path P as explained prior to Theorem 1.1. Then

(2.1) e(SUT) >|SUT,

i.e. the edge density of G(SUT) strictly exceeds 1.

Proof of Lemma 2.1. Let @ be any path obtained from P by rotations. Pésa
observed that

(2.2) every t € T has an S-neighbor on Q.

Introduce T7, the set of all vertices ¢t € T such that ¢ has only one neighbor
s € S. Pésa’s observation implies that, for every such pair (s,t), t and s are
neighbors on every path (. In particular, when s is an endpoint, t is next
to s. It follows then that for any other vertex ¢’ € T} with a single neighbor
s’ € S we have s’ # s. Therefore |T1] < |S].

Let D(S) denote the total degree of vertices in S, and let Dg(T)(<
D(S)) denote the total number of edges with one endpoint in 7" and another
endpoint in S. Since each ¢t € T\ T} has at least two neighbors in S, and
|T1| < |S|, we have

(2.3) Ds(T) = [Th| +2(IT] = [Th]) = 2[T| - |S].

Hence, as each s € S has degree 3 at least,

(2.4) D(S) + Ds(T) = 3I8| +2|T| - || = 2(1$| + IT)).
As
(2.5) 2¢(SUT) = D(S)+ Ds(T) + 2¢(T),

e(T) being the number of edges in the subgraph G(T') induced by T, we see
that

e(SUT)>|SUT|.
The rest of the argument is needed to upgrade this to the strict inequality.
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From the proof of (2.4), and (2.5), it follows that the edge density of
G(SUT) may be equal 1 only if

(a)

D(S) + Ds(T) = 2(|S| + [T1);
(b) there are no edges in T}
(¢) [Th] = [S];
(d) each vertex in S has exactly two neighbors in S U (T'\ T1);
(e) each vertex in T} := T \ T has exactly two neighbors in 3.

If one of (c), (d), (e) is violated then D(S) + Dg(T) > 2(|S| + |T).

Case T\l = (. Given a path P, the S-vertices are distributed over P as
subpaths of vertex length ¢ > 1, next neighbors of subpaths being T} -vertices.
Since Ti-vertices remain the neighbors of their single S-neighbors on every
path, and |T7| = | S|, there can be only paths of length 1 and 2, “monomers”
and “dimers”. An endpoint s of P is a monomer, as its left neighbor is
t € Ty. There are no other monomers in P, since an interior monomer
would be flanked by two Tj-vertices, sharing a common neighbor in S, which
is impossible. Consequently, the leftmost subpath of P is a dimer s, s9,
sandwiched between two vertices t1,to € T7. No rotation from P can use
either t;, as s; is the only S-neighbor of ¢;, or sg, as to ¢ S. If the rotation
uses s1, then t1,s1,s,t becomes the new leftmost dimer with s; retaining
the left position. Of course, if a rotation does not use si, then %, s1, so, to
remains the leftmost subpath. So no sequence of rotations will make s; an
endpoint. Contradiction.

Case Ty # 0. By (d)—(e), the graph G(SUT}) is a disjoint union of cycles.
By (b), each cycle contains at least two vertices from S. In fact, there is just
one cycle, since otherwise there would exist two vertices s1, s9 € S such that
no sequence of rotations starting with a path with the endpoint s; would
lead to a path ending at so.

Since there are no edges between vertices in T\l, two vertices from Tl can-
not be neighbors on the cycle. And no two vertices from S can be neighbors
either. Otherwise, there is an arc sisot, with s1,50 € S, t € T\l. Consider
a path @ that ends at s;. We know that the left neighbor of s; in @) is a
t1 € T1. By considering the rotation from @ via the edge (s1, s2) we see that
s has another neighbor s3 € .S distinct from s;. Hence s has at least three
neighbors in S U T}, namely sq, s3,¢. This violates (d).
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__ Therefore the vertices from S and from T 1 alternate on the cycle. Hence
|T1| = |S|, whence
T = [Tal + |Ta] = 2|5},

which violates Pésa inequality (1.1).
So the edge density of G(SUT) exceeds 1. O

Remark 2.1. The above argument needs to be refined if we want to put
a bound on the time taken to construct the end-point sets. In this case
suppose that we are doing a sequence of rotations with fixed endpoint vyg.
If a rotation would produce an endpoint that has been produced before in
this sequence, then we do not do this rotation. This limits the time spent
producing endpoints, but it will reduce the number of endpoints, but we
will now argue that Lemma 2.1 continues to hold. Indeed, all we have to
observe is that (2.2) continues to hold. The argument being identical to
Poséd’s argument.

In the course of the proof, having assumed that the edge density of
G(SUT)is 1, we saw that then G(S UT) must be quite special. Namely
[T1| = |S], and either (1) 71 = () and G(SUT) is a cycle on S, with each of
T-vertices attached to its own S-vertex, or (2) [T1| = [S], and G(SUT) is
an alternating cycle on a bipartition (5,7} ), with each of S-vertices hosting
its own pendant vertex from 77. The punch line was that neither of these
two graphs, each of edge density 1, can be a Pdsa graph G(SUT).

In the next section we will show that in the random graph G®) (n, m) whp
no vertex subset A, with |A| < gglnn can induce a subgraph of edge density
exceeding 1. So, by (1.1) and Lemma 2.1, whp |S| 4+ |T'| > eglnn. We will
also show that whp the edge density of the induced subgraph is 1+ o(1), for
every A, with gglnn < |A| < n'=°(0)_ Tt is natural then to focus on the o(n)-
Pésa sets of edge density close to 1, anticipating that the induced subgraphs
G(S UT) should interpolate between those two special, impossible, graphs.
To prepare, let us have a look at the deterministic properties of G(S U T)
with an edge density close to 1.

Introduce G* = G*(S W (T \ T1)), the subgraph on the vertex set S U
(T'\ T1) whose edges have at least one end in S; so we disregard edges of
G(SUT) between vertices of T, and also edges joining the pendant vertices
of T to their respective S-“hosts”. For v € SU (T'\ T1), let d(v; G*) denote
the degree of v in G*; by the definition of G*, min, d(v; G*) > 2. Introduce

So={ves :dv;,G") =2}
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Lemma 2.2.
(i) No vertex from So can be a neighbor of both a vertex in Sy and a vertex
in T\ T.
(ii) Suppose that

(2.6) e(SUT)=(14+o0)(s+t), s:=|S],t:=]T],
for some o > 0. Then, denoting |T1| = t1,

(2.7) s—20(s+1t) <t < s,

(2.8) > [dw;G*) 2] <20(s +1).

veSU(T\T1)

Remark. Recalling that ¢ < 2s, the bound (2.7) is not vacuous if o < 1/6.

Proof of Lemma 2.2. (i) Suppose that there are sj,s9 € S and t € T'\ T}
such that (s1, s2) and (s1,t) are edges in G*. s9 has a neighbor t; € T1, since
s9’s degree in G(SUT)) is at least, whence exactly, 3. Consider a path P with
so as its endpoint. ¢; is necessarily a penultimate vertex of P. Rotating P
via the edge (s1, s2) must make the right P-neighbor of s; a new endpoint.
(Here we assume that x;y1 is to the right of x; for ¢ > 0). So s; has a
neighbor in § distinct from sg, and d(s;; G*) > 3. Contradiction.
(ii) First, using (2.3), D(S) > 3s, and (2.5), we obtain

2(s+t)+(s—t1) <2e(SUT)=2(1+0)(s+ 1),
which implies (2.7) as s — ¢t; > 0. Second, the total vertex degree of G* is

> dw;GY) =2e(SUT) — 2t; — 2¢(T).
veSU(T\T)

Therefore

> [dw;G*) = 2] =2e(SUT) — 2t — 2e(T) — 2(s +t — 1)
veSU(T\T})
=2e(SUT) —2(s+1t)—2¢e(T)
=2(14+0)(s+1t)—2(s+1),

which implies (2.8). O
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Introduce

S3:=S\ Ss,

(29) Ty:={veT\T:dv;G*) =2}, T3:=(T\T1)\ T,

and denote s; = |S;|, t; = |T;|; so s = sa+ 83, t = t1 +ta +t3. It follows from
(2.8) that

(2.10) Z [d(v; G*) — 2] < 20(s+1),
”L)GS;;UT;;

and then

(2.11) |Ss UTs| = s3+t3 < 20(s+1t).

Let p;1 denote the total number of edges in the subgraph of G*(S'W (T \
T1)) induced by S, and let us denote the total number of the remaining
edges of G*(SW (T \ T1)), those joining vertices of S and T \ T3, and set
p = p1 + po. Clearly

(2.12) 2u1 + po = Zd(v; G"),
veS

(2.13) pr =Y d(v;G*).
veT\Ty

Adding the equations (2.12) and (2.13),

1 « 1 %
pi=g Z d(v;G)zsz+t2+§ Z d(v; G*)
ve(SUT)\Ty vES;UT,
(2.14) :s+t—t1+¥,
where
(215) &= [dw;G*) —2] >3, &= Y [d(v;G) —2] > ts.
vESs vETs

It follows from (2.12), (2.13) and (2.15) that

m:s—t+t1+§12;§2,

po =2(t —t1) + &2.

(2.16)
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From (2.10),
(2.17) §1+ & < 20(s+1).
Remark 2.2. We note here that Lemma 2.2 continues to hold under the

restrictions described in Remark 2.1.

Let two disjoint sets, S and T, the partitions S = SoUSs, T' = T1UT>UT3,
and &1, & be given. Let N(S, T, &) denote the total number of the subgraphs
G*(SW(T\Ty)), with u1, uo determined by (2.16), such that the constraints
(2.7), whence the constraints (2.10), (2.11) and (2.17) hold for some o > 0.

Lemma 2.3.
(i)
N(S,T,S) §N1(57t7£)7

(2.18) _g—sa—tr—n (201 + p2)!

Ni(s,t,€) : ol exp [O(o(s+1))] .

(ii) There exists og € (0,1) such that, for o < oy and
(2.19) (140 s<t<2(1—0"?s,
a stronger bound holds:

(2.20)
N(S, T, &) < Na(s,t, &) :== Ni(s, t,€)(s +t)?

S

+O0(a (s +1) |

X exp —(2s—t)ln2:_t—(t—s)lnt_8

Proof of Lemma 2.3. Tt is well known, see Bollobds [4], that g(d), the total
number of graphs on [v] with vertex degrees di,...,d,, and total vertex
degree 2M := ). d; satisfies

(2.21) g(d) < (2M — 1)!!f[ %.
i=1 v

Here is a bipartite counterpart of (2.21). Let vq, v, and d’ = (d}, ..., d,, ),
d” = (df,...,d},) be such that

Y di=> dj=M.

1€1n] VEZY
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Denote by g(d’,d”) the total number of bipartite graphs on a bipartition
[v1] W [2], with the left vertices and the right vertices having degrees d’ and
d”. Then

(2.22) g(d’,d") < M! H yil 11 d,,‘

i€v1] Z €] 7

(i) Let d = {dy,}ves be the (generic) vertex degrees of the subgraph of
G*(Sw (T'\ Ty1)) induced by S; so

(2.23) > dy=2m.

veES

Let d' = {d,},es and d” = {d]/},er,ur, denote the vertex degrees of the
complementary bipartite graph on the bipartition S& (T, U T3); so

220 Sd= Y dpm

UGS UETQUTg

Here p1, po, o = p1 + po are given by (2.12), (2.13) and (2.14). In addition,

=2, € 5y,
(2.25) dy + d, Ve
> 37 v e 533
and
=2, € Ty,
(2.26) d, Ve
> 3, v € Ts.

Using (2.21) and (2.22), we get an upper bound for the number of the graphs
with vertex degrees d,d’,d”:

(2u1—1"u2'Hd,d,, 11 d,,,

vES VT weTUTs Y

Introducing
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we have then

1 1
> Marg I G

d,d’,d’’ meet pES veTLUTS
(2.23)—(2.26)
dyd\ ° AN o\ "
_ 27t2 [xQ;“yuz} Ty ry .[2/1,272152} Z Z_
A d A d d"!
d+d'=2 d+d' >3 d">3

(z +y)*

:2*152 2441, 2
[y ][ 5

] sl +9)]™ - [ [f2(2)]"

=7t (%;Z m) [Pty e fy()% - 2272 [f3(2)]

=gt (2/“ X m) g2t fg) - g2 ()]

M2
< 9—S2—t2 <2,u1 + M2> f3(1)83+t3.
12

Thus

2
NS T, < (2 ~ itz (31 F12) papeese

g, (2up = )N s

So, by (2.15) and (2.17), and using (2u; — 1)!! = (2u1)!/2#1 iy !,

(2.27) N(S, T, &) < Ni(s,t,€) = z—sz—trmw exp|O(a(s+1))].

(ii) Let {dy}ves,, {dv}ves, be the vertex degrees of the subgraphs of
G*(SW (T \ T1)) induced by S and Ss respectively. Let {0y }ves,, {00 tves,
denote the vertex degrees of a bipartite graph induced by the bipartition SoW
S3. Finally, let {d} }ves, {d,}ver\1,denote the vertex degrees of a bipartite
graph induced by the bipartition S (7" \ 71). By the definition,

dv+5v+d;:2, (’UESQ), dv+5v+d;)23, (UES;),),
dl =2, (veTy), di>3, (veTls),

and by Lemma 2.2
dv'd;:O, v € Sy.
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Denote

Z dv = 2”27 Z 51) = 2.3, Z d; = H2,2,

vES, VESs vESs

/
Z dy = 2v3, E 0y = 13,2, E d, = p32;
VES3 VES;3 VES;

then V23 = V3,2, and

2y + 123 + o2 = 2|S2| = 259,
2v3 + V32 + 32 = 21 + p2 — 282,
M2+ 132 = p2,

Vo +1v23+v3 = .

(2.28)

Given the values of 19,13, 3, and g 2, 1132, the number of the correspond-
ing subgraphs G*(S'W (T'\ T1)) is bounded, as in part (i), by

(21/2 — 1)” (21/3 — 1)” V273! /J,g! 2_t2 f3(1>t3

S2

d .d .0
2uy | M2,2 V2.3 LTy T3
<ttt D S
d+d/+5=2
d-d’=0
i\
d,d
2us  M3,2 V32 Y1 Y2 Y3
(229) X [yl 3:’;/2\3 y3 ] Z d' d”&‘
d+d'+6>3
The last line factor is
2V3+,LL3,2+I/372 3+p3,2+V3 2 3
(% [y a] fy(y)
V3, 432, V32
(230) < 32V3+/1«3,2+V3,2 fg(]_)s'i — 32H1+M2*232 fg(]_)ss
By (2.16), this is
(231) 2u1 4 po — 289 = 253 + ‘fl-

Now s3 < &1, see (2.15), and so by (2.17) the RHS of (2.30) is bounded by

(2.32) 3t fy(1)% < (27/3(1))" < (27£3(1)) %7
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The second line factor in (2.29) is bounded by

2 2 S2
(% + xz3 + Lﬁfs) )

2uy M2,2 V23 ’
Ty " Ty T3

(2.33)

for all z1, 22,23 > 0. The challenge is to select the “best” x1, xs, x3. First of
all 32, 123 < 3&1, since 93 = 139 and by (2.15), (2.28) and (2.31)

2u3 + 32 + 132 < 3.
Therefore, by (2.7), (2.10), (2.16), (2.17) and (2.28),

(2.34) vp=p1 —3—v3<2s—t+0(c(s+1)),
(2.35) p22 =2 — pz2 = 2(t —s) + O(o(t + s)).

By the condition in the Lemma, the explicit terms are of order o'/?(s + t)
at least, thus dwarf the remainders if o is small. We pick

v = (20)'"?, @y = (122)"? w3 = (123)"/%
Then
2 2
+ 1
% + zix3 + % = 5(:0% + 23 + 23) + (21 + 22) 73
=s3 + O(V/(s + 1)§)
=s+0(c"2(s +1)),

as sp = s+0(o(s+t)). So the fraction in (2.33) can be bounded from above
by

(2.36)

1 (252)252 1/2
— o O(c'/?(s +t
952 (2,/2)21/2 ’ug’i‘; 1/272?;3 eXp( (J (S )))

1 52 | M22 52 V23 52 1/2
- In 22 4 £22) 23 O(c?(s +t
5or P (1/2 no +=~n 122/ + = In 1/2,3/2> exp(O(c'/?(s +1)))

; +(t—s)lnﬁ+0(01/2(5+t))} :

1
= 55 OXP [(QS—t)IHQ i
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Turn to the first line of (2.29). Using (2a — 1)!! < 2%!, and (2.28), (2.34),
we get

(21/2 — 1)” (21/3 — 1)” 1/2,3! IuQ! S 2V2+V31/2! V273! I/3!/L2! S 2V2+V3ILL1!M2!
(2.37) = 2! po! exp(O(o (s + 1))).

Putting together (2.29), (2.32), (2.36) and (2.37), we conclude that the num-
ber of subgraphs G*(S'W (T \ T1)) with parameters p, v is bounded by

| |
(2.38) S exp [H(s, 1)+ 0(c (s + 1))
where
S
2. H(s,t)=(2s —1t)1 t—s)l .
(2.39) (8,8) = (25 =) In g + (t = 5) In .—

We emphasize that the remainder term estimate is uniform over the range
of the parameters &, v.
Let us compare the bounds (2.27) and (2.38). We have

—5g—ta—py (21 +ps)!
e il - < 201 + o >
2752ttt gy | o) ps ps )

Using
pr=2s—t+0(c(s+1t), pe=20—s)+0(c(s+1t)),

(cf. (2.34), (2.35)), and the Lemma condition on 2s — ¢, t — s, it is simple to
show that the last expession is

exp [2H(s, t) + 0(01/2(3 + t))} .
Thus the bound (2.38) can be written as
(2.40) Ni(s,t) exp [—2H(s, t) + 0(01/2(5 + t))} .

The bound (2.40) implies (2.20), since the factor (s +t)? is an upper bound
for the number of solutions (v2, 123, V3, 12,2, p3,2) of (2.28). O

Let G**(SUT) denote G*(S U (T \ T1)) adorned with ¢; pendant 77-
vertices attached to some t; S-vertices. That is, G*(SUT) is G(SUT)
without the edges joining T-vertices to each other.
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Given two disjoint sets S and T, let N (s, t,&) denote the total number
of graphs G**(SUT) with |Sa| = sa, |T1| = t1, | 12| = t2 and the parameters
&1,&. The number of ways to select 71 C T of cardinality ¢; and then
to match the vertices of 77 with some t; vertices in S is tl!(tsl) (ttl) The
number of ways to select Sy C S of cardinality so and to select To C T\ T}
of cardinality to is (S)(t_tl), at most. (We neglect the constraint that S

Sz t
needs to be a subset of the set of S-partners of T1-vertices.) The total count

of possibilities is bounded by the product of those two.

Lemma 2.4. In the notations of Lemma 2.3,

()

(241)  N(s,t,€) <! (:‘1 ) (;1) <382> (t ;m) Ni(s, t,€):

(ii) if o is small enough, and
(1+0Y?)s<t<2(1—0"?)s,

then

(2.42) N(s, t,€) < 1! (Z ) <tt1> (;2) (t ;2751) No(s, t,£).

Motivated by Lemma 2.1 and Lemma 2.2, in the next section we will
focus on subgraphs of G®) (m,n) of size not exceeding nl=°() showing as
promised above that the likely edge density of such subgraphs is asymptotic
to 1. It will remain to prove in the last section that whp there are no Pésa
sets S, T of low edge density, with s+t = O(nl_O(l)). Lemma 2.4 will be a
key ingredient of that argument.

3. Edge density of subgraphs of G®) (n, m)

Let m = ©(n) and let ¢ := 2m/n satisfy ¢ > 3/2 + k, k > 0 being fixed and
arbitrarily small. For such a ¢, an equation

:Ef2(x) =c T) = ﬁ
(3.1) @) (fk( )-—Zj,>,

>k

has a unique positive root A, bounded away from both 0 and co for all n.



Pésa sets 139

Lemma 3.1. Assume that 3/2 < m/n = O(1).
(i) Foreg = (1/3)In~"[27f3(8X)/2'0Afa(N)],
(3.2) P(3AC [n], |A] <eolnn : e(A) > |A]) — 0.
Consequently, whp there does not exist an endpoint set S of size below
golnn.

(ii) Let oy, — 0, but (o, Inn)/Inlnn — oo, and let p, = (o, 1Inn)
that p, — 0. Then

~1/2 g0

(3.3) P(3AC ], eolnn < |A] <n'™P" 1 e(A) > (1+0,)|4]) — 0.

In words, with high probability, the edge density of subgraphs induced
by sets A, of size from eglnn to =W is 14 o(1) at most.

Proof of Lemma 3.1. Our random graph G(3) (n,m) is distributed uniformly
on the set of all C'(n,m) graphs of minimum degree at least 3, with m edges
and n vertices. From a more general result in Pittel and Wormald [22], for
¢ > 3/2 we have: for n — oo,

f3(A)"

(3.4) C(n,m) ~ (2nnVar[Z])~/%(2m — 1)!!)\27771 exp(—n —n*/2);

here ) is the root of (3.1), and Z is Poisson(\) conditioned on being at least
3. Probabilistically, (3.1) says that E[Z] = 2m/n. Also n := c_lE[(g)].
Constant factors aside, the claim is that

n
(3.5) C(n,m) =06 <n_1/2(2m -1 fi\(;;g ) .

Let di,...,d, > 3, meeting ) .d; = 2m, be such that there exists a
graph with the degree sequence d = (dy,...,d,); we call such d graphical.
Existence of graphical d’s for large n, m is a weak consequence of (3.5). Let
g(d) denote the total number of graphs for a graphical d. Introduce Gy, a
random graph distributed uniformly on the set of all g(d) graphs of a given
graphical d; obviously, Gq equals, in distribution, G®®)3(n,m), conditioned
on {d(G®(n,m)) = d}. To handle G4 we use a random pairing model, see
Bollobas [4], defined as follows.

Introduce a partition of [2m] into n disjoint subsets Q1,...,Qy, |Q:i| =
d;, and a set Q of all (2m — 1)!! pairings w of 2m points in [2m]. Each w
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induces a unique multigraph: a pair (u,v) € w with u,v € @; becomes a loop
at vertex ¢; a pair (u,v) € w with u € Q;, v € Q; becomes an edge (7, j). Let
w be random, distributed uniformly on 2. Let M Gq = M Gq(w) denote the
random multigraph induced by w. And let Q4(d) be the set of all graphical
w’s, those for which M Gq4(w) is a simple graph, i.e. has neither loops nor
multiple edges. Then MGq(w), conditioned on w € 4(d), coincides, in
distribution, with G4. This implies that, for any graph property G,

P({MGq € G} NQy(d)) _ P(MGq € G)

PlGacd)= P, (d)) = TP(,()

Crucially,

(2m — 1!l

(36) o(d) =

P(Qy(d)),

[4]. We conclude that

P(G®(n,m) € G) =C(n,m)"" ) P(Ga € G)g(d)
d

< %7(1;12 P(MGq € G) H (1/ds!);
d

i€[n]

the sums are over all admissible graphical d. So, by (3.5), uniformly for all
graph properties G,

(3.7)  P(G®(n,m) e g) <,nt/

(1/d;1).

d i€[n]

(For brevity, we write A <, B when A = O(B) uniformly over parameters
involved, and B is too long to compose nicely with the big O notation.) This
bound is perfectly tailored for G’s implicit in (3.2) and (3.3).

Part (i): Denote the probability in (3.2) by P,1. Suppose that for some w
and @ = Q(w) C [n], |Q] < gplnn, the sub(multi)graph of M Gq(w) induced
by @ has more edges than vertices. Then there exists k = k(w) € [2,£9Inn]
and point sets Q;,, ..., Q;, such that the pairing w contains (k + 1) pairs of
points from Q;, U---UQ;, .
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Combining (3.7) and the union bound, we have then

(3.8)
A2m n\ (2(k+1)— ) (2(m—k—1)— 1)
Pay <y '/ QW > <k> (2m — 1)!!

4<k<eglnn

dig i=dy + - -+ dp.
Using a bound

(3.9) > H% = [y°] f3(y)’ < fg;j)j, Yy > 0.

the second line sum in (3.8) can be bounded

n

> (o), = o X Tl

3k<d<2m A1+ +dn=2m—d j—f4
d;>3 d; >3

d Y\ f3(2)* fs(0"*
< D <2(k+1)> Bxd iszd ’

3k<d<2m

for every x > 0. The ratio of two consecutive terms in the last sum is

d+1 XN 3k+1X\ AT
d—2k—1z k-1 2~ =z

if

So the sum is of order

( 3k ) f3(8)\)k fg()\)nfk
2(k+1)) (8x)3F 2m-—3k -

Using this bound, (}) < n*/k!, 2m/n = Afa(A)/f3(A), and

2(k +1))!
(2k+1) -1l = %
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we easily transform (3.8) into

Poy <pm™ 12 Z M[n A3 f3(8)\)]’f

pogn 2R [2m (8NP f5(V)
k
ot 5 R A] o
k<egIlnn 2( )
as

[ 27 f3(8)
go=(1/3)In"! [#}2(%] .

Part (ii): Let P,2 be the probability in (3.3). This time we need to bound
the probability that there exists A C [n], of cardinality k € [eoInn,nt=rr]
that has at least ¢ = ((k) = [(1 4 0,,)k]| edges. The counterpart of (3.8) is

n\ (20— )" (2(m — ) — )N
Z B (k) (2m — )N
golnn<k<nl—rn
dl:k . 1
<> (%) [

d

(3.11) Py <y n'/?

fa(A)"

The bottom sum is bounded by a sum

d f T k f A n—k
> () R EEE

3k<d<2m

with the consecutive terms ratio bounded by 3.01\/x < 0.76, if © = 4\. So,
like (3.10),

Po<n? Y <Z> (20— 1)1t (2(m —0) — )N

(2m — )N

g0 Inn<k<nl-rn

3EN i _ -3 /3(4N)
(3.12) X <2€>’y , v =4 70)
Here
()= ()= ()
20) = \ok) =P \22) °
and

- @Em-0-t (7]
(2m — 1)!! EH
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Using the last two bounds and

n en\k 179 (M\? m
< (== /2 (—) <
(k) = ( k) o ) =P \e)
we simplify (3.12) to
n\k rmy=t g 392
P <pn Z (—) (—) Y, M=ed 2%y,
o Inn<k<nl—rn

Here, since £ > (1 + o,)k,

n my\ — n n —h(l+om)
B =0 (s "

n\ —kon _ o
< (E> [+ g) " AHe Ak,

The last expression is decreasing for k < n!'~P», because its logarithmic
derivative is

—Jnln% +o,— (140, In(l14+0,) +Iny

n
< —anlnE +Iny < —oppplnn+Iny

1/2

= —(oplnn)”/* +1Iny — —oo,

as oplnn — oco. So
Py < exp[—soan(ln n)? + O((ln n)Inln n)] — 0,
as opIlnn > Inlnn. O
4. Moderately large, sparse Pdsa sets are unlikely

Let dmax = dmax(n, m) denote the largest vertex degree in G(3)(n, m). Then
let S, T be disjoint subsets of [n], of cardinalities s and ¢, with ¢ < 2s. In view
of Lemma 3.1, part (i), we may and will confine ourselves to s+t > ¢glnn.
Lemma 2.4 asserts two upper bounds for the total number of subgraphs
G*™(S UT) with parameters s, t and €. (See (2.15) for definition of &; and
&.) Let us bound the number of ways to extend this subgraph to a graph
on [n], of minimum degree 3 at least, with m edges.
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Recall that the edge set of G**(S UT') does not contain edges between
T-vertices. So any such extension of G**(SUT) is determined by an induced
subgraph G(S5¢). Let d; denote the degree of vertex i € S¢ in G(S¢). An
admissible d = {d;};cs- meets the conditions

3, i€ SN\T,
(4.1) d; > . ‘
3—14, 1€T;, 1=1,2,3,
and
(4.2) > di=2m-2D, D:=p+t;=0(n'""r")=o(n).

1€S5°

Then, by (2.21) and the definition of f(y), the number of ways to extend a
given G**(S UT) is bounded above by

(2(m—D)—1)1t >_ Hdl

d meets 74650
(4.1)—(4.2)

3 i
= @m-D) - Y G .
= (2(m = D) = YU P famaw)" - faly)" "
i1

By the Cauchy integral formula,

3
N foi(w)' - fa(y)" "
i1

3
! 1 i n—s—
= om f Wﬂfg—i(y)“ - Sfa(y) T dy.
=1

ly|=r

Here n — s —t ~ n. Using |fx(y)| < fx(Jy|), an inequality ([21])

1 < ey (- ZFE2 )
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and selecting 7 = A\, we obtain

3
1 1 | .
o jq{ y2(m——D)+1_Hf3*i(y)tl fa(y)" T dy
=1

lyl=r
1 3 T
t; n—s—t —(n—o(n))A(1—cos0)/4
<b A\2(m—D) '|_|1 f3—i(A)" - f3(N) /ezﬂ_e (n=o(m)X J/dp

3
1 t; n—s—t
Sb i xetm=D) Hlf:«s—z’(k) - f3(N) :

And so the number of extensions of a given G**(S UT) is of order

(2( ” : n—s—t
Next(satag) = 1/2)\2777, D Hf3 Z ) .

at most. Then, multiplying Next (s, t, &) by Ni(s,t, €), the first bound given
in Lemma 2.4, we get an upper bound for the total number of graphs on [n]
with m edges, such that SUT induces a subgraph G(SUT') with parameters
s, t, u. Multiplying N(s,t, &) Next (s, t, &) by (") < nftt/slt!) and dividing
by C(n,m), the total number of the (n, m)-graphs of minimum degree 3 at
least, we obtain a bound O(Envm(s,t, 5)) for the expected number of Pésa
subgraphs with parameters s, t, pu, where

st (201 + p2)! (2(m - D) -

!
2#1/“! (Qm_ ! exp [O(o(s +1))]

Epnm(s, t,€) =

252+t2 f3 S+t H f3 Z

(4.3) % i (n) (ti) (z> (t tzh)'

(See (2.14) and (2.28) for ui, ps expressed through & and &.) In view of
(2.6), (2.10), (2.11) and Lemma 3.1, part (ii), if we allow only s+t < nl=r~,
pn — 0, which we do, we need to consider only s, t, & such that

(44) 0<s—t; <20,(s+1t), s3+t3<20,(s+1t), & +E& <20,(s5+1),

where 0,, — 0. (See Lemma 3.1 for a more precise definition of oy, p,.) Our



146 Alan Frieze and Boris Pittel

remaining task is to show that the sum of E,, ,,,(s,t, &) over the admissible

(s, t,&) approaches zero.
To this end, let us first bound E,, (s, t,§) by a simpler E} (s, t,£)
times exp(o(s + t)). First, by (4.2) and (4.4), in the second line of (4.3)

2D A2(s+1)

Ys JoN)f [f3(1)]F = —r exp(O(s3 +tg+ s — t1))
)\2(S+t)
(4.5) =5 ©XP (O(on(s+1)).

Next, using

(20 — 1) = (22:2!! =0 K%a)] ’

we obtain that the second fraction in the first line of (4.3) is of order

e

()" 1o

(2m)—D eO(D2/m)

(2m) T exp(O(n_p"(s + t)))
(2m)_(5+t+5/2) exp (O(n_p" (s + t))),

(4.6)
€ =& + &. Further, by (2.7), (2.16) and (2.17),

(2pm + p2)! (254 &1)!
201 149! 2257 t[s —t+ 1 + (& — &) /2!

(4.7) exp(O(an(s +1))).

Given &, the last fraction attains its mazimum at & = &, & = 0, and it is

(25 +¢)!
2257t (s —t +t1 + &/2)!
(48) :(s+t—t1)!(§/2)!< 25 +¢ >
' 22s—t s—t+t1+&/2, €/2, s+t—t1)

The reason behind (4.8) is that the multinomial coefficients are amenable
to easy but sharp estimates. The factorial (s + ¢t — ¢1)! combined with
(t1!/ s!t!)(tsl) (ttl) in (4.3) will later produce another friendly trinomial co-
efficient.

Using an inequality

(4.9)

a% bd c¢ ’

<a+b+c) < (a+ b+ c)rtbte

a,b,c
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the trinomial coefficient in (4.8) is bounded above by ef1(5%8) where

B 2s +¢&
Hi(s6,86) = (s =t t+&/2)In 0
25 +¢ 25 +¢
(4.10) €2 =g + (st =) e

Consider the first summand. Notice that
s—t4+t14+&/2=2s—t—(s—t1)+&/2<2s —t+&/2,

and 2s —t > 0. Suppose that 2s — ¢t > 01/2(5 +t). Then, as s — t; and & are
of order O(oy(s +t)), the summand is

2s
s —

(25 —t)In t+o(a}/2(s+t)).

If 2s —t < 01/2(5 + t), then, as zln(a/x) is increasing for z < a/e, the
summand is bounded above crudely by

_ _25HTE  _op1p __ 3
(2s —t+£/2)In TS < 202(s+t)In Pert
< (2s—t)In L2(In(1/0,))(s + t).

Thus the summand is always

(2s —t)In

2 20}/2(0(1 /)5 + ),

at most. For the second summand in (4.10),

25—}—5 3s
5/2 <0n(3+t)lnm

The third summand in (4.10) is

¢/21n =O(on(Inl/oy)(s +1)).

tln2t—s + O(on(s +1)).

Thus

2s

(4.11) Hy(s,t,€) < (2s —t)In +tln +o( V2(In(1/0n))(s + 1)),
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uniformly for 2s — ¢ > 0. The equation (4.7) becomes

(4.12)
(201 + p2)! < (s+t—11)!(£/2)!
2“1/,1,1! - 22s—t
x exp |(2s —t)In 2$2i ; +tln ?} - exp [0(031/2(111(1/0”))(5 + t)] .

Collecting (4.5), (4.6) and (4.12), we conclude that

Eﬂ,m(sv t7 E) S E:L,m(sa t? S) exp [O (0—7{/2 (hl(l/a'fl))(s + t)] ’
where

(&/2)! nsTINHEHD £ (N)S f (M) 0
me/2 (2m)s+ f3 (A )5+ 225
2s 28]

E;;,m(sa t, €) =

tln 22
55 ¢ T

4w S ()

Here, recalling again (4.4),

X exp [(23 —t)In

s3, t3 < 20p(s+1), & <20,(s+1).

Subject to this constraint, let us bound > _ ,  Ey (s, t,&). First of all,

; (Tfn/jg' . ; <%>£/2
< Z <%m+t)>€/2 — 1.

£20
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Secondly,

5225;—5 <582> N Z <Ss3>

535200 (s41) s3520m(s+1)

= (m(z " t)) = <m><+>
— exp [0(on(1n(2/0a))(s + 1))]

Likewise

Z <t ;2751> = exp [O(on(In(2/0y))(s +1))] -

tottz=t—ty
t3<20pn (s+t)

Observing also that

(8+t_t1)!t‘ S t - s+t—1
sl! "\o)\t)  \s—t,t,t—t)

we then have

> E;u(s,6,8) < Enn(s t,t1) exp [O(0n(In(2/04)) (s + )] ,

149

$2,t2,€
where
By(sitity) i T ) A
’ (2m)stt f3(\)sHt 22s
o o [(28 o 232i t il %] ‘ (8 —Sti il,ttl— t1> '

The trinomial coefficient in (4.14) is bounded above by

(4.15)
t—1 t—1t
exXp (s—tl)lnu—l—tllnu—I—(t—tl)lni
S—tl t1 t—tl

Recall that

(4.16) s—20p(s+1t) <t1 <s=0<s—1t1 <20,(s+1).
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Since

s+t—1
S*tl

(s —t;)In =(s—t;)In +0((s —t1)*/t),

S*tl

and zIn(t/x) is increasing for = < t/e, we obtain

—t)ln —— <20, t)ln——+ 0O t
(s —t1)In PR a(s+)n20n(s+t)+ (on(s+1))
(4.17) =0(onIn(1/0y)(s + 1)),
where 0, In(1/0,) — 0, as o, — 0. Furthermore,
t—1 t
(4.18) t lns—i_ti1 = sln; + O(op(s+1t)).
1

Turn to the last summand in (4.15). By (4.16),

0<t—t1 <t—s+20,(s+1t) <t—s+3o,(s+1).

Further
8+t—t1
t—t))In—— =(t —t)1 —1
(t—t1)In P— ( 1)ﬂt_t1+0(8 1)
=(t—t1)ln + O(on(s+1)).
t—11
Suppose that
(4.19) t—s+3on(s+1t) <t/e
which is equivalent to
s(1 —30,)
t< ——.
< 1—e1+30,
Then, for t > s,
(t—t1)In <(t—s+43on(s+1))In !
t—t; — t— s+ 30,(s+1)
t t
<(t—s)ln—— n t)In ——
<( s)nt_s—i-O U(8+)nan(s+t)

(4.20) —(t—s)In % +O(onIn(1/0)(s +1)).
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If t <'s, then (4.19)

t
t—1t)1 < (t— (s+1)1
( 1)nt—t1_( s+ 3on(s + )>nt—s+30n(s+t)
<30,(s+1)In ———
< 8om(s +)In s
(4.21) =0(o,1In(1/0y,)(s + 1t)).
Suppose that
. s(1—30y) .
“1—e1430,

Then t — s = ©(s), and so

(4.22) (t—tl)lnt_t 1 —(t—s)lni — O(s — 1) = O(om(s +1).

Combining (4.14)—(4.22), we obtain

Epnm(s,t): ZEnmsttl

(4.23) < E;m(s, t)exp [O(on(Inl/oy)(s +1))],
where
. s+t)\2(s+t) .
2s 2s n t )
X exp (25—t)1n28_t —&—tlnT—&—slng—l—(t—s) lnm ;

here 7 := max{0, z}, and 01n(¢/0) := 0. The exponent in (4.24) equals

t
(t—s)+’

2sIn2+4 (2s —t)In —i—(t—s)ln%%—(t—s)*ln

s
2s —t
and the term 2sIn2 cancels with 22% in the denominator of the first line
fraction in (4.24).

The rest is a bit of calculus. Recalling that 2m/n = Af2(X)/f3()), and
setting t = xs, we write

B} (5,) = swe™ ),
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where

Hi(zx)= (1+2z)InA—zln fo(A\) + (z — 1) In f1(N)

1 1 N

Since

(Afl( )2 x>+l, z<1,

/ f2<) T T
Hy(z) = A
i) 22—z
n<f2()\) x—l)’ x € (1,2),

and Af1(A\)/f2(X) > 2, we see that H;(x) is unimodal on (0,2), and attains
its maximum at z* € (1, 2)

- LEDAN/AO)

AN/ V)
and
* >\2
(4.25) Hi(a") = In | 255 (L4 A/ £2(0)

Maple shows that the function on the RHS of (4.25) increases with A and it
is zero at \* = 5.162717.... At the first glance it would seem necessary to
put a constraint A > A* in order to claim that, for those \’s, whp there are
no Pésa sets of cardinality |S| + |T7| < n'—o(),

We can do better though! Indeed, by the unimodality of H;(z),

max{ Hi(e) : 2 € 0,1+ 0, U2 — 2012, 2])
= max{H (1 + 0, "/?), Hi(2 - 20}/%)}
:max{ln X 3f1 }—i—O (02 1n(1/0n))
f2(N)
(4.26) i )\JZJ?())

as Afi(A)/fa(A) > 2. As for z = t/s € [1 + or/? 2 - 2071/2], we use (2.42)
instead of (2.41) and improve the bound (4.24) by the factor

+0(a}?1In(1/0y)),

s s
—(t—s)1
s—t ( s)nt—s

(s+t)%exp |—(25 —t)In
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So we can re-define
B (s,) = s%2(1 + )220,

where
Hy(z) = (1+z)InA—zln fo(A) + (z — 1) In fi(N),

a linear function! Now

A f1(N)

max{Hz(z) : € [1,2]} = H3(2) =In B

and this function decreases with .
Indeed, introducing F'(A) = A/ f1(\) that decreases from 1 at 0+ to 0 at
00, we have

NAN _ NAN . FO)

PO (A0 = A) (1-F()*

So
d NN F(A) 2 1+FQN)
D RO? (1-—F(\)? 4 (1—F(\)? F
N D AR A2
using F'(\) A0 A0 ATHF(N) — e F(A)?)
_ (1%%)))5 [3 —F(\) — POV (1+ F(A))}
B AF(N) '
C(1=F\) (e —1) b
here
D) =@B-Xe? =6+ X))+ A+3=>) dN,
j>4
and

dj=3-2 —j2 7" —j(j—1)—6, j>4.

By induction on j > 4, d; < 0 for all 7 > 4. Hence

d >\3f1 (N
dx fo(N)?

<0, VA>O0.
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Maple shows that A3 f1()\)/f2()\)? attains value 1 at
A =4.789771 . ...

The corresponding average vertex degree

o )\**fQ()\**)
fg()\**)

It follows that for m > 2.662n the expected number of the likely Pésa sets
(S,T) of size |S| + |T| < n'=°(1) approaches zero as n,m — oco.

=5.323132....

Remark 4.1. As a final remark, observe that within the constraints on the
G(SUT), the dominant contribution to the expected total number of sparse
Pésa sets (5, T) comes from those with G(SUT') very close to either a cycle
on S or an alternating cycle on the bipartition S + T3, (|Ti| = |9]), with
the |S| pendant T}-vertices each attached to its own S-vertex in both cases.
It is not difficult to get directly the asymptotic expected number of such
extreme subgraphs in our random graph, and it turns out to be essentially
the same as the current estimate.

What this likely means is that it is fruitless to search for another con-
straint on G(S UT) with a potential to further decrease \** via a sharper
bound for the expected number of Pésa sets (S5, 7).
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