
Dynamics of PDE, Vol.7, No.1, 45-64, 2010

Positive solutions to P -Laplacian multi-point BVPs on time

scales
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Abstract. In this paper, we are concerned with the p-Laplacian multi-point
boundary value problem with the first-order derivative of the nonlinear term
on time scales. Some new sufficient conditions are presented for the existence
of at least twin or arbitrary even positive solutions to the multi-point bound-
ary value problem of the p-Laplacian dynamic equation on time scales. In
particular, our results are even new for some special cases of differential and
difference equations in the general time scale setting. As an application, an
example is illustrated at the end of the article.
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1. Introduction

In the past few decades, the theory of time scales remains a field of vitality and
receives a lot of attention from a rather diverse group of scientists such as physicists
and mathematicians, because it can not only unify differential and difference equa-
tions [1, 6, 7, 14], but also provide the accurate information of phenomena that
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manifest themselves partly in continuous time and partly in discrete time. Nowa-
days the theory of time scales has been widely applied to biology, heat transfer,
stock market, wound healing and epidemic models [5, 8, 20], etc.

Recently, positive solutions of boundary value problems (BVPs) for dynamic
equations on time scales were studied intensively with various conditions (see [9,
10, 11, 12, 13, 22, 23, 24, 25, 26, 27, 28, 29] and the references therein). In
[28], Sun and Li considered the two-point BVPs on time scales of form

(ϕp(u
∆(t)))∆ + h(t)f(uσ(t)) = 0, t ∈ [a, b]

T
,

u(a) −B0(u
∆(a)) = 0, u∆(σ(b)) = 0.

The existence theory for positive solutions of the above BVPs on time scales by
using the fixed-point theorem in cone [3, 16, 18].

In [24], Su and Li considered the multi-point BVPs on time scale of form

(1.1) (ϕp(u
∆(t)))∇ + h(t)f(u(t)) = 0, t ∈ [0, T ]

T
,

(1.2) u(0) −B0

(

∑m−2
i=1 aiu

∆(ξi)
)

= 0, u∆(T ) = 0,

or

(1.3) u∆(0) = 0, u(T ) +B1

(

∑m−2
i=1 biu

∆(ξ′i)
)

= 0,

and obtained the existence criteria for at least three positive solutions of problem
(1.1) and (1.2) or (1.3) by using a generalization of the Leggett-Williams fixed point
theorem [4].

It is noted that the works mentioned above [9, 10, 11, 12, 13, 22, 23, 24,
25, 26, 27, 28, 29] did not consider the existence of positive solutions to BVPs on
time scales with the nonlinear term f involving the first-order derivative. To the
best of our knowledge so far, it seems that there is very few literature regarding the
existence of positive solution to BVPs on time scales when the nonlinear function
f contains the derivative term. In [21] we only dealt with positive solutions to
a singular p-Laplacian BVP with sign-changing nonlinearity involving derivative
on time scales by using the upper and lower solution method, but the location
and character of positive solutions was not analyzed. In this paper, we will not
only investigate the existence of positive solutions, but also give the location and
character of positive solutions. For the p-Laplacian multi-point BVPs on time
scales, it is quite natural and necessary to consider the existence of positive solutions
for the p-Laplacian multi-point BVPs on time scales with the nonlinear term f
involving the first-order derivative in all respects.

Motivated by our early works [21, 22, 23, 24, 25, 26], now we all-sidedly
consider the following BVPs on time scales of form

(1.4) (ϕp(u
∆(t)))∇ + h(t)f

(

t, u(t), u∆(t)
)

= 0, t ∈ [0, T ]
T
,

subject to the multi-point boundary conditions

(1.5) u(0) −B0

(

∑m−2
i=1 aiu

∆(ξi)
)

= 0, u∆(T ) = 0,

or

(1.6) u∆(0) = 0, u(T ) +B1

(

∑m−2
i=1 biu

∆(ξ′i)
)

= 0,

where ξi, ξ
′
i ∈ [0, T ]

T
, and satisfy 0 ≤ ξ1 < ξ2 < . . . < ξm−2 < ρ(T ), σ(0) < ξ′1 <

ξ′2 < . . . < ξ′m−2 ≤ T , ai, bi ∈ [0, ∞) (i = 1, 2, . . . ,m− 2). Some novel theoretical
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results are obtained for the existence of at least twin or arbitrary even positive
solutions of the above problem by using the fixed point theorem due to Avery and
Henderson [3]. Notice that when f(t, u, u∆) = f(u), our results include the existing
results of [10, 12, 11, 19] as particular cases for T = Z. Our results are even new
for the special cases of difference equations and differential equations in the general
time scale setting [6, 7].

Throughout the remainder of the paper, we denote by T a closed nonempty
subset of R, and let T have the subspace topology inherited from the Euclidean
topology on R. In some of current literature, T is the so-called a time scale. For
our convenience, we make the blanket assumption that 0 and T are two points in
T, and for an interval (0, T )T we always mean (0, T ) ∩ T. Other types of intervals
are defined in the same way. We denote the p-Laplacian operator by ϕp(u), i.e.,

ϕp(u) = |u|p−2 u, p > 1, (ϕp)
−1 = ϕq, 1/p+1/q = 1. In addition, B0 and B1 satisfy

(1.7) A′x ≤ Bi(x) ≤ Bx, x ∈ R
+, i = 0, 1,

where A′ and B are positive real numbers.
We note that for a solution u(t) of problems (1.4) and (1.5 ) or (1.6), we mean

u(t): T → R which is the delta differential, u∆(t) and (ϕp(u
∆))∇(t) are both

continuous on T
κ ∩ Tκ, and u(t) satisfies problems (1.4) and (1.5 ) or (1.6). If

(u∆)∇(t) ≤ 0, then we say u(t) is concave on [0, T ]T.
In order to present our results in a straightforward manner and make this paper

be fully self-contained, here we introduce some basic definitions which can be found
in [6, 7]. Alternative source on dynamical systems on measure chains is Reference
[17].

Definition 1.1. A time scale T is a nonempty closed subset of R. For t ∈ T,
the forward and back jump operators σ, ρ : T → T are well defined, respectively, by

σ(t) = inf {s ∈ T : s > t} and ρ(t) = sup {s ∈ T : s < t} .

In this definition, one puts inf ∅ := supT and sup ∅ := inf T, where ∅ denotes the
empty set. A point t ∈ T is called left-dense if ρ(t) = t, left-scattered if ρ(t) < t,
right-dense if σ(t) = t, and right-scattered if σ(t) > t. If T has a right-scattered
minimum m, we define Tκ = T − {m}; otherwise, we set Tκ = T. If T has a left-
scattered maximum M, we define T

κ = T − {M}; otherwise, we set T
κ = T. The

forward graininess is µ(t) := σ(t)−t, and the backward graininess is ν(t) := t−ρ(t).

Definition 1.2. If f : T → R is a function and t ∈ T
κ, then the delta derivative

of f at the point t is defined to the number f∆(t) (provided it exists) with the
property that for any ǫ > 0, there is a neighborhood U ⊂ T of t such that

∣

∣f(σ(t)) − f(s) − f∆(t)(σ(t) − s)
∣

∣ ≤ ǫ |σ(t) − s| for all s ∈ U.

If f : T → R and t ∈ Tκ, then the nabla derivative of f at the point t is defined
by the number f∇(t) (provided it exists) with the property that for any ǫ > 0,
there is a neighborhood U ⊂ T of t such that

∣

∣f(ρ(t)) − f(s) − f∇(t)(ρ(t) − s)
∣

∣ ≤ ǫ |ρ(t) − s| for all s ∈ U.

Definition 1.3. A function f : T → R is ld-continuous provided it is continuous
at left dense points in T and its right sided limit exists (finite) at right dense points
in T.

Throughout this paper, we also assume that
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(S1): f : [0, T ]T × R
+ × R → R

+ is ld-continuous, and does not vanish
identically on any closed subinterval of [0, T ]

T
, where R

+ denotes the
nonnegative real numbers;

(S2): h: T → R
+ is left dense continuous (i.e., h ∈ Cld(T,R+)), and does not

vanish identically on any closed subinterval of [0, T ]
T
, where Cld(T,R

+)
denotes the set of all left dense continuous functionals from T to R

+;
(S3): While discussing problem (1.4) and (1.5), we suppose that if ξm−2 > 0,

then let 0 < η = ξm−2; if ξm−2 = 0, then let η = min{t ∈ T : t ≥ T
2 }, and

there exists r ∈ T such that η < r < T holds. While discussing problem
(1.4) and (1.6), we suppose that if ξ′1 < T, then let ξ = ξ′1; if ξ′1 = T ,
then let ξ = max

{

t ∈ T : 0 < t ≤ T
2

}

, and there exists l ∈ T such that
0 < l < ξ < T holds.

The paper is organized as follows. In Section 2 we present some technical
lemmas and fixed point theorems which we will use in the proofs of our main
results. In Section 3, we will discuss the existence of at least twin or arbitrary even
positive solutions to problem (1.4) and (1.5) under certain conditions. In Section
4, sufficient conditions on the existence of positive solutions of problem (1.4) and
(1.6) are established. Section 5 presents an example as application.

2. Some Lemmas

In this section, we introduce some preliminary theory of cones in Banach spaces
[15], and then we state the fixed point theorems which we need in the proofs of our
results in the next two sections.

Definition 2.1. Let E be a real Banach space. A nonempty, closed, convex
set P ⊂ E is said to be a cone provided the following two conditions are satisfied:

(i) if x ∈ P and λ ≥ 0, then λx ∈ P ;
(ii) if x ∈ P and −x ∈ P, then x = 0.
Every cone P ⊂ E induces an ordering in E given by x ≤ y if and only if y−x ∈

P.

Definition 2.2. Given a cone P in a real Banach space E, a functional ψ:
P → R is said to be increasing on P, provided ψ(x) ≤ ψ(y) for all x, y ∈ P with
x ≤ y.

Definition 2.3. A map α is said to be a nonnegative continuous concave
functional on a cone P of a real Banach space E if α: P → [0,∞) is continuous
and

α(tx + (1 − t)y) ≥ tα(x) + (1 − t)α(y),

for all x, y ∈ P and t ∈ [0, 1]. Similarly, we say the map β is a nonnegative
continuous convex functional on a cone P of a real Banach space E if β: P → [0,∞)
is continuous and

β(tx + (1 − t)y) ≤ tβ(x) + (1 − t)β(y),

for all x, y ∈ P and t ∈ [0, 1] .

In order to prove our main results, we also need the following three Lemmas:

Lemma 2.4. [15] Let P be a cone in a real Banach space. E and U be a bounded,

relatively open subset of P . Suppose that A: U → P is a completely continuous
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operator and there exists a u0 such that x − Ax 6= λu0 for all x ∈ ∂U and λ ≥ 0.
Then i(A,U, P ) = 0.

Given a nonnegative continuous functional ψ on a cone P of a real Banach
space E, we define, for each d > 0, the set

P (γ, d) = {x ∈ P : γ(x) < d} .

Lemma 2.5. [3] Let P be a cone in a real Banach space E. Let α and γ be

increasing, nonnegative continuous functional on P, and let θ be a nonnegative

continuous functional on P with θ(0) = 0 such that, for some c > 0 and H > 0,

γ(x) ≤ θ(x) ≤ α(x) and ‖x‖ ≤ Hγ(x) for all x ∈ P (γ, c).

Suppose that there exists a completely continuous operator A: P (γ, c) → P and

0 < a < b < c such that

θ(λx) ≤ λθ(x) for 0 ≤ λ ≤ 1 and x ∈ ∂P (θ, b),

and

(i) γ(Ax) > c for all x ∈ ∂P (γ, c);
(ii) θ(Ax) < b for all x ∈ ∂P (θ, b);
(iii) P (α, a) 6= ∅ and α(Ax) > a for x ∈ ∂P (α, a).

Then A has at least two fixed points x1 and x2 belonging to P (γ, c) satisfying

a < α(x1) with θ(x1) < b and b < θ(x2) with γ(x2) < c.

Lemma 2.6. [19] Let P be a cone in a real Banach space E. Let α and γ
be increasing, nonnegative continuous functional on P, and let θ be a nonnegative

continuous functional on P with θ(0) = 0 such that, for some c > 0 and H > 0,

γ(x) ≤ θ(x) ≤ α(x) and ‖x‖ ≤ Hγ(x) for all x ∈ P (γ, c).

Suppose there exist a completely continuous operator A: P (γ, c) → P and 0 < a <
b < c such that

θ(λx) ≤ λθ(x) for 0 ≤ λ ≤ 1 and x ∈ ∂P (θ, b),

and

(i) γ(Ax) < c for all x ∈ ∂P (γ, c);
(ii) θ(Ax) > b for all x ∈ ∂P (θ, b);
(iii) P (α, a) 6= ∅ and α(Ax) < a for x ∈ ∂P (α, a).

Then A has at least two fixed points x1 and x2 belonging to P (γ, c) satisfying

a < α(x1) with θ(x1) < b and b < θ(x2) with γ(x2) < c.

Although the statement of the above lemma can be founded in [19], the proof
of this Lemma is not given there. Here we provide a relatively simple proof as
follows.

Proof. It follows Corollary 1.6 in [3] that the cone P is a retract of the real
Banach space E. Assume that

Ω1 = P (γ, c) = {x ∈ P : γ(x) < c},

Ω2 = P (θ, b) = {x ∈ P : θ(x) < b},

and

Ω3 = P (α, a) = {x ∈ P : α(x) < a}.
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For arbitrary x ∈ Ω3, we have α(x) ≤ a. So we further get

θ(x) ≤ a < b,

which implies x ∈ Ω2.
For arbitrary x ∈ Ω2, we have θ(x) ≤ b. So it can further be deduced

γ(x) ≤ b < c,

which indicates x ∈ Ω1.
Consequently, we have

Ω3 ⊂ Ω2 and Ω2 ⊂ Ω1.

Note that if x ∈ Ω1, then it gives

‖x‖ ≤Mγ(x) ≤Mc.

So Ω1, Ω2 and Ω3 are bounded, nonempty, relatively open sets of P .
Let u0 > 0 be an element of the cone P and λ be a nonnegative real number.

Firstly, we claim that x−Ax 6= λu0 for all x ∈ ∂Ω3. Suppose to the contrary that
it is not true, then there exists z3 ∈ ∂Ω3 such that z3 − Az3 = λu0. In view of
assumption (iii), we get

a = α(z3) = α(Az3 + λu0) ≥ α(Az3) < a,

which yields a contradiction, because Lemma 2.4 implies that i(A,Ω3, P ) = 0.
Secondly, we claim that x − Ax 6= λu0 for all x ∈ ∂Ω1. If it is not true, then

there exists z1 ∈ ∂Ω1 satisfying z1 −Az1 = λu0. From assumption (i), we have

c = γ(z1) = γ(Az1 + λu0) ≥ γ(Az1) < c,

which is another contradiction, because Lemma 2.4 implies that i(A,Ω1, P ) = 0.
Thirdly, let H(t, x) = tAx. It is obvious that

H : [0, 1] × Ω2 → P,

is completely continuous.
Fourthly, we claim that H(t, x) 6= x for all (t, x) ∈ [0, 1]× ∂Ω2. Suppose to the

contrary that it does not hold, then there exists

(t2, z2) ∈ [0, 1]× ∂Ω2,

such that

H(t2, z2) = z2.

By assumption (ii), we obtain

b = θ(z2) = θ(t2Az2) ≤ t2θ(Az2) < θ(Az2) > b,

apparently, which is a contradiction.
Hence, the homotopy invariance and normality properties of the fixed point

index imply that

i(A,Ω2, P ) = i(0,Ω2, P ) = 1,

due to that θ(0) = 0.
By virtue of the additivity property, we obtain

i(A,Ω2 − Ω3, P ) = i(A,Ω2, P ) − i(A,Ω3, P ) = 1,

and

i(A,Ω1 − Ω2, P ) = i(A,Ω1, P ) − i(A,Ω2, P ) = −1.
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It follows the solution property of the fixed point index that there exists two points
x1 and x2 for A such that:

x1 ∈ Ω2 − Ω3 which implies a < α(x1) with θ(x1) < b,

and

x2 ∈ Ω1 − Ω1 which implies b < θ(x2) with γ(x2) < c.

Consequently, we have completed the proof of Lemma 2.6. �

3. Existence Results of Problem (1.4) and (1.5)

In this section, by using the fixed point theorems due to Avery and Henderson
[3], we will discuss the existence of at least twin or arbitrary even positive solutions
to problem (1.4) and (1.5) under given conditions.

Let the Banach space

E = Cld ([0, σ(T )]
T
→ R) ,

with the norm

‖u‖ = max

{

sup
t∈[0,T ]T

|u(t)| , sup
t∈[0,T ]T

∣

∣u∆(t)
∣

∣

}

,

and we define the cone P ⊂ E by

P =

{

u ∈ E : u(t) ≥ 0 for t ∈ [0, σ(T )]T and
u∆∇(t) ≤ 0, u∆(t) ≥ 0 for t ∈ [0, T ]T, u

∆(T ) = 0

}

.

In order to obtain the main results, we need to use the following useful lemmas.

Lemma 3.1. If u ∈ P, then we have

(i): u(t) ≥ t
T
u(T ) = t

T
supt∈[0,T ]T u(t) for t ∈ [0, T ]

T
;

(ii): su(t) ≤ tu(s) for s, t ∈ [0, T ]
T

and s ≤ t.

Proof. The proof can be made by using a similar way to that of Lemma 3.1
in [24], so we omit it. �

Lemma 3.2. For any u ∈ P, there exists a real number M∗ > 0 such that

sup
t∈[0,T ]T

u(t) ≤M∗ sup
t∈[0,T ]T

u∆(t) = M∗u∆(0),

where M∗ = max
{

1, B
∑m−2

i=1 ai + T
}

.

Since u(t) = u(0) +
∫ t

0
u∆(t)∆t and u∆(t) ≥ u∆(T ) = 0, the proof of

Lemma 3.2 can be directly seen by

u(T ) = sup
t∈[0,T ]T

u(t),

≤ sup
t∈[0,T ]T

{

B0

(

m−2
∑

i=1

aiu
∆(ξi)

)

+

∫ t

0

u∆(t)∆t

}

,

≤

(

B

m−2
∑

i=1

ai + T

)

sup
t∈[0,T ]T

u∆(t).



52 SUBEI LI, YOU-HUI SU, AND ZHAOSHENG FENG

Lemma 3.2 implies that ‖u‖ ≤ M∗u∆(0) for u ∈ P. In view of (1.4) and (1.5),
it is easy to see that

u(t) = B0

(

m−2
∑

i=1

aiϕq

(

∫ T

ξi

h(s)f
(

s, u(s), u∆(s)
)

∇s

))

+

∫ t

0

ϕq

(

∫ T

τ

h(s)f
(

s, u(s), u∆(s)
)

∇s

)

∆τ.

Define the operator A: P → E as

Au(t) = B0

(

m−2
∑

i=1

aiϕq

(

∫ T

ξi

h(s)f
(

s, u(s), u∆(s)
)

∇s

))

+

∫ t

0

ϕq

(

∫ T

τ

h(s)f
(

s, u(s), u∆(s)
)

∇s

)

∆τ.

It is apparent that ϕp(u) is not differentiable at u = 0 for 1 < p < 2, as a result
of that the chain rule can not be used to obtain that Au ∈ P for u ∈ P . So we still
need to prove the following Lemma:

Lemma 3.3. A: P → P is completely continuous.

Proof. Firstly, we show that A: P → P .
From (S1), it is obvious that

(Au)(t) ≥ 0 for t ∈ [0, T ]T ⊂ [0, σ(T )]T,

and
(Au)∆(T ) = 0.

In addition,

(Au)∆(t) = ϕq

(

∫ T

t
h(r)f

(

s, u, u∆
)

∇s
)

≥ 0,

is continuous and nonincreasing in [0, T ]T, and it holds that
(

∫ T

t
h(s)f

(

s, u, u∆
)

∇s
)∇

= −h(t)f
(

t, u, u∆
)

≤ 0, t ∈ [0, T ]T.

Moreover, ϕq(u) is monotone increasing and continuously differentiable function for
u > 0.

When
∫ T

t

h(r)f
(

s, u, u∆
)

∇s > 0 for t ∈ [0, T ]T,

by the chain rule [7, Theorem 1.87], we obtain

(Au)∆∇(t) ≤ 0 for t ∈ [0, T ]T.

When
∫ T

t

h(r)f
(

s, u, u∆
)

∇s = 0 for t ∈ [0, T ]T,

we have
(Au)∆∇(t) = 0 for t ∈ [0, T ]T.

Secondly, we show that A maps a bounded set into a bounded set. Assume
that c > 0 is a constant and

u ∈ P c =
{

u ∈ P : ‖u‖ = max
{

supt∈[0,T ]T |u(t)| , supt∈[0,T ]T

∣

∣u∆(t)
∣

∣

}

≤ c
}

.
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Note that the ld-continuity of f guarantees that there is a C > 0 such that

f(t, u, u∆) ≤ ϕp(C) for (t, u, u∆) ∈ [0, T ]T × [0, c] × [0, c].

For t ∈ [0, T ]T, we have

(3.1)
∣

∣

∣
ϕq

(

∫ T

t
h(s)f

(

s, u, u∆
)

∇s
)
∣

∣

∣
< +∞,

and

(3.2)

∣

∣

∣

∣

B0

(

∑m−2
i=1 aiϕq

(

∫ T

ξi

h(s)f
(

s, u, u∆
)

∇s
))

+
∫ t

0
ϕq

(

∫ T

τ
h(s)f

(

s, u, u∆
)

∇s
)

∆τ

∣

∣

∣

∣

< +∞.

This implies that A maps a bounded set into a bounded set.
Thirdly, for t1, t2 ∈ [0, T ]T, we have

|(Au)(t1) − (Au)(t2)| ,

=

∣

∣

∣

∣

∣

∫ t2

t1

ϕq

(

∫ T

τ

h(s)f
(

s, u, u∆
)

∇s

)

∆τ

∣

∣

∣

∣

∣

,

≤ C

∣

∣

∣

∣

∣

∫ t2

t1

ϕq

(

∫ T

τ

h(s)∇s

)

∆τ

∣

∣

∣

∣

∣

,

≤ C |t1 − t2|ϕq

(

∫ T

0

h(s)∇s

)

→ 0 as t1 → t2.

The Arzela-Ascoli Theorem on time scales tells us that AP c is relatively compact
[1].

We now claim that A: P c → P is continuous. Assume that {un}
∞
n=1 ⊂ P c and

limn→∞ ‖un − u0‖ → 0. This implies that

lim
n→∞

|un − u0| → 0 and lim
n→∞

|u∆
n − u∆

0 | → 0.

Since {(Aun) (t)}∞n=1 is uniformly bounded and equicontinuous on [0, T ]T, there ex-

ists a uniformly convergent subsequence in {(Aun) (t)}∞n=1 . Let
{(

Aun(m)

)

(t)
}∞

m=1
be a subsequence which converges to v(t) uniformly on [0, T ]T. Observe that

(Aun)(t) = B0

(

∑m−2
i=1 aiϕq

(

∫ T

ξi

h(s)f
(

s, un, u
∆
n

)

∇s
))

+
∫ t

0
ϕq

(

∫ T

τ
h(s)f

(

s, un, u
∆
n

)

∇s
)

∆τ.

By using (3.1) and (3.2), inserting un(m) into the above and then letting m → ∞,
we obtain

v(t) = B0

(

∑m−2
i=1 aiϕq

(

∫ T

ξi

h(s)f
(

s, u0, u
∆
0

)

∇s
))

+
∫ t

0 ϕq

(

∫ T

τ
h(s)f

(

s, u0, u
∆
0

)

∇s
)

∆τ.

Here we used the Lebesgue’s dominated convergence Theorem on time scales [2].
From the definition of A, we know that v(t) = Au0(t) on [0, T ]T. This shows that
each subsequence of {Aun(t)}∞n=1 uniformly converges to (Au0)(t). So the sequence
{(Aun)(t)}∞n=1 uniformly converges to (Au0)(t), which implies that A is continuous
at u0 ∈ P c. That is, A is continuous on P c since u0 is arbitrary. Thus, A is
completely continuous. The proof is completed. �
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It is easy to see that each fixed point of A is a solution of the problem (1.4)
and (1.5). For u ∈ P, we define the nonnegative, increasing, continuous functionals
γ, θ and α by

γ(u) = ε max
t∈[0,T ]T

u∆(t) + min
t∈[η,T ]T

u(t) = εu∆(0) + u(η),

θ(u) = ε max
t∈[0,T ]T

u∆(t) + max
t∈[0,η]T

u(t) = εu∆(0) + u(η),

and

α(u) = ε max
t∈[0,T ]T

u∆(t) + max
t∈[0,r]T

u(t) = εu∆(0) + u(r).

where ε is an arbitrary positive number.
It is obvious that

γ(u) ≤ θ(u) ≤ α(u) for each u ∈ P.

By Lemma 3.2, one can obtain

‖u‖ ≤M∗u∆(0) < M∗

ε
εu∆(0) + M∗

ε
u(η) = M∗

ε
γ(u) for all u ∈ P.

In addition, for the positive constant b′, we have

θ(λu) = λθ(u), 0 ≤ λ ≤ 1 and u ∈ ∂P (θ, b′).

For the notational convenience, we denote

M =
(

A′
∑m−2

i=1 ai + η
)

ϕq

(

∫ T

η
h(s)∇s

)

,

N =
(

1 +B
∑m−2

i=1 ai + η
)

ϕq

(

∫ T

0 h(s)∇s
)

,

and

L =
(

1 +A′
∑m−2

i=1 ai + r
)

ϕq

(

∫ T

r
h(s)∇s

)

.

We are now ready to present our main result in this section:

Theorem 3.4. Suppose that there are three positive numbers a′, b′ and c′ such

that 0 < a′ < Lb′

N
< c′ηL

TN
holds. Suppose that ε is an arbitrary small positive number

and f(t, u, u∆) satisfies the following three conditions:

(i) f(t, u, u∆) > ϕp

(

c′

M

)

for (t, u, u∆) ∈ [η, T ]T ×
[

c′ − ε, T
η
c′
]

× [0, c′

ε
];

(ii) f(t, u, u∆) < ϕp

(

b′

N

)

for (t, u, u∆) ∈ [0, T ]T ×
[

0, T
η
b′
]

×
[

0, b′

ε

]

;

(iii) f(t, u, u∆) > ϕp

(

a′

L

)

for (t, u, u∆) ∈ [r, T ]T ×
[

0, T
r
a′
]

×
[

0, a′

ε

]

.

Then problem (1.4) and (1.5) has at least two positive solutions u1 and u2 such

that

(3.3) a′ < ε max
t∈[0,T ]T

u∆
1 (t) + max

t∈[0,r]T
u1(t) with ε max

t∈[0,T ]T
u∆

1 (t) + max
t∈[0,η]T

u1(t) < b′,

and

(3.4) b′ < ε max
t∈[0,T ]T

u∆
2 (t) + max

t∈[0,η]T
u2(t) with ε max

t∈[0,T ]T
u∆

2 (t) + min
t∈[η,T ]T

u∆
2 (t) < c′.
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Proof. By the definition of the completely continuous operator A and its
properties, it suffices to show that all conditions of Lemma 2.5 hold with respect
to A.

In the first step, we verify that if u ∈ ∂P (γ, c′), then γ(Au) > c′.
Suppose that u ∈ ∂P (γ, c′), then we have

(3.5) γ(u) = εmaxt∈[0,T ]T u
∆(t) + mint∈[η,T ]T u(t) = εu∆(0) + u(η) = c′.

Since

u∆(t) ≥ 0 and u(t) ≥ 0 for t ∈ [0, T ]T,

we have

0 = u∆(T ) ≤ u∆(t) ≤ u∆(0) ≤
1

ε
εu∆(0) +

1

ε
u(η) ≤

1

ε
γ(u) =

c′

ε
for t ∈ [0, T ]T.

Lemma 3.1 implies that

max
t∈[0,T ]T

u(t) ≤
T

η
u(η) ≤

T

η
c′,

and by (3.5) we have

c′ − ε ≤ u(t) ≤
T

η
c′, t ∈ [η, T ]T.

By virtue of condition (i) of Theorem 3.4 and (1.7), we deduce that

γ(Au) = ε(Au)∆(0) +Au(η),

= εϕq

(

∫ T

0

h(s)f
(

s, u(s), u∆(s)
)

∇s

)

,

+B0

(

m−2
∑

i=1

aiϕq

(

∫ T

ξi

h(s)f
(

s, u(s), u∆(s)
)

∇s

))

+

∫ η

0

ϕq

(

∫ T

τ

h(s)f
(

s, u(s), u∆(s)
)

∇s

)

∆τ,

> A′

m−2
∑

i=1

aiϕq

(

∫ T

0

h(s)f
(

s, u(s), u∆(s)
)

∇s

)

+

∫ η

0

ϕq

(

∫ T

τ

h(s)f
(

s, u(s), u∆(s)
)

∇s

)

∆τ,

≥

(

A′

m−2
∑

i=1

ai + η

)

ϕq

(

∫ T

η

h(s)f
(

s, u(s), u∆(s)
)

∇s

)

,

>

(

A′

m−2
∑

i=1

ai + η

)

ϕq

(

∫ T

η

h(s)ϕp

(

c′

M

)

∇s

)

,

=
c′

M

(

A′

m−2
∑

i=1

ai + η

)

ϕq

(

∫ T

η

h(s)∇s

)

,

= c′.

In the second step, we claim that θ(Au) < b′ for u ∈ ∂P (θ, b′).
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If we choose u ∈ ∂P (θ, b′), then we have

θ(u) = ε max
t∈[0,T ]T

u∆(t) + max
t∈[0,η]T

u(t) = εu∆(0) + u(η) = b′,

which implies

max
t∈[0,η]T

u(t) = u(η) ≤ b′ and ε max
t∈[0,T ]T

u∆(t) ≤ b′,

so we have

0 ≤ u∆(t) ≤
b′

ε
for t ∈ [0, T ]T.

In view of Lemma 3.1, we have

max
t∈[0,T ]T

u(t) ≤
T

η
u(η) ≤

T

η
b′.

Consequently, we derive that

0 ≤ u(t) ≤ T
η
b′, t ∈ [0, T ]T.

Using assumption (ii) in Theorem 3.4 and (1.7), we obtain

θ(Au) = (Au)∆(0) + (Au)(η),

= ϕq

(

∫ T

0

h(s)f
(

s, u(s), u∆(s)
)

∇s

)

+B0

(

m−2
∑

i=1

aiϕq

(

∫ T

ξi

h(s)f
(

s, u(s), u∆(s)
)

∇s

))

+

∫ η

0

ϕq

(

∫ T

τ

h(s)f
(

s, u(s), u∆(s)
)

∇s

)

∆τ,

< ϕq

(

∫ T

0

h(s)f
(

s, u(s), u∆(s)
)

∇s

)

+B
m−2
∑

i=1

aiϕq

(

∫ T

ξi

h(s)f
(

s, u(s), u∆(s)
)

∇s

)

+ηϕq

(

∫ T

0

h(s)f
(

s, u(s), u∆(s)
)

∇s

)

,

<

(

1 +B

m−2
∑

i=1

ai + η

)

ϕq

(

∫ T

0

h(s)ϕp

(

b′

N

)

∇s

)

,

=
b′

N

(

1 +B

m−2
∑

i=1

ai + η

)

ϕq

(

∫ T

0

h(s)∇s

)

,

= b′.

In the third step, we prove that

P (α, a′) 6= ∅,

and

α(Au) > a′ for all u ∈ ∂P (α, a′).
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In fact, the constant function a′

2 ∈ P (α, a′), for u ∈ ∂P (α, a′), we have

α(u) = ε max
t∈[0,T ]T

u∆(t) + max
t∈[0,r]T

u(t) = εu∆(0) + u(r) = a′,

which implies

0 ≤ u(t) ≤ a′ for t ∈ [0, r]T and 0 ≤ u∆(t) ≤
a′

ε
for t ∈ [0, T ]T.

In view of Lemma 3.1, we have

max
t∈[0,T ]T

u(t) ≤
T

r
u(r) =

T

r
r′.

That is,

0 ≤ u(t) ≤
T

r
a′, t ∈ [r, T ]T.

Using assumption (iii) in Theorem 3.4 and (1.7), we have

α(Au) = (Au)∆(0) + (Au)(η),

= ϕq

(

∫ T

0

h(s)f
(

s, u(s), u∆(s)
)

∇s

)

,

+B0

(

m−2
∑

i=1

aiϕq

(

∫ T

ξi

h(s)f
(

s, u(s), u∆(s)
)

∇s

))

+

∫ r

0

ϕq

(

∫ T

τ

h(s)f
(

s, u(s), u∆(s)
)

∇s

)

∆τ,

> ϕq

(

∫ T

0

h(s)f
(

s, u(s), u∆(s)
)

∇s

)

+A′

m−2
∑

i=1

aiϕq

(

∫ T

r

h(s)f
(

s, u(s), u∆(s)
)

∇s

)

+

∫ r

0

ϕq

(

∫ T

r

h(s)f
(

s, u(s), u∆(s)
)

∇s

)

∆τ,

>

(

1 +A′

m−2
∑

i=1

ai + r

)

ϕq

(

∫ T

r

h(s)ϕp

(

a′

L

)

∇s

)

,

=
a′

L

(

1 +A′

m−2
∑

i=1

ai + r

)

ϕq

(

∫ T

r

h(s)∇s

)

,

= a′.

From the above three steps, we can see that all conditions in Lemma 2.5 are
satisfied. According to Lemma 2.5, problem (1.4) and (1.5) has at least twin positive

solutions u1 and u2, belonging to P (γ, c′), and such that (3.3) and (3.4) hold.
Consequently, the proof is completed. �

Now we present our result on the existence of arbitrary even positive solutions
of problem (1.4) and (1.5).
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Theorem 3.5. Let i = 1, 2, . . . , n, n ∈ N. Suppose that there are three positive

numbers a′i, b
′
i and c′i such that

0 < a′1 <
L
N
b′1 <

ηL
TN

c′1 < a′2 <
L
N
b′2 <

ηL
TN

c′2 < . . . < a′n <
L
N
b′n <

ηL
TN

c′n.

When f(t, u, u∆) satisfies the following three conditions:

(i) f(t, u, u∆) > ϕp

(

c′
i

M

)

for (t, u, u∆) ∈ [η, T ]T ×
[

c′i − ε, T
η
c′i

]

× [0,
c′

i

ε
];

(ii) f(t, u, u∆) < ϕp

(

b′
i

N

)

for (t, u, u∆) ∈ [0, T ]T ×
[

0, T
η
b′i

]

×
[

0,
b′

i

ε

]

;

(iii) f(t, u, u∆) > ϕp

(

a′

i

L

)

for (t, u, u∆) ∈ [r, T ]T ×
[

0, T
r
a′i
]

×
[

0,
a′

i

ε

]

;

then problem (1.4) and (1.5) has at least 2n positive solutions.

It is noted that when i = 1, from Theorem 3.4 it is true that problem (1.4) and

(1.5) has at least twin positive solutions u1 and u2, belonging to P (γ, c′1). Using
the mathematical induction, one can complete the proof of Theorem 3.5. So we
omit it here.

For convenience of our statement, we denote M ′, N ′ and L′ by

M ′ =
(

1 +B
∑m−2

i=1 ai + η
)

ϕq

(

∫ T

0 h(s)∇s
)

,

N ′ =
(

A′
∑m−2

i=1 ai + η
)

ϕq

(

∫ T

η
h(s)∇s

)

,

and

L′ =
(

1 +B
∑m−2

i=1 ai + r
)

ϕq

(

∫ T

0 h(s)∇s
)

.

In view of Lemma 2.6, by using a closely similar proof to that of Theorem 3.4, we
can obtain the following result:

Theorem 3.6. Assume that there are three positive numbers a′, b′ and c′ such

that 0 < a′ < r
T
b′ < rN ′

TM ′
c′. Suppose that f(t, u, u∆) satisfies the following three

conditions:

(i) f(t, u, u∆) < ϕp

(

c′

M ′

)

for (t, u, u∆) ∈ [0, T ]T × [0, c′] ×
[

0, c′

ε

]

;

(ii) f(t, u, u∆) > ϕp

(

b′

N ′

)

for (t, u, u∆) ∈ [η, T ]T ×
[

b′ − ε, T
η
b′
]

×
[

0, b′

ε

]

;

(iii) f(t, u, u∆) < ϕp

(

a′

L′

)

for (t, u, u∆) ∈ [0, T ]T ×
[

0, T
r
a′
]

×
[

0, a′

ε

]

.

Then problem (1.4) and (1.5) has at least twin positive solutions u1 and u2 such

that (3.3) and (3.4) hold.

Similarly, using the same way as that of Theorem 3.5, we can obtain the fol-
lowing result:

Theorem 3.7. Let i = 1, 2, . . . , n, n ∈ N. Assume that there are three positive

numbers a′i, b
′
i and c′i such that

0 < a′1 <
r
T
b′1 <

rN ′

TM ′ c
′
1 < a′2 <

r
T
b′2 <

rN ′

TM ′ c
′
2 < . . . < a′n <

r
T
b′n <

rN ′

TM ′ c
′
n.

Suppose that f(t, u, u∆) satisfies the following three conditions:

(i) f(t, u, u∆) < ϕp

(

c′
i

M ′

)

for (t, u, u∆) ∈ [0, T ]T × [0, c′i] ×
[

0,
c′

i

ε

]

;

(ii) f(t, u, u∆) > ϕp

(

b′
i

N ′

)

for (t, u, u∆) ∈ [η, T ]T ×
[

b′i − ε, T
η
b′i

]

×
[

0,
b′

i

ε

]

;

(iii) f(t, u, u∆) < ϕp

(

a′

i

L′

)

for (t, u, u∆) ∈ [0, T ]T ×
[

0, T
r
a′i
]

×
[

0,
a′

i

ε

]

.

Then problem (1.4) and (1.5) has at least 2n positive solutions.
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4. Existence Results of Problem (1.4) and (1.6)

In this section, we will apply the fixed point theorems to discuss the existence
of at least twin or arbitrary even positive solutions to problem (1.4) and (1.6) under
certain conditions.

Define the cone P1 ⊂ E by

P1 =

{

u ∈ E : u(t) ≥ 0 for t ∈ [0, σ(T )]T and
u∆∇(t) ≤ 0, u∆(t) ≤ 0 for t ∈ [0, T ]T, u

∆(0) = 0

}

.

The following two Lemmas are needed in the proofs of our main results in this
section, which can be proved by using the similar arguments to that of Lemmas 3.1
and 3.2.

Lemma 4.1. If u ∈ P1, then we have

(i): u(t) ≥ T−t
T

supt∈[0,T ]T u(t) = T−t
T
u(0) for t ∈ [0, T ]

T
;

(ii): (T − t)u(s) ≤ (T − s)u(t) for s, t ∈ [0, T ]
T

and s ≤ t.

Lemma 4.2. For any u ∈ P1, there exists a real number M∗
1 > 0 such that

sup
t∈[0,T ]T

u(t) ≤M∗
1 sup

t∈[0,T ]T

u∆(t) = M∗
1 |u

∆(T )|,

where M∗
1 = max

{

1, B
∑m−2

i=1 bi + T
}

.

Clearly, one can see that

‖u‖ ≤M∗
1 |u

∆(T )| for u ∈ P1.

To discuss the existence of positive solutions to problem (1.4) and (1.6), we define
a new operator A1: P1 → E by

A1u(t) = B1

(

m−2
∑

i=1

biϕq

(

∫ ξ′

i

0

h(s)f
(

s, u(s), u∆(s)
)

∇s

))

+

∫ T

t

ϕq

(
∫ τ

0

h(s)f
(

s, u(s), u∆(s)
)

∇s

)

∆τ.

However, using the same arguments as that in the preceding section, it is not
difficult to obtain that A1: P1 → P1 is completely continuous and each fixed point
of A is a solution of the problem (1.4) and (1.6).

For u ∈ P1, we define the nonnegative, increasing, continuous functionals γ1,
θ1 and α1 by

γ1(u) = ε

∣

∣

∣

∣

max
t∈[0,T ]T

u∆(t)

∣

∣

∣

∣

+ min
t∈[0,ξ]T

u(t) = ε|u∆(T )| + u(ξ),

θ1(u) = ε

∣

∣

∣

∣

max
t∈[0,T ]T

u∆(t)

∣

∣

∣

∣

+ max
t∈[ξ,T ]T

u(t) = ε|u∆(T )| + u(ξ),

and

α1(u) = ε

∣

∣

∣

∣

max
t∈[0,T ]T

u∆(t)

∣

∣

∣

∣

+ max
t∈[l,T ]T

u(t) = ε|u∆(T )| + u(l).

It is obvious that

γ1(u) ≤ θ1(u) ≤ α1(u) for each u ∈ P1.

In terms of Lemma 3.2, one has

‖u‖ ≤M∗
1

∣

∣u∆(T )
∣

∣ =
M∗

1

ε
ε
∣

∣u∆(T )
∣

∣ <
M∗

1

ε
γ1(u) for all u ∈ P1.
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In addition, we note that

θ1(λu) = λθ1(u), 0 ≤ λ ≤ 1 and u ∈ ∂P (θ, b′).

For the notational convenience, we denote

M1 =
(

A′
∑m−2

i=1 bi + T − ξ
)

ϕq

(

∫ ξ

0
h(s)∇s

)

,

N1 =
(

1 +B
∑m−2

i=1 bi + T − ξ
)

ϕq

(

∫ T

0 h(s)∇s
)

,

and

L1 =
(

1 +A′
∑m−2

i=1 bi + T − l
)

ϕq

(

∫ l

0
h(s)∇s

)

.

In terms of operator A1, which essentially has the same reasoning as the The-
orems and Lemmas for problem (1.4) and (1.5) in the preceding section, we have
the following results:

Theorem 4.3. Suppose that there are three positive numbers a′, b′ and c′ such

that

0 < a′ < L1

N1

b′ < (T−ξ)L1

TN1

c′,

and f(t, u, u∆) satisfies the following three conditions:

(i) f(t, u, u∆) > ϕp

(

c′

M1

)

for (t, u, u∆) ∈ [0, ξ]T ×
[

c′ − ε, T
T−ξ

c′
]

×
[

0, c′

ε

]

;

(ii) f(t, u, u∆) < ϕp

(

b′

N1

)

for (t, u, u∆) ∈ [0, T ]T ×
[

0, T
T−ξ

b′
]

×
[

0, b′

ε

]

;

(iii) f(t, u, u∆) > ϕp

(

a′

L1

)

for (t, u, u∆) ∈ [l, T ]T ×
[

0, T
T−l

a′
]

×
[

0, a′

ε

]

.

Then problem (1.4) and (1.6) has at least twin positive solutions u1 and u2 such

that

a′ < ε

∣

∣

∣

∣

max
t∈[0,T ]T

u∆
1 (t)

∣

∣

∣

∣

+ max
t∈[l,T ]T

u1(t) with ε

∣

∣

∣

∣

max
t∈[0,T ]T

u∆
1 (t)

∣

∣

∣

∣

+ max
t∈[ξ,T ]T

u1(t) < b′,

and

b′ < ε

∣

∣

∣

∣

max
t∈[0,T ]T

u∆
2 (t)

∣

∣

∣

∣

+ max
t∈[ξ,T ]T

u2(t) with ε

∣

∣

∣

∣

max
t∈[0,T ]T

u∆
2 (t)

∣

∣

∣

∣

+ min
t∈[0,ξ]T

u2(t) < c′.

Theorem 4.4. Let i = 1, 2, . . . , n, n ∈ N. Suppose that there are three positive

numbers a′i, b
′
i and c′i such that

0 < a′1 <
L1

N1
b′1 <

(T − ξ)L1

TN1
c′1 < a′2 <

L1

N1
b′2 <

(T − ξ)L1

TN1
c′2

< . . . < a′n <
L1

N1
b′n <

(T − ξ)L1

TN1
c′n,

and f(t, u, u∆) satisfies the following three conditions:

(i) f(t, u, u∆) > ϕp

(

c′
i

M1

)

for (t, u, u∆) ∈ [0, ξ]T ×
[

c′i − ε, T
T−ξ

c′i

]

×
[

0,
c′

i

ε

]

;

(ii) f(t, u, u∆) < ϕp

(

b′
i

N1

)

for (t, u, u∆) ∈ [0, T ]T ×
[

0, T
T−ξ

b′i

]

×
[

0,
b′

i

ε

]

;

(iii) f(t, u, u∆) > ϕp

(

a′

i

L1

)

for (t, u, u∆) ∈ [l, T ]T ×
[

0, T
T−l

a′i

]

×
[

0,
a′

i

ε

]

.

Then problem (1.4) and (1.6) has at least 2n positive solutions.
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In view of Lemma 2.6, if we denote M ′, N ′ and L′ by

M ′
1 =

(

1 +B
∑m−2

i=1 bi + T − ξ
)

ϕq

(

∫ T

0 h(s)∇s
)

,

N ′
1 =

(

A′
∑m−2

i=1 bi + T − ξ
)

ϕq

(

∫ T

ξ
h(s)∇s

)

,

and

L′
1 =

(

1 +B
∑m−2

i=1 bi + T − l
)

ϕq

(

∫ T

0
h(s)∇s

)

,

then we have the following results for the problem (1.4) and (1.6):

Theorem 4.5. Assume that there are three positive numbers a′, b′ and c′ such

that

0 < a′ <
T−L′

1

T
b′ <

(T−L′

1
)N ′

1

TM ′

1

c′.

Suppose that f(t, u, u∆) satisfies the following three conditions:

(i) f(t, u, u∆) < ϕp

(

c′

M ′

1

)

for (t, u, u∆) ∈ [0, T ]T ×
[

0, T
T−ξ

c′
]

×
[

0, c′

ε

]

;

(ii) f(t, u, u∆) > ϕp

(

b
N ′

1

)

for (t, u, u∆) ∈ [ξ, T ]T ×
[

b′ − ε, T
T−ξ

b′
]

×
[

0, b′

ε

]

;

(iii) f(t, u, u∆) < ϕp

(

a′

L′

1

)

(t, u, u∆) ∈ [0, T ]T ×
[

0, T
T−l

a′
]

×
[

0, a′

ε

]

.

Then problem (1.4) and (1.6) has at least twin positive solutions u1 and u2 such

that

a′ < ε

∣

∣

∣

∣

max
t∈[0,T ]T

u∆
1 (t)

∣

∣

∣

∣

+ max
t∈[l,T ]T

u1(t) with ε

∣

∣

∣

∣

max
t∈[0,T ]T

u∆
1 (t)

∣

∣

∣

∣

+ max
t∈[ξ,T ]T

u1(t) < b′,

and

b′ < ε

∣

∣

∣

∣

max
t∈[0,T ]T

u∆
2 (t)

∣

∣

∣

∣

+ max
t∈[ξ,T ]T

u2(t) with ε

∣

∣

∣

∣

max
t∈[0,T ]T

u∆
2 (t)

∣

∣

∣

∣

+ min
t∈[0,ξ]T

u2(t) < c′.

Theorem 4.6. Let i = 1, 2, . . . , n, n ∈ N. Assume that there are three positive

numbers a′i, b
′
i and c′i such that

a′1 <
T − L′

1

T
b′1 <

(T − L′
1)N

′
1c

′
1

TM ′
1

< a′2 <
T − L′

1

T
b′2 <

(T − L′
1)N

′
1c

′
2

TM ′
1

< . . . < a′n <
T − L′

1

T
b′n <

(T − L′
1)N

′
1c

′
n

TM ′
1

.

Suppose that f(t, u, u∆) satisfies the following three conditions:

(i) f(t, u, u∆) < ϕp

(

c′
i

M ′

1

)

for (t, u, u∆) ∈ [0, T ]T ×
[

0, T
T−ξ

c′i

]

×
[

0,
c′

i

ε

]

;

(ii) f(t, u, u∆) > ϕp

(

bi

N ′

1

)

for (t, u, u∆) ∈ [ξ, T ]T ×
[

b′i − ε, T
T−ξ

b′i

]

×
[

0,
b′

i

ε

]

;

(iii) f(t, u, u∆) < ϕp

(

a′

i

L′

1

)

(t, u, u∆) ∈ [0, T ]T ×
[

0, T
T−l

a′i

]

×
[

0,
a′

i

ε

]

.

Then problem (1.4) and (1.6) has at least 2n positive solutions.

5. Example

In this section, we illustrate an example to explain our results.

Example 5.1. Let

T =
{

2 −
(

1
3

)N0

}

∪
{

0, 1
8 ,

1
4 ,

1
6 ,

1
2 , 1,

5
4 ,

3
2 ,

7
4 , 2
}

∪
[

1
20 ,

1
10

]

,

and T = 2. Consider the following boundary value problem with p = 7 and k ∈ N0:
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(5.1)
(

ϕp

(

u∆(t)
))∇

+
{

∑7
k=0 t

k(ρ(t))7−k
}

t∇f(t, u(t), u∆(t)) = 0, t ∈ [0, 2]
T
,

u(0) − 4
(

u∆
(

1
4

)

+ u∆ (1)
)

= 0, u∆(2) = 0,

where

f(t, u, u∆) =















t+ 2 + ε
10u

∆, t ∈ [0, 2]T, 0 ≤ u < 80 and 0 ≤ u∆ <∞,
t+ p(u, u∆), t ∈ [0, 2]T, 80 ≤ u < 200 and 0 ≤ u∆ <∞,

t+ 5 × 105 + u∆, t ∈ [0, 2]T, 200 ≤ u < 400 and 0 ≤ u∆ <∞,
t+ s(u, u∆), t ∈ [0, 2]T, u ≥ 400 and 0 ≤ u∆ <∞,

here p(u, u∆) and s(u, u∆) satisfy

p
(

80, u∆
)

= 2 + ε
10u

∆, p(200, u∆) = 5 × 105 + u∆, s(400, u∆) = 5 × 105 + u∆,

p(u, u∆) : R
+ × R

+ → R
+ is continuous,

and

s(u, u∆) : R
+ × R

+ → R
+ is continuous.

If a1(t) =
{

∑7
k=0 t

k(ρ(t))7−k
}

t∇, then we have (t8)∇ =
{

∑7
k=0 t

k(ρ(t))7−k
}

t∇

[7]. It is easy to see that ξ2 = η = 1, A = B = 4 and a1 = a2 = 1. By taking
r = 3

2 , a direct calculation shows that

M = 9
(

∫ 2

1

{

∑7
k=0 t

k(ρ(t))7−k
}

t∇∇t
)

1

6

≈ 22.66,

N = 10
(

∫ 2

0

{

∑7
k=0 t

k(ρ(t))7−k
}

t∇∇t
)

1

6

≈ 25.2,

and

L = 10.5
(

∫ 2
3

2

{

∑7
k=0 t

k(ρ(t))7−k
}

t∇∇t
)

1

6

≈ 25.996.

When we take a′ = 2, b′ = 40 and c′ = 200, then

0 < a′ < L
N
b′ < ηL

TN
c′.

For t ∈ [0, 2]T, 0 ≤ u ≤ Tb′

η
= 80 and 0 ≤ u∆ ≤ b′

ε
= 40

ε
, we have

f(t, u, u∆) = t+ 2 + ε
10u

∆ < 15.994 ≈ ϕp

(

b′

N

)

.

For t ∈ [1, 2]T, 200 − ε ≤ u ≤ Tc′

η
= 400 and 200 < u∆ ≤ c′

ε
+ ∞, we have

f(t, u, u∆) = t+ 5 × 105 + u∆ > 4.73 × 105 ≈ ϕp

(

c′

M

)

.

For t ∈
[

3
2 , 2
]

T
, 0 ≤ u ≤ Ta′

r
= 2.667 and 0 ≤ u∆ ≤ a′

ε
= 2

ε
, we have

f(t, u, u∆) = t+ 2 + ε
10u

∆ > 2.0737× 10−7 ≈ ϕp

(

a′

L

)

.

Consequently, all conditions of Theorem 3.4 are satisfied. By virtue of it, we
see that the boundary value problem (5.1) has at least twin positive solutions u1

and u2 such that

2 < ε max
t∈[0,2]T

u∆
1 (t) + max

t∈[0, 3

2
]T
u1(t) with ε max

t∈[0,2]T
u∆

1 (t) + max
t∈[0,1]T

u1(t) < 40,



POSITIVE SOLUTIONS TO P -LAPLACIAN MULTI-POINT BVPS 63

and

40 < ε max
t∈[0,2]T

u∆
2 (t) + max

t∈[0,1]T
u2(t) with ε max

t∈[0,2]T
u∆

2 (t) + min
t∈[1,2]T

u2(t) < 200.
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