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function, we prove, up to order ~5, that the differential operator is
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1. Introduction

The starting point of the Eynard-Orantin topological recursion [22, 23] is
a spectral curve. For the purposes of this paper, we can think of a spec-
tral curve as an irreducible algebraic curve {P (x, y) = 0} ⊂ C2. Then, the
topological recursion recursively constructs an infinite sequence of symmet-
ric meromorphic differentials Wg,n, g ≥ 0 and n ≥ 1, on the spectral curve.
Depending on the choice of spectral curve, these differentials turn out to
be generating functions for many different types of enumerative invariants,
such as Gromov-Witten invariants, Hurwitz numbers, knot invariants, etc.1

(See for instance [3, 5, 9–11, 13–17, 21–27, 29, 32, 34].)
The Eynard-Orantin topological recursion originated in the context of

matrix models [12, 18, 22, 23]. But given its rather universal enumerative
geometric interpretation, it has now a life of its own. However, it is still in-
teresting to explore its roots, and see whether matrix model theory suggests
further connections to a priori unrelated mathematical structures. Those
may lead to unexpected results in the various geometric contexts.

One such connection that is suggested by matrix models relates the
Eynard-Orantin topological recursion to WKB asymptotic solutions of dif-
ferential equations. In matrix models one can construct an object ψ called
the wave-function of the theory. On general grounds, it is then expected that
there exists a “quantization” P̂ (x̂, ŷ; ~) of the spectral curve that annihilates
ψ; this quantization of the spectral curve is generally called a quantum curve.

But what do we mean by quantization here? Assume that the spectral
curve P (x, y) = 0 has degree d in y. Let P̂ (x̂, ŷ; ~) be a polynomial in x̂ and
ŷ of degree d in ŷ, with coefficients that are possibly power series in ~. We
let x̂ and ŷ be quantizations of the variables x and y:

(1.1) x̂ = x, ŷ = ~
d

dx
,

such that [ŷ, x̂] = ~. This makes P̂ (x̂, ŷ; ~) into an order d differential op-
erator in x, with coefficients that are polynomial in x and possibly power
series in ~. We then say that P̂ (x̂, ŷ; ~) is a quantum curve (of the original
spectral curve) if, after normal ordering (that is bringing all the x̂’s to the

1To be precise, for most of these applications the definition of the spectral curve
must be generalized slightly.
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left of the ŷ’s), it takes the form

(1.2) P̂ (x̂, ŷ; ~) = P (x̂, ŷ) +
∑
n≥1

~nPn(x̂, ŷ),

where the leading order term P (x̂, ŷ) recovers the original spectral curve
(normal ordered), and the Pn(x̂, ŷ) are differential operators in x of order at
most d− 1.

With this definition, the expectation from matrix models is that the
wave-function ψ should be the WKB asymptotic solution of the differential
equation

(1.3) P̂ (x̂, ŷ; ~)ψ = 0,

for some quantum curve P̂ (x̂, ŷ; ~). This expectation follows from determi-
nantal formulae in matrix models [1, 2].

The question of existence of quantum curves can be explored without
reference to matrix models. Indeed, one can construct a wave-function ψ in
a natural way from the meromorphic differentials Wg,n obtained from the
topological recursion, without reference to any underlying matrix model.
The question is then: for arbitrary spectral curves, does there exist a quanti-
zation that kills the wave function? And if so, can we construct this quantum
curve explicitly from the topological recursion?

It should be noted here that this connection also has a deep relation with
integrable systems. As explained in [4], one can think of the wave-function
as the Schlesinger transform of the partition function of the theory. If one
assumes that the partition function is a τ -function, i.e. that it satisfies the
Hirota equations, then it follows that the wave-function should be anni-
hilated by a quantization of the spectral curve. However, it is not known
whether the partition function constructed from the topological recursion is
a τ -function in general.

An answer to the question above about the existence of quantum curves
was provided in [6] for a very large class of genus zero spectral curves. More
precisely, using the global topological recursion constructed in [7, 8], it was
proven that there exists a quantization that kills the wave-function for all
spectral curves whose Newton polygons have no interior point and that are
smooth as affine curves. For any such spectral curve, the quantum curve was
reconstructed explicitly from the topological recursion. In fact, the quantum
curve is not unique; one obtains different quantum curves (corresponding to
different choices of ordering) depending on how one integrates the Wg,n to
construct the wave-function. More details can be found in [6].
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The goal of this paper is to study the relation between the topological
recursion and quantum curves for genus one spectral curves. More precisely,
we will focus on the family of spectral curves given by the Weierstrass equa-
tion

(1.4) y2 = 4x3 − g2(τ)x− g3(τ).

We can apply the Eynard-Orantin topological recursion to this family of
curves; the meromorphic differentials Wg,n are elliptic and quasi-modular,
while the free energies Fg obtained from the recursion are quasi-modular
forms. An interesting open question is whether these Wg,n and Fg have an
enumerative interpretation for some geometric problem. We do not have an
answer to this question. Nevertheless, this spectral curve is an interesting
playground to study the connection between the topological recursion and
quantum curves for spectral curves of genus greater than zero, since ev-
erything can be calculated very explicitly in terms of Weierstrass ℘ and ℘′

functions and Eisenstein series.
We initially study the wave-function ψ constructed as in [6]; this is known

as the perturbative wave-function. For the Weierstrass spectral curve, it is
obtained from the Wg,n through the standard equation

(1.5) ψ(z) = exp

(
1

~
∑

2g−1+n≥0

~2g+n−1

n!

∫ z

0
· · ·
∫ z

0(
Wg,n(z1, . . . , zn)− δg,0δn,2

dx(z1)dx(z2)

(x(z1)− x(z2))2

))
.

For this ψ(z) we follow the steps in [6], suitably generalized for our genus
one curve, and construct an order two differential operator that annihilates
ψ; however, it is not a quantum curve as defined above. But this was to
be expected; from matrix model theory, when the spectral curve has genus
greater than zero, the right wave-function to consider is not the perturbative
wave-function. Rather, it needs to be corrected non-perturbatively.

A non-perturbative partition function was defined in [19, 20] from the
topological recursion directly, without reference to matrix models. The idea
was to make the partition function modular invariant, which requires non-
perturbative corrections. From the non-perturbative partition function one
can define a non-perturbative wave-function as the Schlesinger transform
[3, 4]. This non-perturbative wave-function is the object that should be
annihilated by a quantum curve.
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We study the non-perturbative wave-function for the Weierstrass spec-
tral curve. To obtain a well defined power series expansion in ~, it turns out
that a quantization condition must be satisfied. The simplest elliptic curve
that satisfies the quantization condition is:

y2 = 4(x3 − 1),

which is of course a very special elliptic curve — for instance, its j-invariant
vanishes. Focusing on this spectral curve, through extensive symbolic calcu-
lations on Mathematica we calculate the wave-function up to order 5 in ~.
Remarkably, while the Wg,n become extremely complicated, they somehow
combine into very nice and simple elliptic functions in the non-perturbative
wave-function. Using these calculations we are able to construct a quantum
curve that annihilates the non-perturbative wave-function up to order ~5.
Perhaps unexpectedly, the quantization of the spectral curve includes non-
trivial ~ corrections — in fact probably an infinite number of such correc-
tions. Nonetheless, the quantum curve is a true quantization of the spectral
curve according to the definition above, as suggested by matrix model argu-
ments. Therefore we obtain a proof of the existence of the quantum curve
for the non-perturbative wave-function up to order ~5, for this particular
elliptic curve.

Going back to the perturbative wave-function, we perform the calcu-
lation of the differential operator in two different ways. It turns out that
equivalence of the two approaches implies an infinite sequence of identities
for A-cycle integrals of elliptic functions with quasi-modular properties. In
particular, an infinite sub-sequence relates A-cycle integrals of elliptic func-
tions to quasi-modular forms. In this paper, we write down explicitly only
the first few identities, but it would certainly be interesting to study whether
these identities are interesting from the point of view of elliptic functions
and quasi-modular forms. For instance, they may be related to the results
on quasi-modular forms obtained in [28]. We hope to report on that in the
near future.

Outline

In Section 2 we review background material on elliptic functions and quasi-
modular forms that will be needed in this paper. We also define the Eynard-
Orantin topological recursion. In Section 3, we generalize the approach of [6]
to construct an order two differential operator that annihilates the perturba-
tive wave-function. In Section 4, we construct the same differential operator
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using a different approach, via the Riemann bilinear identity. We explore
the connection and equivalence between the two approaches, which leads
to the proof of an infinite sequence of identities for elliptic functions and
quasi-modular forms. We briefly explore the first few of these identities in
Section 5. Then in Section 6 we study the non-perturbative wave-function
and construct a quantum curve up to order ~5. We conclude in Section 7,
with open questions and research avenues. Finally, we record in Appendix A
the first few Wg,n constructed from the Weierstrass spectral curve, and in
Appendix B we provide an independent proof of the simplest identity that
we obtained for elliptic functions, without reference to the topological re-
cursion.
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2. Topological recursion on Weierstrass spectral curve

2.1. Elliptic functions and modular forms

We start by defining standard objects that will be useful in this paper.
LetH = {τ ∈ C|=(τ) > 0} be the upper half-plane, and define the lattice

Λ = Z + Zτ . The quotient C/Λ is topologically a torus. Functions on C/Λ
are given by doubly periodic functions, known as elliptic functions.

The Weierstrass function ℘(z; τ) is an example of an elliptic function. It
is defined by

(2.1) ℘(z; τ) =
1

z2
+
∑
ω∈Λ∗

(
1

(z − ω)2
− 1

ω2

)
,

where Λ∗ = Λ \ {0}. The Weierstrass function ℘′(z; τ) is the derivative of
℘(z; τ) with respect to z; it is given by
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(2.2) ℘′(z; τ) = −2
∑
ω∈Λ

1

(z − ω)3
.

We also define the Weierstrass function ζ(z; τ) by

(2.3) ζ(z; τ) =
1

z
+
∑
ω∈Λ∗

(
1

z − ω
+

1

ω
+

z

ω2

)
.

This function is not elliptic; rather, it is quasi-elliptic, since

ζ(z + 1; τ) = ζ(z; τ) + 2ζ(1/2; τ) and

ζ(z + τ ; τ) = ζ(z; τ) + 2ζ(τ/2; τ).

It is clear that

(2.4) ℘(z; τ) = − d

dz
ζ(z; τ).

The Eisenstein series G2n(τ), for n ≥ 2, are defined by the uniformly
convergent series

(2.5) G2n(τ) =
∑
ω∈Λ∗

1

ω2n
.

They are weight 2n modular forms, which means that they transform as

(2.6) G2n (γτ) = (cτ + d)2nG2n(τ), ∀γ =

(
a b
c d

)
∈ SL(2,Z),

with

(2.7) γτ =
aτ + b

cτ + d
.

We can extend this definition to n = 1, but then the series is not abso-
lutely convergent anymore, so the order of summation matters. We define
the second Eisenstein series G2(τ)

(2.8) G2(τ) =
∑
m 6=0

1

m2
+
∑
n 6=0

∑
m∈Z

1

(m+ nτ)2
.

Because of the non-absolute convergence, we cannot change the order of
summation, and it can be shown that it implies that G2(τ) is not a modular
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form, but is rather a quasi-modular form of weight 2. This means that it
transforms with a shift, as

(2.9) G2 (γτ) = (cτ + d)2G2(τ)− 2πic(cτ + d).

We define the invariants

(2.10) g2(τ) = 60G4(τ), g3(τ) = 140G6(τ).

It is well known that the Weierstrass functions satisfy the equation

(2.11) ℘′(z; τ)2 = 4℘(z; τ)3 − g2(τ)℘(z; τ)− g3(τ).

In other words, x = ℘(z; τ) and y = ℘′(z; τ) parameterize the Weierstrass
curve

(2.12) y3 = 4x3 − g2(τ)x− g3(τ).

The Weierstrass ℘′(z; τ) has three simple zeros at the half-periods

(2.13) w1 =
1

2
, w2 =

τ

2
, w3 = −1

2
(1 + τ).

As is customary, we denote by

(2.14) e1 = ℘(w1; τ), e2 = ℘(w2; τ), e3 = ℘(w3; τ)

the value of the ℘(z; τ) function at the half-periods. We introduce the dis-
criminant

(2.15) ∆(τ) = g2(τ)3 − 27g3(τ)2 = 16(e1 − e2)2(e2 − e3)2(e3 − e1)2,

which is a modular form of weight 12.
The Weierstrass ℘(z; τ) function has a double pole at z = 0. Its expan-

sion near z = 0 has a nice form; it is given by

(2.16) ℘(z; τ) =
1

z2
+

∞∑
k=1

(2k + 1)G2k+2(τ)z2k.

Following, for instance, [33], let us define a new function P2(z; τ) by including
the k = 0 term in the sum above:

(2.17) P2(z; τ) = ℘(z; τ) +G2(τ).
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Of course P2(z; τ) is not modular anymore, it is quasi-modular, because of
G2(τ). It is straightforward to show that it can be rewritten as

(2.18) P2(z; τ) = (2πi)2
∑
n∈Z∗

nqnz
1− qn

,

where qz = exp(2πiz) and q = exp(2πiτ).

We also introduce P1(z; τ) such that dP1(z;τ)
dz = P2(z; τ). It follows that

(2.19) P1(z; τ) = 2πi
∑
n∈Z∗

qnz
1− qn

+A,

for some constant A. We fix A such that P1(−z; τ) = −P1(z; τ). It follows
that A = πi, that is,

(2.20) P1(z; τ) = 2πi

(∑
n∈Z∗

qnz
1− qn

+
1

2

)
.

In terms of standard elliptic functions, we get

(2.21) P1(z; τ) = −ζ(z; τ) +G2(τ)z.

P1(z; τ) is not elliptic anymore, but its transformation properties can be
calculated. It is straightforward to show that

(2.22) P1(z + 1; τ) = P1(z), P1(z + τ ; τ) = P1(z) + 2πi.

The second transformation is of course what makes it not quite elliptic.

2.2. Spectral curve

To define the topological recursion we need to introduce the notion of spec-
tral curve.

Definition 2.1. A spectral curve is a triple (Σ, x, y) where Σ is a Torelli
marked genus ĝ compact Riemann surface2 and x and y are meromorphic
functions on Σ, such that the zeros of dx do not coincide with the zeros
of dy.

2A Torelli marked compact Riemann surface Σ is a genus ĝ Riemann surface Σ
with a choice of symplectic basis of cycles (A1, . . . , Aĝ, B1, . . . , Bĝ) ∈ H1(Σ,Z).
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In this paper we will focus on one particular family of spectral curves,
which we call the Weierstrass spectral curve.

Definition 2.2. The Weierstrass spectral curve is defined by the triple
(Σ, x, y), where, Σ = C/Λ with lattice Λ = Z⊕ τZ, x = ℘(z; τ) and y =
℘′(z; τ). Then the meromorphic functions x and y identically satisfy the
Weierstrass equation

(2.23) y2 = 4x3 − g2(τ)x− g3(τ).

This is of course a genus one spectral curve, since Σ is a torus. In fact,
it is a family of curves, parametrized by the complex modulus τ .

As usual in topological recursion we are interested in the branched cov-
ering π : Σ→ P1 given by the meromorphic function x. For the Weierstrass
spectral curve, π is a double cover. The deck transformation that exchanges
the two sheets is simply given by z 7→ τ(z) = −z, since ℘(z; τ) is an even
function in z.

We denote by R the set of ramification points of π, which is given by
the zeros of dx and the poles of x of order ≥ 2. For the Weierstrass spectral
curve, since

(2.24) dx = ℘′(z; τ)dz,

the zeros of dx are given by the half-periods wi, i = 1, 2, 3 introduced earlier.
Moreover, x=℘(z; τ) has a double pole at z=0. ThereforeR={w1, w2, w3, 0}.

2.3. Geometric objects

For the topological recursion we also need the following objects that are
canonically defined on a genus ĝ compact Riemann surface Σ with a sym-
plectic basis of cycles for H1(Σ,Z).

Definition 2.3. Let a, b ∈ Σ. The canonical differential of the third kind
ωa−b(z) is a meromorphic one-form on Σ such that:

• it is holomorphic away from z = a and z = b;

• it has a simple pole at z = a with residue +1;

• it has a simple pole at z = b with residue −1;
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• it is normalized on A-cycles:

(2.25)

∮
z∈Ai

ωa−b(z) = 0, for i = 1, . . . , ĝ.

Definition 2.4. The canonical bilinear differential of the second kind
B(z1, z2) is the unique bilinear differential on Σ2 satisfying the conditions:

• It is symmetric, B(z1, z2) = B(z2, z1);

• It has its only pole, which is double, along the diagonal z1 = z2, with
leading order term (in any local coordinate z)

(2.26) B(z1, z2) →
z1→z2

dz1dz2

(z1 − z2)2
+ · · · ;

• It is normalized on A-cycles:

(2.27)

∮
z1∈Ai

B(z1, z2) = 0, for i = 1, . . . , ĝ.

Remark. It follows from the definition that

(2.28) B(z1, z2) = d1ω
z1−b(z2).

Equivalently,

(2.29) ωa−b(z) =

∫ a

z1=b
B(z1, z),

where the integral is taken over the unique homology chain with boundary
[a]− [b] that doesn’t intersect the homology basis.

It is not too difficult to identify what these objects are on the Weierstrass
spectral curve. Recall that Σ = C/Λ with lattice Λ = Z⊕ τZ. We fix the A-
cycle to be given by z ∈ [0, 1),3 and the B-cycle to be given by z ∈ [0, τ).
The canonical bilinear differential of the second kind is given by

(2.30) B(z1, z2) = P2(z1 − z2; τ)dz1dz2,

where P2(z; τ) was introduced in (2.17). First, it is symmetric, since P2(z; τ)
is an even function of z. Second, it is clear from (2.16) that it has a double

3To be precise, to integrate elliptic functions over A-cycles we need to shift it by
iε to avoid poles on the contour. For the same reason, a similar shift by a purely
real ε must be done when evaluating B-cycle integrals.
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pole on the diagonal with the right leading behavior. It has no other poles.
As for normalization, one can check that it is normalized on the A-cycle.

The canonical differential of the third kind is then given by

(2.31) ωa−b(z) = (P1(z − b; τ)− P1(z − a; τ)) dz.

2.4. Topological recursion

We now introduce the topological recursion formalism, which was first pro-
posed in [12, 18, 22, 23]. For clarity of presentation, we will only introduce
the formalism in the context of the Weierstrass spectral curve.

Let (Σ, x, y) be a spectral curve. The topological recursion constructs
an infinite tower of symmetric meromorphic differentials Wg,n(z1, . . . , zn),
known as correlation functions, on Σn. We now consider the special case
where (Σ, x, y) is the Weierstrass spectral curve.

Definition 2.5 (Topological recursion). We first define the initial con-
ditions

W0,1(z) = y(z)dx(z) = ℘′(z; τ)2dz,(2.32)

W0,2(z1, z2) = B(z1, z2) = P2(z1 − z2; τ)dz1dz2.(2.33)

Let z = {z1, . . . , zn} ∈ Σn. For n ≥ 0, g ≥ 0 and 2g − 2 + n ≥ 0, we uni-
quely construct symmetric meromorphic differentials Wg,n on Σn with poles
along R via the Eynard-Orantin topological recursion:

(2.34) Wg,n+1(z0, z) =
∑
a∈R

Res
z=a

K(z0; z)R(2)Wg,n+1(z,−z; z),

where the recursion kernel is given by

K(z0; z) =
ωz−α(z0)

(y(z)− y(−z))dx(z)
(2.35)

=
(P1(z0 − α; τ)− P1(z0 − z; τ)) dz0

2℘′(z; τ)2dz
,

with α an arbitrary base point on Σ (it can be checked that the definition
is independent of the choice of α, as a long as it is generic). The recursive
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structure is given by

(2.36) R(2)Wg,n+1(z,−z; z)

= Wg−1,n+2(z,−z, z) +
∑

g1+g2=g

′∑
I∪J=z

Wg1,|I|+1(z, I)Wg2,|J |+1(−z, J).

In the second sum we are summing over all disjoint subsets I, J ⊂ z whose
union is z, and the prime means that we exclude the cases (g1, |I|) = (0, 0)
and (g2, |J |) = (0, 0).

We can compute the first few correlation functions explicitly for the
Weierstrass spectral curve. Those are presented in Appendix A.

For later reference we also introduce the free energies Fg := Wg,0, g ≥ 2,
for the spectral curve. Those are obtained via the auxiliary equation

(2.37) Fg =
1

2− 2g

∑
a∈R

Res
z=a

φ(z)Wg,1(z),

with φ(z) =
∫
y(z)dx(z) an arbitrary antiderivative of the one-form ydx.

2.5. Quantum curve

The purpose of this paper is to related the meromorphic differentials Wg,n

constructed from the topological recursion to the WKB asymptotic solution
of a differential operator, known as a quantum curve. The connection will
be explored in more detail later on in this paper, but for clarity and further
reference let us define here what we mean by quantum curve.

Consider a spectral curve (Σ, x, y). Let P (x, y) = 0 be the minimal irre-
ducible polynomial equation satisfied by x and y. Assume that it has degree
d in y.

Define the quantization of the variables x and y as:

(2.38) x̂ = x, ŷ = ~
d

dx
,

such that [ŷ, x̂] = ~.

Definition 2.6 (Quantum curve). Let P̂ (x̂, ŷ; ~) be a polynomial in x̂
and ŷ of degree d in ŷ, with coefficients that are possibly power series in
~. P̂ (x̂, ŷ; ~) is an order d differential operator in x, with polynomial coef-
ficients in x that are possibly power series in ~. We say that P̂ (x̂, ŷ; ~) is
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a quantum curve (of the original spectral curve) if, after normal ordering
(that is bringing all the x̂’s to the left of the ŷ’s), it takes the form

(2.39) P̂ (x̂, ŷ; ~) = P (x̂, ŷ) +
∑
n≥1

~nPn(x̂, ŷ),

where the leading order term P (x̂, ŷ) recovers the original spectral curve
(normal ordered), and the Pn(x̂, ŷ) are differential operators in x of order at
most d− 1.

We note here that the requirement that the Pn(x̂, ŷ) have order at most
d− 1 is equivalent to requiring that the coefficient of the highest degree ŷd

term in P̂ (x̂, ŷ; ~) does not depend on ~.
As an example that will be particularly relevant later on, consider the

elliptic spectral curve y2 = 4(x3 − 1). According to the definition above, a
quantum curve for this spectral curve must take the form

(2.40) P̂ (x̂, ŷ; ~) = ~2 d2

dx2
− 4(x3 − 1) +

∑
i≥2

~iAi(x)
d

dx
+
∑
j≥1

~jBj(x),

with the Ai(x) and Bj(x) polynomials in x.

3. Perturbative wave-function: first approach

In this section we approach the problem of constructing the quantum curve
for the Weierstrass spectral curve naively. We apply the method of [6] di-
rectly with a few modifications. The idea here is to construct the wave-
function as in [6], which is what we will call the “perturbative wave-function”,
and then show that it is annihilated by an order two differential operator.
However, this differential operator is not a quantum curve, according to
Definition 2.6. But this is because, as we will see in Section 6, and as is
already expected from matrix models (see for instance [3]), the perturba-
tive wave-function is not the right object to look at. For spectral curves of
genus ≥ 1, one should use the non-perturbative wave-function to construct
the quantum curve. We will study that in more detail in Section 6.

Coming back to the goal of this section, recall that in [6] quantum curves
were obtained for all spectral curves whose Newton polygons have no inte-
rior point and that are smooth as affine curves. Of course, the Weierstrass
spectral curve does not fall into that class, since its Newton polygon has an
interior point (it has genus one). However, the main results of [6] can be
adapted for this particular case, which is what we do in this section.
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In this section we borrow heavily on the notation and calculations of
[6], even though the calculations are much simpler in the case at hand. The
reader may want to refer to this paper for more detail.

3.1. Reconstructing loop equations

The first step in [6] is to reconstruct some sort of “loop equations” from
the topological recursion. This is the content of Lemma 4.7 in [6]. Let us
recall the notation. Here we focus on the Weierstrass spectral curve with the
branched covering π. Since π is a double cover and the deck transformation
is given by z 7→ −z, the objects introduced in [6] simplify drastically.

We first define

Q
(2)
g,n+1(z; z) = Wg−1,n+2(z,−z, z)(3.1)

+
∑

g1+g2=g

∑
I∪J=z

Wg1,|I|+1(z, I)Wg2,|J |+1(−z, J).

This is just like the recursive structure R(2)Wg,n+1(z,−z; z) introduced
in (2.36), but with the (g1, |I|) = (0, 0) and (g2, |J |) = (0, 0) terms included.

In our context, Lemma 4.7 of [6] becomes the following statement:

Lemma 3.1. For 2g − 2 + n ≥ 0, the meromorphic one-forms (in z)

(3.2) dz

(
Q

(2)
g,n+1(z; z)

dx(z)2

)
.

can only have poles (in z) at z = ±zi, i = 1, . . . , n.

Proof. The proof of Lemma 4.7 presented in [6] only requires the spectral
curve to be smooth as an affine curve; it does not require the property that
the Newton polygon has no interior point. Since the Weierstrass spectral
curve is generically smooth as an affine curve, the proof goes through un-
touched. �

The next step in the approach of [6] is to prove Lemma 4.8, Lemma 4.9
and Theorem 4.12. Here the proofs need to be modified, and the results will
differ. So let us go through these statements carefully.

The first lemma is
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Lemma 3.2. For the Weierstrass spectral curve,

(3.3)
Q

(2)
0,1(z)

dx(z)2
= −4x(z)3 + g2(τ)x(z) + g3(τ).

Proof. This is straightforward since

(3.4)
Q

(2)
0,1(z)

dx(z)2
=
W0,1(z)W0,1(−z)

dx(z)2
= y(z)y(−z) = −y(z)2.

�

The second lemma is a little more involved:

Lemma 3.3. For the Weierstrass spectral curve,

(3.5)
Q

(2)
0,2(z; z1)

dx(z)2
= −dz1

(
1

(x(z)− x(z1))

W0,1(z1)

dx(z1)

)
− 2P2(z1; τ)dz1.

Proof. Here the proof from [6] needs to be modified, so let us do it carefully.
We have:

Q
(2)
0,2(z; z1)

dx(z)2
=
B(z, z1)

dx(z)

W0,1(−z)
dx(z)

+
B(−z, z1)

dx(z)

W0,1(z)

dx(z)

=− B(z, z1)

dx(z)

W0,1(z)

dx(z)
− B(−z, z1)

dx(z)

W0,1(−z)
dx(z)

=− Res
z′=z

B(z′, z1)

x(z′)− x(z)

W0,1(z′)

dx(z′)
− Res
z′=−z

B(z′, z1)

x(z′)− x(z)

W0,1(z′)

dx(z′)
.(3.6)

Now the expression

(3.7)
B(z′, z1)

x(z′)− x(z)

W0,1(z′)

dx(z′)

is a meromorphic one-form in z′ on the compact Riemann surface Σ. There-
fore, the sum of its residues must vanish. Its only poles are at z′ = z1,
z′ = ±z, and at the pole of W0,1(z′)

dx(z′) = y(z′), that is, at z′ = 0.4 Thus we

4This is where the proof differs from [6]. When the Newton polygon has no interior
point, the only poles are at z′ = z1 and at z′ = τi(z) where τi(z) indexes the sheets
of the branched covering π.
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get

Q
(2)
0,2(z; z1)

dx(z)2
=− Res

z′=z1

B(z′, z1)

x(z)− x(z′)

W0,1(z′)

dx(z′)
− Res
z′=0

B(z′, z1)

x(z)− x(z′)

W0,1(z′)

dx(z′)

=− dz1
(

1

x(z)− x(z1)

W0,1(z1)

dx(z1)

)
− 2P2(z1; τ)dz1,(3.8)

where we used the fact that ℘(z; τ) ∼ 1
z2 near z = 0, ℘′(z; τ) ∼ − 2

z3 , and
B(z1, z2) = P2(z1 − z2; τ)dz1dz2. �

Remark. Note that by replacing both the left-hand-side and right-hand-
side of Lemma 3.3 in terms of elliptic functions, one can show that the
statement above reduces to the well known identity:

P2(z − z1; τ) + P2(z + z1; τ)(3.9)

=
℘′′(z1; τ)

℘(z; τ)− ℘(z1; τ)
+

℘′(z1; τ)2

(℘(z; τ)− ℘(z1; τ))2
+ 2P2(z1; τ).

And finally, the main result that replaces Theorem 4.12 of [6] is the
following theorem:

Proposition 3.4. For the Weierstrass spectral curve, for 2g − 2 + n ≥ 0,

Q
(2)
g,n+1(z; z)

dx(z)2
= −

n∑
i=1

dzi

(
1

x(z)− x(zi)

Wg,n(z)

dx(zi)

)
(3.10)

− 2

(
Wg,n+1(z′, z)

dz′

)
z′=0

.

For (g, n) = (0, 1),

(3.11)
Q

(2)
0,2(z; z1)

dx(z)2
= −dz1

(
1

(x(z)− x(z1))

W0,1(z1)

dx(z1)

)
− 2P2(z1; τ)dz1,

while for (g, n) = (0, 0),

(3.12)
Q

(2)
0,1(z)

dx(z)2
= −4x(z)3 + g2(τ)x(z) + g3(τ).

Proof. The cases (g, n) = (0, 0) and (g, n) = (0, 1) were proven in the two
previous lemmas. So let us focus on 2g − 2 + n ≥ 0.
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First, notice that we can write

Q
(2)
g,n+1(z; z)

dx(z)2
=
y(z)dz

dx(z)

Q
(2)
g,n+1(z; z)

dx(z)2

=
1

2

(
−y(−z)dz

dx(z)

Q
(2)
g,n+1(−z; z)

dx(z)2
+
y(z)dz

dx(z)

Q
(2)
g,n+1(z; z)

dx(z)2

)

=
1

2

(
Res
z′=z

y(z′)dz′

x(z′)− x(z)

Q
(2)
g,n+1(z′; z)

dx(z′)2

+ Res
z′=−z

y(z′)dz′

x(z′)− x(z)

Q
(2)
g,n+1(z′; z)

dx(z′)2

)
.(3.13)

The expression

(3.14)
y(z′)dz′

x(z′)− x(z)

Q
(2)
g,n+1(z′; z)

dx(z′)2

is a meromorphic one-form in z′ on a compact Riemann surface, hence the
sum of its residues must be zero. But recall that the one-forms

(3.15) dz′

(
Q

(2)
g,n+1(z′; z)

dx(z′)2

)

can only have poles (in z′) at z′ = ±zi, i = 1, . . . , n. Therefore, the expression

(3.16)
y(z′)dz′

x(z′)− x(z)

Q
(2)
g,n+1(z′; z)

dx(z′)2

can only have poles (in z′) at z′ = ±z, z′ = ±zi, i = 1, . . . , n, and at the pole
of y(z′), that is, at z′ = 0.5 Thus we get

5Again, this last pole at z′ = 0 does not occur when the spectral curve is such
that its Newton polygon has no interior point. This is what makes the Weierstrass
spectral curve different from the curves studied in [6].
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Q
(2)
g,n+1(z; z)

dx(z)2
=

1

2

(
n∑
i=1

Res
z′=±zi

y(z′)dz′

x(z)− x(z′)

Q
(2)
g,n+1(z′; z)

dx(z′)2

+Res
z′=0

y(z′)dz′

x(z)− x(z′)

Q
(2)
g,n+1(z′; z)

dx(z′)2

)

=
1

2

n∑
i=1

(
Res
z′=zi

y(z′)dz′

x(z)− x(z′)

B(z′, zi)Wg,n(−z′, z \ {zi})
dx(z′)2

+ Res
z′=−zi

y(z′)dz′

x(z)− x(z′)

B(−z′, zi)Wg,n(z′, z \ {zi})
dx(z′)2

)
+

(
Q

(2)
g,n+1(z′; z)

dx(z′)2

)
z′=0

= −
n∑
i=1

dzi

(
y(zi)dzi

x(z)− x(zi)

Wg,n(z)

dx(zi)2

)
− 2

(
Wg,n+1(z′; z)

dz′

)
z′=0

= −
n∑
i=1

dzi

(
1

x(z)− x(zi)

Wg,n(z)

dx(zi)

)
− 2

(
Wg,n+1(z′; z)

dz′

)
z′=0

.(3.17)

Here we used the fact that as z′ → 0, we have that

(3.18)
Q

(2)
g,n+1(z′; z)

dx(z′)2
→ W0,1(z′)Wg,n+1(−z′; z) +W0,1(−z′)Wg,n+1(z′; z)

dx(z′)2
,

since all other terms vanish because z′ = 0 is a pole of dx(z′). �

The following corrollary then follows directly from the definition of

Q
(2)
g,n+1(z; z) and the fact that

(3.19) W0,2(z, z1) +W0,2(−z, z1) =
dx(z)dx(z1)

(x(z)− x(z1))2
.
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Corollary 3.1. For 2g − 2 + n ≥ 0,

− Wg−1,n+2(−z, z, z)

dx(z)2
(3.20)

+
∑

g1+g2=g

∑
I∪J=z

Wg1,|I|+1(−z, I)

dx(z)

Wg2,|J |+1(−z, J)

dx(z)

−
n∑
i=1

(
dx(zi)

(x(z)− x(zi))2

Wg,n(−z, z \ {zi})
dx(z)

−dzi
(

1

x(z)− x(zi)

Wg,n(−zi, z \ {zi})
dx(zi)

))
+ 2

(
Wg,n+1(−z′, z)

dz′

)
z′=0

= 0.

For (g, n) = (0, 1),

(3.21) 2
W0,2(−z, z1)

dx(z)

W0,1(−z)
dx(z)

− dx(z1)

(x(z)− x(z1))2

W0,1(−z)
dx(z)

+ dz1

(
1

(x(z)− x(z1))

W0,1(−z1)

dx(z1)

)
− 2P2(z1; τ)dz1 = 0,

while for (g, n) = (0, 0),

(3.22) 2
W0,1(−z)W0,1(−z)

dx(z)2
− 4x(z)3 + g2(τ)x(z) + g3(τ) = 0.

3.2. Integration

The next step is to integrate the equation above. Following the notation in
[6], we choose the integration divisor to be D = [z]− [0], since z = 0 is the
only pole of x(z). While z = 0 is in R, it is easy to show that the correlation
functions do not have poles at z = 0, therefore the integrals will converge.

Definition 3.5. We define

(3.23) Gg,n+1(z; z) =

∫ z1

0
· · ·
∫ zn

0
Wg,n+1(−z, z1, . . . , zn).

Note that we are integrating in each variable z1, . . . , zn, with base point 0,
but we are not integrating in the variable z.

Now we can integrate Corollary 3.1 in z1, . . . , zn. We get:
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Lemma 3.6. For 2g − 2 + n ≥ 0,

−
(

∂

∂x(zn+1)

Gg−1,n+2(z; z, zn+1)

dx(z)

)
zn+1=z

(3.24)

+
∑

g1+g2=g

∑
I∪J=z

Gg1,|I|+1(z; I)

dx(z)

Gg2,|J |+1(z; J)

dx(z)

−
n∑
i=1

(
1

x(zi)− x(z)

(
Gg,n(zi; z \ {zi})

dx(zi)
− Gg,n(z; z \ {zi})

dx(z)

))
+ 2

(
Gg,n+1(z′; z)

dz′

)
z′=0

= 0.

For (g, n) = (0, 1),

(3.25) 2
G0,2(z; z1)

dx(z)

G0,1(z)

dx(z)

− 1

x(z1)− x(z)

(
G0,1(z1)

dx(z1)
− G0,1(z)

dx(z)

)
− 2P1(z1; τ) = 0,

while for (g, n) = (0, 0),

(3.26) 2
G0,1(z)G0,1(z)

dx(z)2
− 4x(z)3 + g2(τ)x(z) + g3(τ) = 0.

Proof. The integration is straightforward; all we need to do is be careful
with the base point 0.

For 2g − 2 + n ≥ 0, integrating the terms inside the summation
∑n

i=1

gives rise to a term of the form
(3.27)

n∑
i=1

lim
zi=0

(
1

x(z)− x(zi)

Gg,n(z; z \ {zi})
dx(z)

− 1

x(z)− x(zi)

Gg,n(zi; z \ {zi})
dx(zi)

)
.

The first term clearly vanishes since zi = 0 is a pole of x(zi). As for the
second term, it also vanishes, because Gg,n(zi; z \ {zi}) cannot have a pole
at zi = 0. Hence we get the expression in the Lemma.

For (g, n) = (0, 1), integrating in z1 gives rise to a term of the form

lim
z1=0

[
1

x(z1)− x(z)

(
G0,1(z1)

dx(z1)
− G0,1(z)

dx(z)

)
+ 2P1(z1; τ)

]
(3.28)

= lim
z1=0

[
1

x(z1)− x(z)
(−y(z1) + y(z)) + 2P1(z1; τ)

]
.
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But since, as z1 → 0,

x(z1) = ℘(z1; τ)→ 1

z2
1

, y(z1) = ℘′(z1; τ)→ − 2

z3
1

,(3.29)

P1(z1; τ)→ − 1

z1
,

we see that the limit actually vanishes. Thus we get expression in the Lemma.
As for (g, n) = (0, 0), we are not integrating so the expression is obvious.

�

3.3. Principal specialization

Then we “principal specialize” by setting z1 = . . . = zn = z. We define

(3.30) Ĝg,n+1(z′; z) = Gg,n+1(z′; z, . . . , z).

We get:

Lemma 3.7. For 2g − 2 + n ≥ 0,

− 1

n+ 1

(
d

dx(z)

Ĝg−1,n+2(z′; z)

dx(z′)

)
z′=z

(3.31)

+
∑

g1+g2=g

n∑
m=0

n!

m!(n−m)!

Ĝg1,m+1(z; z)

dx(z)

Ĝg2,n−m+1(z; z)

dx(z)

− n

(
d

dx(z′)

Ĝg,n(z′; z)

dx(z′)

)
z′=z

+ 2

(
Ĝg,n+1(z′; z)

dz′

)
z′=0

= 0.

For (g, n) = (0, 1),

(3.32) 2
Ĝ0,2(z; z)

dx(z)

Ĝ0,1(z)

dx(z)
− d

dx(z)

(
Ĝ0,1(z)

dx(z)

)
− 2P1(z; τ) = 0,

while for (g, n) = (0, 0),

(3.33) 2
Ĝ0,1(z)Ĝ0,1(z)

dx(z)2
− 4x(z)3 + g2(τ)x(z) + g3(τ) = 0.

Proof. This is straightforward, the only terms that need to be treated care-
fully are those that give rise to the derivatives. �
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Finally, we sum over g and n. More precisely, we define

(3.34) ξ1(z′; z) = −
∞∑

g,n=0

~2g+n

n!

Ĝg,n+1(z′; z)

dx(z′)
.

Multiplying the equations in Lemma 3.7 by ~2g+n

n! , and summing over g and
n, we get:

Lemma 3.8.

~
d

dx(z)
ξ1(z; z) + ξ1(z; z)2 − 4x(z)3 + g2(τ)x(z) + g3(τ)(3.35)

− 2~P1(z; τ) + 2
∑

2g−2+n≥0

~2g+n

n!

(
Ĝg,n+1(z′; z)

dz′

)
z′=0

= 0.

�

3.4. Differential operator

As in [6] we introduce the perturbative wave-function:

(3.36) ψ(z) = exp

(
1

~
∑

2g−1+n≥0

~2g+n−1

n!

∫ z

0
· · ·
∫ z

0(
Wg,n(z1, . . . , zn)− δg,0δn,2

dx(z1)dx(z2)

(x(z1)− x(z2))2

))
,

and we define

(3.37) ψ1(z′; z) = ψ(z)ξ1(z′; z).

Then it is easy to show that

(3.38) ψ1(z; z) = ~
d

dx
ψ(z).

(see Lemma 5.10 in [6].) It follows that we can rewrite (3.35) as:
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Theorem 3.9.

(3.39)

[
~2 d

2

dx2
− 4x(z)3 + g2(τ)x(z) + g3(τ)− 2~P1(z; τ)

+2
∑

2g−2+n≥0

~2g+n

n!

(
Ĝg,n+1(z′; z)

dz′

)
z′=0

ψ(z) = 0.

Proof. We start with (3.35), multiply by ψ(z), to get

~ψ(z)
d

dx
ξ1(z; z) + ψ1(z; z)ξ1(z; z)(3.40)

+ (−4x(z)3 + g2(τ)x(z) + g3(τ))ψ(z)

− 2~P1(z; τ)ψ(z) + 2ψ(z)
∑

2g−2+n≥0

~2g+n

n!

(
Ĝg,n+1(z′; z)

dz′

)
z′=0

= 0.

But

~ψ(z)
d

dx
ξ1(z; z) = ~

d

dx
ψ1(z; z)− ξ1(z; z)~

d

dx
ψ(z)

= ~2 d
2

dx2
ψ(z)− ξ1(z; z)ψ1(z; z),(3.41)

thus the equation becomes

(3.42) ~2 d
2

dx2
ψ(z) + (−4x(z)3 + g2(τ)x(z) + g3(τ))ψ(z)

− 2~P1(z; τ)ψ(z) + 2ψ(z)
∑

2g−2+n≥0

~2g+n

n!

(
Ĝg,n+1(z′; z)

dz′

)
z′=0

= 0.

�

Theorem 3.9 gives an order two differential operator that annihilates
the perturbative wave-function ψ(z). However, this is not a quantum curve,
according to Definition 2.6. It has an infinite series of ~ corrections, and those
corrections are not polynomials in x; in fact they are not even functions of x.
They also have poles at the ramification points of the branched covering π.

What we have constructed is an order two differential operator that kills
the standard perturbative wave-function (3.36), but it is not a quantum
curve. However, it may be possible to define a new wave-function, which can
be obtained from ψ, and that is annihilated by a proper quantum curve. To
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achieve this, we need to define the non-perturbative wave-function, which
we will do in Section 6.

Remark. We remark here that we checked numerically on Mathematica
that Theorem 3.9 is indeed satisfied for the first few orders in ~.

4. Perturbative wave-function: second approach

In this section we study a second approach to obtain the order two differ-
ential operator that kills the perturbative wave-function. We will see that
we obtain a differential operator that looks quite different a priori from the
differential operator obtained in the previous section. But we can prove that
the two are equivalent. In fact, this equivalent gives rise to an infinite tower
of identities for cycle integrals of elliptic functions.

We start with the topological recursion (Equation 2.34):
(4.1)

Wg,n+1(z0, z) = dz0

∑
a∈R

Res
z=a

(∫ z

α
P2(z′ − z0; τ)dz′

)
R(2)Wg,n+1(z,−z; z)

2℘′(z; τ)2dz
.

We now wish to express the sum over residues around poles in R in terms
of residues of the other poles of the integrand. If the integrand was a well
defined meromorphic differential in z over the compact Riemann surface Σ,
then the sum of its residues at all poles would have to vanish. However, it is
not a well defined meromorphic differential in z; because of the line integral
from α to z, it is only defined in the fundamental domain. Thus what we
need to use is the Riemann bilinear identity.

4.1. Riemann bilinear identity

The integral form of the Riemann bilinear identity can be stated as follows:

∑
all poles b of uη

Res
z=b

uη =
1

2πi

g∑
j=1

(∮
Bj

ω

∮
Aj

η −
∮
Bj

η

∮
Aj

ω

)
,

where η is a meromorphic differential on the compact Riemann surface Σ of
genus g, and (Aj , Bj), j = 1, . . . , g is a symplectic basis of cycles. Moreover,

(4.2) u(z) =

∫ z

α
ω,
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where ω is a residueless meromorphic differential, α is an arbitrary base
point, and the line integral is taken in the fundamental domain.

We can apply the Riemann bilinear identity to (4.1). First, we have that∑
all poles b

Res
z=b

(∫ z

α
P2(z′ − z0; τ)dz′

)
R(2)Wg,n+1(z,−z; z)

2℘′(z; τ)2dz
(4.3)

=
1

2πi

(∮
B
P2(z − z0; τ) dz

∮
A

R(2)Wg,n+1(z,−z; z)

2℘′(z; τ)2dz

−
∮
A
P2(z − z0; τ) dz

∮
B

R(2)Wg,n+1(z,−z; z)

2℘′(z; τ)2dz

)
.

We note that:

(4.4)

∮
A
P2(z − z0; τ) dz = 0,

∮
B
P2(z − z0; τ) dz = 2πi,

thus
(4.5)∑

all poles b

Res
z=b

(∫ z

α
P2(z′ − z0; τ)dz′

)
R(2)Wg,n+1(z,−z; z)

2℘′(z; τ)2dz
= Bg,n+1(z).

where we defined

Bg,n+1(z) :=

∮
A

R(2)Wg,n+1(z,−z; z)

2℘′(z; τ)2dz
.

But the poles b can be separated into poles in R and poles that are not in
R, which means that we can rewrite 4.1 as:

(4.6)
Wg,n+1(z0, z)

dz0
= Bg,n+1(z)

−
∑
a/∈R

Res
z=a

(P1(z − z0; τ)− P1(α− z0; τ))
R(2)Wg,n+1(z,−z; z)

2℘′(z; τ)2dz

Given this equation we now seek to write it in a form (nearly) identical
to Equation (3.20). To do this we must first calculate the residues.

4.2. Calculating the residues

Now since, P1(z − z0)→ − 1
z−z0 as z → z0, we see that there is a simple pole

at z = z0. However there is also a collection of poles at each of the marked
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points zj (with j = {1, · · · , n}) coming from the recursive structure. To see
this more clearly, let us examine Equation (2.36) more closely:

R(2)Wg,n+1(z,−z; z)(4.7)

= Wg−1,n+2(z,−z, z) +
∑

stable

Wg1,|I|+1(z, I)Wg2,|J |+1(−z, J)

+

n∑
j=1

W0,2(z, zj)Wg,n(−z, z/zj) +W0,2(−z, zj)Wg,n(z, z/zj).

The “stable” sum term excludes the cases where either (g1, |I|) or (g2, |J |)
is equal to (0, 0) or (0, 1). From here we note that as z → ±zj ,W0,2(±z, zj)→
± dzdzj

(z∓zj)2 , hence there are second order poles at each of the points ±zj (with

j = {1, · · · , n}). Now we can proceed to calculate the residues:

Residue at z0(4.8)

= − dz0

2℘′(z0; τ)2

(
Wg−1,n+2(z0,−z0, z)

dz2
0

+
∑

g1+g2=g

′∑
I∪J=z

Wg1,|I|+1(z0, I)

dz0

Wg2,|J |+1(−z0, J)

dz0

)

Residue at zi(4.9)

= dzi

(
P1(zi − z0; τ)− P1(α− z0; τ)

2℘′(zi, τ)2dzi
Wg,n(−zi, z/zi)

)
dz0

Residue at (−zi)(4.10)

= dzi

(
P1(zi + z0; τ) + P1(α− z0; τ)

2℘′(zi, τ)2dzi
Wg,n(−zi, z/zi)

)
dz0

Summing all of these contributions, dividing both sides by dz0 and re-
arranging the expression we arrive at:
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Proposition 4.1. For 2g − 2 + n ≥ 0,

− Wg−1,n+2(−z0, z0, z)

dx(z0)2
(4.11)

+
∑

g1+g2=g

∑
I∪J=z

Wg1,|I|+1(−z0, I)

dx(z0)

Wg2,|J |+1(−z0, J)

dx(z0)

−
n∑
i=1

(
dx(zi)

(x(z0)− x(zi))2

Wg,n(−z0, z \ {zi})
dx(z0)

−dzi
(

1

x(z0)− x(zi)

Wg,n(−zi, z \ {zi})
dx(zi)

))
+

n∑
i=1

dzi

(
2P1(zi; τ)

℘′(zi; τ)

Wg,n(−zi, z \ {zi})
dx(zi)

)
− 2Bg,n+1(z) = 0.

For (g, n) = (0, 1),

(4.12) 2
W0,2(−z0, z1)

dx(z0)

W0,1(−z0)

dx(z0)
− dx(z1)

(x(z0)− x(z1))2

W0,1(−z0)

dx(z0)

+ dz1

(
1

(x(z0)− x(z1))

W0,1(−z1)

dx(z1)

)
+ dz1

(
2P1(z1; τ)

℘′(z1; τ)

W0.1(−z1)

℘′(z1); τ

)
= 0,

while for (g, n) = (0, 0),

(4.13) 2
W0,1(−z0)W0,1(−z0)

dx(z)2
− 4x(z)3 + g2(τ)x(z) + g3(τ) = 0.

This is to compare with Corollary 3.1 obtained in the previous section.

4.3. Differential operator

From Proposition 4.1 we want to obtain a differential operator that anni-
hilates the perturbative wave-function. We follow the procedure outlined in
the previous section. We arrive at the following differential equation:

Theorem 4.2.

(4.14)

[
~2 d2

dx2
− 2~2P1(z; τ)

℘′(z; τ)

d

dx
− 4x(z)3 + g2(τ)x(z) + g3(τ)

− 2
∑

2g−2+n≥0

~2g+n

n!

(∫ z

0
· · ·
∫ z

0
Bg,n+1(z)

)]
ψ(z) = 0.
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This is to be contrasted with the differential operator that was obtained
in Theorem 3.9. The perturbative wave-function ψ is the same for both
Theorems. It is then expected that the two differential equations should be
equivalent, even though they look quite different a priori.

4.4. Connection with the calculation of the previous section

In the previous section, we calculated a differential equation satisfied by ψ;
in this section we also computed a differential equation satisfied by ψ, which
looks different a priori. Let us now show that they are the same.

First, let us compare Proposition 4.1 with Corollary 3.1 of the previ-
ous section. In particular, for Equation (4.11) to be equivalent to Equa-
tion (3.20), the following identity must hold:

Corollary 4.1. For the Weierstrass spectral curve, for 2g − 2 + n ≥ 0,

Bg,n+1(z) = −
(
Wg,n+1(−z0, z)

dz0

)
z0=0

(4.15)

+

n∑
i=1

dzi

(
P1(zi; τ)

℘′(zi; τ)

Wg,n(−zi, z \ {zi})
dx(zi)

)
.

This is a non-trivial identity between elliptic functions; in fact, it gives
an infinite tower of expressions for cycle integrals of elliptic functions. We
will come back to that in the next subsection. But we note here that we can
also prove Corollary 4.1 directly.

We start with (4.6), which we rewrite as

(4.16) Bg,n+1(z) = −Wg,n+1(−z0, z)

dz0

+
∑
a/∈R

Res
z=a

(P1(z − z0; τ)− P1(α− z0; τ))
R(2)Wg,n+1(z,−z; z)

2℘′(z; τ)2dz
.

We take the limit as z0 → 0. We obtain

(4.17) Bg,n+1(z) = −
(
Wg,n+1(−z0, z)

dz0

)
z0=0

+
∑
a/∈R

Res
z=a

(P1(z; τ)− P1(α; τ))
R(2)Wg,n+1(z,−z; z)

2℘′(z; τ)2dz
.



i
i

“2-Bouchard” — 2018/6/20 — 11:22 — page 282 — #30 i
i

i
i

i
i

282 V. Bouchard, N. K. Chidambaram, and T. Dauphinee

The only poles in the sum over a /∈ R are at z = ±zi, for i = 1, . . . , n. The
residue at z = zi gives rise to a term of the form

(4.18) dzi

(
P1(zi; τ)− P1(α; τ)

2℘′(zi; τ)

Wg,n(−zi, z \ {zi})
dx(zi)

)
,

while the residue at z = −zi gives rise to a term of the form

(4.19) dzi

(
P1(zi; τ) + P1(α; τ)

2℘′(zi; τ)

Wg,n(−zi, z \ {zi})
dx(zi)

)
.

Putting those together, we obtain

Bg,n+1(z) = −
(
Wg,n+1(−z0, z)

dz0

)
z0=0

(4.20)

+

n∑
i=1

dzi

(
P1(zi; τ)

℘′(zi; τ)

Wg,n(−zi, z \ {zi})
dx(zi)

)
,

which is precisely (4.15).
We can also compare Theorem 4.2 with Theorem 3.9 of the previous

section. These give two differential equations satisfied by the perturbative
wave-function ψ. For Theorems 3.9 and 4.2 to be equivalent, we need the
following equation for the wave-function ψ to be satisfied:

Corollary 4.2.−~P1(z; τ) +
∑

2g−2+n≥0

~2g+n

n!

(
Ĝg,n+1(z′; z)

dz′

)
z′=0

ψ(4.21)

= −

 ∑
2g−2+n≥0

~2g+n

n!

(∫ z

0
· · ·
∫ z

0
Bg,n+1(z)

)
+ ~2P1(z; τ)

℘′(z; τ)

d

dx

ψ.
It turns out that we can indeed show directly that this is the case. We

start with (4.15), which is valid for 2g − 2 + n ≥ 0:

Bg,n+1(z) = −
(
Wg,n+1(−z′, z)

dz′

)
z′=0

(4.22)

+

n∑
i=1

dzi

(
P1(zi; τ)

℘′(zi; τ)

Wg,n(−zi, z \ {zi})
dx(zi)

)
.
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We integrate in z1, . . . , zn from 0 to z, multiply by ~2g+n

n! , and sum over g
and n from 2g − 2 + n ≥ 0. We get:∑

2g−2+n≥0

~2g+n

n!

(∫ z

0
· · ·
∫ z

0
Bg,n+1(z)

)
(4.23)

= −
∑

2g−2+n≥0

~2g+n

n!

(
Ĝg,n+1(z′; z)

dz′

)
z′=0

+
∑

2g−2+n≥0

~2g+n

(n− 1)!

P1(z; τ)

℘′(z; τ)2

Ĝg,n(z; z)

dz
.

Then, using (3.38), we notice that

~
d

dx
ψ(z) = ψ1(z; z)

=

℘′(z; τ)− 1

℘′(z; τ)

∑
2g−2+n≥−1

~2g+n

n!

Ĝg,n+1(z; z)

dz

ψ(z).(4.24)

Redefining the index in the sum and multiplying the equation by ~, we get

~2 d

dx
ψ(z) =

~℘′(z; τ)− 1

℘′(z; τ)

∑
2g−2+n≥0

~2g+n

(n− 1)!

Ĝg,n(z; z)

dz

ψ(z).(4.25)

Going back to (4.23), we multiply by −ψ(z) and use the above to rewrite it
as

−

 ∑
2g−2+n≥0

~2g+n

n!

(∫ z

0
· · ·
∫ z

0
Bg,n+1(z)

)
+ ~2P1(z; τ)

℘′(z; τ)

d

dx

ψ(z)

=

−~P1(z; τ) +
∑

2g−2+n≥0

~2g+n

n!

(
Ĝg,n+1(z′; z)

dz′

)
z′=0

ψ(z),

which is precisely (4.21).

5. Identities for elliptic functions

In this section we go back to Corollary 4.1 and explore its consequences for
elliptic functions. We see that (4.15) gives rise to an infinite sequence of
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identities for cycle integrals of elliptic functions. Let us have a look at these
identities for the first few levels in 2g − 2 + n.

Let us start at the first level, namely 2g − 2 + n = 0. We start with
(g, n) = (1, 0). In this case (4.15) becomes

(5.1) B1,1 = −
(
W1,1(−z0)

dz0

)
z0=0

.

By definition

(5.2) B1,1 = −
∮
A

P2(2z; τ)

2℘′(z; τ)2
dz,

while from Appendix A, after a few simplifications, we obtain

(5.3)

(
W1,1(−z0)

dz0

)
z0=0

= − G4(τ)(G2(τ)2 − 5G4(τ))

60(20G4(τ)3 − 49G6(τ)2)
.

The identity is then

Corollary 5.1.

(5.4)

∮
A

P2(2z; τ)

℘′(z; τ)2
dz =

G4(τ)(5G4(τ)−G2(τ)2)

30(20G4(τ)3 − 49G6(τ)2)
.

In other words, we obtain an explicit expression for the A-cycle integral
of the elliptic function P2(2z;τ)

℘′(z;τ)2 in terms of quasi-modular forms. To empha-
size the non-triviality of this expression, we provide an independent proof of
this Corollary in Appendix B directly from the theory of elliptic functions.

Let us now study the other case at level 2g − 2 + n = 0, namely (g, n) =
(0, 3). In this case (4.15) becomes:

B0,3(z1, z2)

dz1dz2
= −

(
W0,3(−z0, z)

dz0dz1dz2

)
z0=0

− d

dz1

(
P1(z1; τ)

℘′(z1; τ)2
P2(z1 + z2; τ)

)
(5.5)

− d

dz2

(
P1(z2; τ)

℘′(z2)2
P2(z1 + z2; τ)

)
.

But by definition

B0,3(z1, z2)

dz1dz2
= −

∮
A

P2(z − z1; τ)P2(z + z2; τ)

2℘′(z; τ)2
dz(5.6)

−
∮
A

P2(z + z1; τ)P2(z − z2; τ)

2℘′(z; τ)2
dz.
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Moreover, the result for W0,3(z0, z1, z2) in Appendix A reads(
W0,3(−z0, z1, z2)

dz0dz1dz2

)
z0=0

(5.7)

= −12

∆

3∑
i=1

(20G4(τ)− e2
i )(ei +G2(τ))P2(z1 − ωi; τ)P2(z2 − ωi; τ).

Therefore, the identity becomes

Corollary 5.2.

∮
A

P2(z − z1; τ)P2(z + z2; τ)

2℘′(z; τ)2
dz +

∮
A

P2(z + z1; τ)P2(z − z2; τ)

2℘′(z; τ)2
dz

(5.8)

=
d

dz1

(
P1(z1; τ)

℘′(z1; τ)2
P2(z1 + z2; τ)

)
+

d

dz2

(
P1(z2; τ)

℘′(z2; τ)2
P2(z1 + z2; τ)

)
− 12

∆

3∑
i=1

(20G4(τ)− e2
i )(ei +G2(τ))P2(z1 − ωi; τ)P2(z2 − ωi; τ).

We can continue producing such identities at higher levels of 2g − 2 +
n ≥ 0. In particular, for all cases with n = 1, we obtain identities relating
cycle integrals of elliptic functions to quasi-modular forms. It would be in-
teresting to study whether these identities are of interest from the point of
view of elliptic functions and quasi-modular forms. For instance, they may
be related to the cycle integrals studied in [28].

6. Non-perturbative wave-function and quantum curve

In each of the previous two sections, we obtained a differential operator
that annihilates the perturbative wave-function. However, these differential
operators were not quantum curves, according to Definition 2.6.

In this section we will switch gears and study the non-perturbative topo-
logical recursion formalism described in [3, 4, 19, 20]. It is expected from
matrix models that this non-perturbative wave-function should be annihi-
lated by quantum curve. This is what we study in this section.

6.1. Non-perturbative wave-function

Let us now introduce a non-perturbative wave-function, along the lines of
[3, 4, 19, 20].
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One of the major motivations for the definition of the non-perturbative
partition function in [3, 4, 19, 20] is to construct a τ -function for an arbitrary
algebraic curve. τ -functions in classical integrable systems are functions that
satisfy Hirota bilinear equations. The Hirota equations are also equivalent
to a self-replication property of the kernel. Either of these statements imply
that there exists a system of differential equations, which we can use to
get the quantum curve. In [4], it is conjectured that this non-perturbative
partition function is indeed a τ -function.

6.1.1. Notation. Before we write down the expression for the non-
perturbative partition function, we need to define some fundamental objects
that we will use.

We define a Jacobi theta function (called θ11 in some references):6

θ(z|τ) =
∑
n∈Z

eiπ(n+1/2)2τ+2πi(z+1/2)(n+1/2)(6.1)

where z ∈ C and τ ∈ H. We also define:

ζ~(τ) =
1

2πi~

(∮
B
ydx− τ

∮
A
ydx

)
(6.2)

and introduce the following notation:

θ(τ) = θ(ζ~(τ)|τ)(6.3)

θ•(z|τ) = θ(ζ~(τ) + z|τ)

Then we define the perturbative partition function:

Zpert(τ) = exp

 1

~2

∑
k≥0

~kFk(τ)

 ,(6.4)

where the Fk’s are the free energies of the spectral curve defined in (2.37)
(F0 and F1 can be defined independently; we refer the reader to [4, 22, 23]
for more details) . However, this partition function is non-modular, which is
not what we expect from a “true” partition function coming from a quantum
field theory. In order to construct the non-perturbative partition function

6We make a choice of characteristics here in defining our theta function; it may
be interesting to study other choices of characteristics.
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(conjectured to be a τ -function), we multiply the perturbative partition func-
tion by certain combinations of theta functions and their derivatives, which
exactly cancel out the non-modularity (proved in [19, 20]). This also ensures
that the non-perturbative partition function is background independent.

6.1.2. Non-perturbative partition function and wave-function. The
non-perturbative partition function introduced in [19, 20] is defined as a
functional on the spectral curve:

(6.5) ZNP(τ) = exp

 1

~2

∑
k≥0

~kFk(τ)



×


∑
r≥0

1

r!

∑
hj ,dj≥0

2hj+dj−2>0

~
∑

2hj+dj−2
r∏
j=1

 F
(dj)
hj

(τ)

(2πi)djdj !

∇(
∑

j dj)θ(τ)


where

F
(d)
h (τ) =

1

n!

1

(2πi)dd!

∮
B
· · ·
∮
B
Wh,d(z1, . . . , zd),(6.6)

and Wh,d(z1, . . . , zd) are the meromorphic differentials constructed from the
spectral curve. Here, ∇θ(τ) =

(
d
dzθ(z|τ)

)
|z=0 .

From the non-perturbative partition function, one can define a non-
perturbative wave-function, following [3, 4]. What we will call non-
perturbative wave-function in this paper, and denote by ψNP, is the (1|1)-
kernel of [3, 4]. It is defined as a “Schlesinger” transformation of the non-
perturbative partition function:

ψNP(p1, p2) =
T~[ydx→ ydx+ ~ωp2−p1 ]

T~[ydx]
,(6.7)

where ωp2−p1 was defined in (2.29) (we removed the p-dependence for clar-
ity). In the following, for the Weierstrass spectral curve we will choose the
base point p1 = 0, and consider the wave-function as a function of p2 = z.
So we write

(6.8) ψNP(z) =
T~[ydx→ ydx+ ~ωz−0]

T~[ydx]
.

6.1.3. Graphical interpretation. It turns out that ψNP has a nice graph-
ical interpretation in terms of connected graphs satisfying certain properties
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(see [3] for more details). We define Sk(z)s, k ≥ 0 as follows:

(6.9) ψNP(z) = exp

1

~
∑
k≥0

~kSk(z)

 .

Then, we can write a general expression for the Sks. For k ≥ 2,

(6.10) Sk(z) =
∑

hj ,nj ,dj≥0∑
j≥0(2hj+nj+dj−2)=k−1

1

j!

∏
j

Ghj ,dj
nj

(z)


×
(
V

(d1,d2,··· ,dj)
• − δ(

∑
j nj),0V

(d1)V (d2) · · ·V (dj)
)
,

where we used the notation

Gh,dn (z) =
1

n!

1

(2πi)dd!

∫ z

0
· · ·
∫ z

0

∮
B
· · ·
∮
B
Wh,n+d(z1, . . . , zn+d)(6.11)

V
(d1,··· ,dj)
• =

∂

∂z1
· · · ∂

∂zj
log
[
E
(

exp
∑

zi∇di
)
|z=0

]
.(6.12)

Here, E is defined as E(∇di) = ∇diθ•(z|τ)
θ•(z|τ) , with ∇ = d

dz . The undotted V (··· )s
are given by the same expressions but in terms of undotted theta functions.
We note as well that by connectedness we have

V
(d1,d2)
• = V

(d1+d2)
• − V (d1)

• V
(d2)
• ,(6.13)

V
(d1,d2,d3)
• = V

(d1+d2+d3)
• − V (d1+d2)

• V
(d3)
• − V (d2+d3)

• V
(d1)
•(6.14)

− V (d3+d1)
• V

(d2)
• + 2V

(d1)
• V

(d2)
• V

(d3)
• ,

and so on.
S0 and S1 are defined differently. For the Weierstrass spectral curve,

they are simply given by

S0 =

∫ z

0
℘′(z)2dz,(6.15)

S1 = −
∫ z

0

℘′′(z)

2℘′(z)
dz.(6.16)
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Coming back to (6.10), we can write down the graphical expansion ex-
plicitly. The expansion was written down in [3]; we rewrite it here for refer-
ence.7

S2(z) = G0,0
3 (z) +G1,0

1 (z) +G0,1
2 V

(1)
• +G1,1

0 (z)
(
V

(1)
• − V (1)

)
(6.17)

+G0,2
1 (z)V

(2)
• +G0,3

0 (z)(V
(3)
• − V (3)),

S3(z) = G0,0
4 (z) +G1,0

2 (z) +G0,1
3 (z)V

(1)
• +G1,1

1 (z)V
(1)
•(6.18)

+G0,2
2 (z)V

(2)
• +G1,2

0 (z)(V
(2)
• − V (2)) +G0,3

1 (z)V
(3)
•

+G0,4
0 (z)(V

(4)
• − V (4)) +

1

2
(G0,1

2 (z))2V
(1,1)
•

+G0,1
2 (z)G1,1

0 (z)V
(1,1)
• +

1

2
(G1,1

0 (z))2(V
(1,1)
• − (V (2))2)

+G0,1
2 (z)G0,2

1 (z)V
(1,2)
• +G0,1

2 (z)G0,3
0 (z)V

(1,3)
•

+G0,3
0 (z)G1,1

0 (z)(V
(1,3)
• − V (1)V (3)) +

1

2
G0,2

1 (z)V
(2,2)
•

+G0,2
1 (z)G0,3

0 (z)V
(2,3)
• +G0,2

1 (z)G1,1
0 (z)V

(1,2)
•

+
1

2
(G0,3

0 (z))2(V
(3,3)
• − (V (3))2),

S4(z) = G0,0
5 (z) +G1,0

3 (z) +G2,0
1 (z) +G0,1

4 (z)V
(1)
• +G1,1

2 (z)V
(1)
•(6.19)

+G1,2
1 (z)V

(2)
• +G0,3

2 (z)V
(3)
• +G1,3

0 (z)(−V (3) + V
(3)
• )

+G0,4
1 (z)V

(4)
• +G0,5

0 (z)(−V (5)+V (5)
•)+G0,1

2 (z)G0,1
3 (z)V

(1,1)
•

+G0,1
3 (z)G1,1

0 (z)V
(1,1)
• +G0,1

2 (z)G1,1
1 (z)V

(1,1)
•

+G1,1
0 (z)G1,1

1 (z)V
(1,1)
• +G0,1

3 (z)G0,2
1 (z)V

(1,2)
•

+G0,1
2 (z)G0,2

2 (z)V
(1,2)
• +G0,2

2 (z)G1,1
0 (z)V

(1,2)
•

+G0,2
1 (z)G1,1

1 (z)V
(1,2)
• +G0,1

2 (z)G1,2
0 (z)V

(1,2)
•

+G1,1
0 (z)G1,2

0 (z)(−V (1)V (2) + V
(1,2)
• )

+G0,1
3 (z)G0,3

0 (z)V
(1,3)
• +G0,1

2 (z)G0,3
1 (z)V

(1,3)
•

+G0,3
1 (z)G1,1

0 (z)V
(1,3)
• +G0,3

0 (z)G1,1
1 (z)V

(1,3)
•

+G0,1
2 (z)G0,4

0 (z)V
(1,4)
• +G0,2

3 (z)V
(2)
•

+G0,4
0 (z)G1,1

0 (z)(−V (1)V (4) + V
(1,4)
• )

+G0,2
1 (z)G0,2

2 (z)V
(2,2)
• +G0,2

2 (z)G0,3
0 (z)V

(2,3)
•

7Note that a few typos in the expressions of [3] were corrected here.
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+G0,2
1 (z)G0,3

1 (z)V
(2,3)
• +G2,1

0 (z)(−V (1) + V
(1)
• )

+G0,2
1 (z)G0,4

0 (z)V
(2,4)
• +G0,3

0 (z)G0,3
1 (z)V

(3,3)
• +G0,2

1 (z)G1,2
0 (z)V

(2,2)
•

+
1

6
G0,1

2 (z)3V
(1,1,1)
• +

1

2
G0,1

2 (z)2G1,1
0 (z)V

(1,1,1)
•

+
1

6
G1,1

0 (z)3(−(V (1))3 + V
(1,1,1)
• ) +

1

2
G0,1

2 (z)2G0,2
1 (z)V

(1,1,2)
•

+G0,1
2 (z)G0,2

1 (z)G1,1
0 (z)V

(1,1,2)
• +

1

2
G0,2

1 (z)G1,1
0 (z)2V

(1,1,2)
•

+
1

2
G0,1

2 (z)2G0,3
0 (z)V

(1,1,3)
• +G0,1

2 (z)G0,3
0 (z)G1,1

0 (z)V
(1,1,3)
•

+
1

2
G0,3

0 (z)G1,1
0 (z)2(−(V (1))2V (3) + V

(1,1,3)
• ) +

1

2
G0,1

2 (z)G0,2
1 (z)2V

(1,2,2)
•

+
1

2
G0,2

1 (z)2G1,1
0 (z)V

(1,2,2)
• +G0,1

2 (z)G0,2
1 (z)G0,3

0 (z)V
(1,2,3)
•

+G0,2
1 (z)G0,3

0 (z)G1,1
0 (z)V

(1,2,3)
• +

1

2
G0,1

2 (z)G0,3
0 (z)2V

(1,3,3)
•

+
1

2
G0,3

0 (z)2G1,1
0 (z)(−V (1)(V (3))2 + V

(1,3,3)
• ) +

1

6
G0,2

1 (z)3V
(2,2,2)
•

+
1

2
G0,2

1 (z)2G0,3
0 (z)V

(2,2,3)
• +

1

2
G0,2

1 (z)G0,3
0 (z)2V

(2,3,3)
•

+
1

6
G0,3

0 (z)3(−(V (3))3 + V
(3,3,3)
• ) +G0,3

0 (z)G1,2
0 (z)(−V (2)V (3) + V

(2,3)
• )

+G0,3
0 (z)G0,4

0 (z)(−V (3)V (4) + V
(3,4)
• ) +

1

2
G0,1

2 (z)G1,1
0 (z)2V

(1,1,1)
•

Let us remark here that the theta functions vanish at argument 0, and
hence the undotted V (d)’s are not defined. However, they only appear along
with terms Gh,dn with n = 0 (which are constant in z). These terms only
change the wave-function ψ by an overall (possibly ~-dependent) constant,
and hence do not pose an issue in the following.

6.2. Quantization condition

In the previous subsection, we defined a non-perturbative wave-function
ψNP. We also studied its graphical interpretation in the form

(6.20) ψNP(z) = exp

1

~
∑
k≥0

~kSk(z)

 .

This was considered as a formal asymptotic series in ~. But in general,
the Sk(z) will also depend on ~; they however will not have power series
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expansions in ~. Thus, for this expansion to be useful for us, the Sk(z) should
be independent of ~. This can be referred to as a quantization condition for
the spectral curve.8

The problem comes from

ζ~(τ) =
1

2πi~

(∮
A
ydx− τ

∮
B
ydx

)
,(6.21)

which enters into the definition of θ•(z|τ). In general, it depends on ~. The
simplest way to ensure that the Sk’s do not depend on ~ is to set ζ~ = 0.9

Let us work out what this means for the Weierstrass spectral curve. First,∮
B

ydx =

∮
B

℘′(z; τ)2dz(6.22)

= −
τ∫

0

℘′′(z; τ)℘(z; τ)dz

= −
τ∫

0

(6℘(z; τ)2 − g2(τ)

2
)℘(z; τ)dz

=

(
−3

5
g3(τ)z +

2

5
g2(τ)ζ(z; τ)

)τ
0

= −3

5
g3(τ)τ +

2

5
g2(τ)(2πi+ τG2(τ)).

Second, ∮
A

ydx =

(
−3

5
g3(τ)z +

2

5
g2(τ)ζ(z; τ)

)1

0

(6.23)

= −3

5
g3(τ) +

2

5
g2(τ)G2(τ).(6.24)

8The quantization condition for spectral curves was explored in [30, 31] and
subsequently in [3] for spectral curves in C∗ × C∗, in the context of knot theory
and the AJ conjecture. In this context, the quantization condition has a beautiful
interpretation in terms of algebraic K-theory. See [31] and also [3] for more details.

9We note here that this is not the only way however; see [3, 31] for more details. It
would be interesting to investigate more general elliptic spectral curves that satisfy
the quantization condition.
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Therefore, we get that

(6.25) ζ~ ≡
1

~

(
2

5
g2(τ)

)
.

This tells us that for ζ~ = 0, we should set g2(τ) = 0, which fixes the isomor-
phism class of the elliptic curve (i.e., fixes τ in the fundamental domain).
Without loss of generality we can also choose g3(τ) = 4 to get the curve in
the form y2 = 4(x3 − 1). For this curve, the values of x = ℘(z; (τ)) at the
half-periods are the third roots of unity: 1, ω, ω2.

This elliptic curve is of course very special. It corresponds to the curve
with τ = exp

(
2πi
3

)
. Its j-invariant vanishes. It also has complex multipli-

cation. In fact, after rescaling y → 2y, it becomes the curve 144A1 in Cre-
mona’s classification. It would be interesting to investigate what role these
special properties of the elliptic curve play in the non-perturbative setting.

For the rest of this section we focus on that particular elliptic curve,
hence we will remove the explicit τ dependence, since τ is now fixed. The
formulae that we will derive for the non-perturbative Sk’s are only valid for
this particular elliptic curve.

6.3. Quantum curve

The authors of [4] conjecture that the non-perturbative partition function
(6.5) is a τ -function, i.e. that it satisfies the Hirota equations. Assuming
this conjecture, they argue that there should be a quantum curve P̂ (x̂, ŷ; ~)
of the spectral curve that kills the non-perturbative wave-function:

(6.26) P̂ (x̂, ŷ; ~)ψNP(z) = 0.

We refer the reader to [4] for the details of the argument. The goal of this
subsection is to study whether this conjecture is true for the Weierstrass
spectral curve y2 = 4(x3 − 1).

To be more precise, for the case of the Weierstrass spectral curve the
conjecture can be formulated as follows:

Conjecture 6.1. Consider the Weierstrass spectral curve P (x, y) = y2 −
4(x3 − 1) = 0. Then there is a unique quantum curve P̂ (x̂, ŷ; ~) of the form

P̂ (x̂, ŷ; ~) = ~2 d2

dx2
− 4(x3 − 1) +

∑
i≥1

~2iA2i(x)
d

dx
+
∑
j≥1

~2jB2j(x),(6.27)
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where the Ai(x) and Bj(x) are polynomials of x, which kills the non-
perturbative wave-function constructed by Equation (6.7):

P̂ (x̂, ŷ; ~)ψNP(z) = 0.(6.28)

Note that only even powers of ~ appear in the quantum curve. Moreover, we
conjecture that the A2i(x) are polynomials of degree at most i− 2, and the
B2j(x) are polynomials of degree at most j.

The general form of a quantum curve for the spectral curve y2 = 4(x3 −
1) was given in (2.40). The fact that only even powers of ~ should appear
is clear. It is easy to see that the Sk’s transform as Sk(−z) = (−1)k+1Sk(z)

from the transformation properties of the Wg,n and the V
(··· )
• s. The WKB

expansion of (6.28) is

S′′k−1 +

k∑
l=0

S′lS
′
k−l +Bk +

k∑
l=0

S′k−lAl+1 = 0.(6.29)

As Ai(z) = Ai(−z) and Bj(z) = Bj(−z), we see that A2i+1 = B2i+1 = 0 for
all i ∈ Z .

Uniqueness of the quantum curve also follows directly from the WKB
expansion above, which uniquely defines the A2i(x) and B2j(x).

As for the degree of A2i(x) and B2j(x), the conjectured bound is easily
obtained by looking at the behaviour of the Sk’s at z = 0 (i.e., the double
pole of x). For all k ≥ 1, Sk is of order 3− k at z = 0 (positive order meaning
a zero of degree 3− k, negative order meaning a pole of order |3− k|). As
for k = 0, S′0 has a pole of order 3. Now, (6.29) (for a specified k) ensures
that B2k cannot have a pole of order greater than 2k, while A2k cannot have
a pole of order greater than 2k − 4, which justifies the bound stated in the
conjecture, since x has a double pole at z = 0.

What remains to be proven however is that the non-perturbative wave-
function is annihilated by a quantum curve at all. At the moment we do
not have a complete proof of Conjecture 6.1. However, we computed corre-
lation functions Wg,n for the Weirstrass curve up to level 2g − 2 + n = 3 —
see Appendix A. Focusing on the particular curve y2 = 4(x3 − 1), we then
calculated the relevant cycle integrals to construct the Sk’s for the non-
perturbative wave-function ψNP. Using Mathematica, we were then able to
verify Conjecture 6.1 to order ~5:
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Theorem 6.2. The quantum curve to order ~5 is

P̂ (x̂, ŷ; ~) = ~2 d2

dx2
− 4(x3 − 1) + ~4 1

2632

d

dx
(6.30)

+ ~2 x

223
+ ~4 x2

2833
+O(~5)

In particular, it satisfies the requirements of Conjecture 6.1.

Proof. The proof is computational. Using the correlation functions calculate
in Appendix A, restricting to the curve with g2 = 0 and g3 = 4, and evalu-
ating the relevant cycle integrals on Mathematica, we obtain the following
expressions for the non-perturbative Sk’s defined in the previous subsection:

S′0(z) = ℘′(z)

S′1(z) = −3℘2(z)

℘′(z)2

S′2(z) = − ℘(z)

24℘′(z)
− 21℘(z)

8℘′(z)3
− 45℘(z)

2℘′(z)5

S′3(z) = − 1

1152
− 1

24℘′(z)2
− 109

16℘′(z)4
− 243

2℘′(z)6
− 405

℘′(z)8

S′4(z) = − ℘(z)2

13824℘′(z)
− ℘(z)2

1152℘′(z)3
− 31℘(z)2

64℘′(z)5
− 13641℘(z)2

128℘′(z)7

− 41769℘(z)2

16℘′(z)9
− 89505℘(z)2

8℘′(z)11

Here primes refer to differentiation with respect to x = ℘(z). Using those
results it is straightforward to check that the non-perturbative wave-function
ψNP is annihilated by the differential operator above, up to order ~5. �

We note here that the S′k(z) that we calculated are rational functions
of ℘(z) and ℘′(z), but we also remind the reader that these results are
only valid for the particular Weierstrass spectral curve y2 = 4(x3 − 1). For
other Weierstrass curves, the non-perturbative Sk’s will generally depend
on ~, and the expressions above will certainly not be valid. It is not clear
to us whether we can reconstruct the WKB expansion of a quantization of
the general Weierstrass spectral curve from the non-perturbative topological
recursion.
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7. Conclusion and open questions

In this paper we studied how to quantize the Weierstrass spectral curve via
the Eynard-Orantin topological recursion. More precisely, we investigated
whether there exists a quantization of the Weierstrass spectral curve that
kills the wave-function constructed from the topological recursion.

We first studied the naive question of whether there is such a quantiza-
tion that kills the perturbative wave-function, as is the case for genus zero
spectral curves. Not surprisingly, we did obtain a differential operator that
annihilates the wave-function, but it is not a quantum curve according to
Definition 2.6. Nevertheless, we obtained this differential operator using two
different approaches, and as a side result we produced an infinite tower of
identities for cycle integrals of elliptic functions.

We then constructed a non-perturbative wave-function, which is a bet-
ter candidate for a quantum curve, as expected from matrix models. By
direct computations on Mathematica, we showed that indeed, up to order
~5, the non-perturbative wave-function is killed by a non-trivial quantiza-
tion of the Weierstrass spectral curve. However, we could only construct the
non-perturbative wave-function if the quantization condition was satisfied;
for this we focused on the simple elliptic curve y2 = 4(x3 − 1).

There are many open questions that should be further studied. To name
a few:

• Conjecture 6.1 remains to be proven for the spectral curve y2 = 4(x3 −
1). It is somehow expected to be true from the point of view of matrix
models, but it would be very nice to have a formal proof of this conjec-
ture. It may be possible to use our results from Sections 3 and 4 about
the perturbative wave-function to construct a proof of the conjecture
for the non-perturbative wave-function.

• In the non-perturbative case, we restricted ourselves to the elliptic
curve y2 = 4(x3 − 1) to ensure that the non-perturbative wave-function
has an expansion in ~. It would be very nice to see whether we can
get rid of this constraint and study more general Weierstrass curves in
the non-perturbative setting.

• Via the non-perturbative approach, we obtained a proper quantization
of the Weierstrass spectral curve. However, it is a rather non-trivial
one, since it has an infinite number of ~ corrections. A more natural
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quantization would consist in

(7.1) P̂ (x̂, ŷ) = ~2 d
2

dx2
− 4(x3 − 1),

that is, without ~ corrections. It would certainly be very interest-
ing to study whether the WKB asymptotic solution to this equation
can somehow be reconstructed, non-perturbatively, from the Eynard-
Orantin topological recursion.

• In this paper we focused on the Weierstrass spectral curve. But of
course it would be very interesting to study larger classes of spectral
curves, both at genus one and at higher genus, in the spirit of [6]
for genus zero curves. The approach of [6] for the perturbative wave-
function can certainly be generalized to higher genus curves, as we
did in Section 3 (the general expresions become rather messy quickly
though). But the most interesting question would be to study the non-
perturbative wave-function.

• Coming back to the Weierstrass spectral curve, in Appendix A we
calculated many correlation functions produced by the topological re-
cursion. Generally speaking, in most applications of the topological
recursion those correlation functions are generating functions for some
interesting enumerative invariants. It is unclear at the moment whether
there is such an interpretation for the correlation functions produced
by the Weierstrass spectral curve. This is certainly worth investigating.

• Finally, we obtained in Section 5 an infinite sequence of identities for
cycle integrals of elliptic functions. A natural question is whether those
are interesting from the point of view of elliptic functions and quasi-
modular forms. In particular, they may be related to the results on
cycle integrals of elliptic functions obtained in [28]. Moreover, the ma-
nipulations done in this paper are quite general, and would probably
lead to analogous relations for higher genus curves, which would cer-
tainly be interesting to investigate. We hope to report on that in the
near future.

Appendix A. Correlation functions for Weierstrass curve

In this appendix we record the correlation functions constructed from the
Eynard-Orantin topological recursion at the first few recursive levels. Those
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are needed to calculate the first few terms (S2, S3 and S4) in the WKB
expansion in Section 6.

First, at level 2g − 2 + n = 1, we get:

(A.1) W0,3(z0, z1, z2) =
12

∆
dz0dz1dz2

×
3∑
i=1

(20G4(τ)− e2
i )P2(z0 − ωi)P2(z1 − ωi)P2(z2 − ωi),

and

(A.2) W1,1(z0) =
6

∆
dz0

3∑
i=1

(20G4(τ)− e2
i )

×
(

(G2(τ)− ei)P2(z0 − ωi, τ) +
1

4!
P

(2)
2 (z0 − ωi, τ)

)
.

At level 2g − 2 + n = 2, we get

W1,2(z0, z1) =
1

∆2

3∑
i=1

9(20G4 − e2
i )
(
− 60G4(e2

i − 20G4)

(G2 + ℘(z0 − wi))(G2 + ℘(z1 − wi))
− (e2

i − 20G4)(6℘(z0 − wi)3 − 30G4℘(z0 − wi)
+ ℘′(z0 − wi)2)(G2 + ℘(z1 − wi))− 6(e2

i − 20G4)(5G4 − ℘(z0 − wi)2)

(−4G2
2 + 8eiG2 − ℘(z1 − wi)2 + 5G4 + (8ei − 4G2)℘(z1 − wi))

+ (G2 + ℘(z0 − wi))(−8(e2
i+2 − 20G4)(G2 + ℘(z1 − wi+2))(ei+1 +G2)2

− 8(e2
i − 20G4)(G2

2 + 6G4)(G2 + ℘(z1 − wi))
− 60(e2

i + 2G4)(e2
i − 20G4)(G2 + ℘(z1 − wi))

+ 2((4G2(G2 − ei) +G4)(20G4 − e2
i )

+ (20G4 − e2
i+2)(e2

i+1 + 4(ei+1 +G2)(G2 − ei+2)− 5G4)

+ (20G4 − e2
i+1)(e2

i+2 + 4(G2 − ei+1)(ei+2 +G2)− 5G4))

(G2 + ℘(z1 − wi))− 24(ei −G2)(e2
i − 20G4)(5G4 − ℘(z1 − wi)2)

− 8ei(e
2
i − 20G4)(−12G2

2 + 4eiG2 − 3℘(z1 − wi)2 + 15G4

+ 4(ei − 3G2)℘(z1 − wi))− 8(ei+2 +G2)2

(e2
i+1 − 20G4)(G2 + ℘(z1 − wi+1))

+ (e2
i − 20G4)(−6℘(z1 − wi)3 + 30G4℘(z1 − wi)− ℘′(z1 − wi)2))

)
,
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and

W0,4(z0, z1, z2, z3) =

3∑
i=1

3
144(20G4 − e2

i )

∆2
(e2
i − 20G4)

(5G4 − ℘(z0 − wi)2)(G2 + ℘(z1 − wi))(G2 + ℘(z2 − wi))(G2 + ℘(z3 − wi))

+
144(20G4 − e2

i )

∆2
(G2 + ℘(z0 − wi))(12ei(e

2
i − 20G4)(G2 + ℘(z1 − wi))

(G2 + ℘(z2 − wi))(G2 + ℘(z3 − wi)) + 3(e2
i − 20G4)(5G4 − ℘(z1 − wi)2)

(G2 + ℘(z2 − wi))(G2 + ℘(z3 − wi)) + 3(e2
i − 20G4)(G2 + ℘(z1 − wi))

(5G4 − ℘(z2 − wi)2)(G2 + ℘(z3 − wi)) + (−G2(e2
i − 20G4)(G2 + ℘(z1 − wi))

(G2 + ℘(z2 − wi))− (ei+2 +G2)(e2
i+1 − 20G4)(G2 + ℘(z1 − wi+1))

(G2 + ℘(z2 − wi+1))− (ei+1 +G2)(e2
i+2 − 20G4)(G2 + ℘(z1 − wi+2))

(G2 + ℘(z2 − wi+2)))(G2 + ℘(z3 − wi)) + 3(e2
i − 20G4)(G2 + ℘(z1 − wi))

(G2 + ℘(z2 − wi))(5G4 − ℘(z3 − wi)2) + (G2 + ℘(z2 − wi))(−G2(e2
i − 20G4)

(G2 + ℘(z1 − wi))(G2 + ℘(z3 − wi))− (ei+2 +G2)(e2
i+1 − 20G4)

(G2 + ℘(z1 − wi+1))(G2 + ℘(z3 − wi+1))− (ei+1 +G2)(e2
i+2 − 20G4)

(G2 + ℘(z1 − wi+2))(G2 + ℘(z3 − wi+2)))

+ (G2 + ℘(z1 − wi))(−G2(e2
i − 20G4)

(G2 + ℘(z2 − wi))(G2 + ℘(z3 − wi))− (ei+2 +G2)(e2
i+1 − 20G4)

(G2 + ℘(z2 − wi+1))(G2 + ℘(z3 − wi+1))− (ei+1 +G2)(e2
i+2 − 20G4)

(G2 + ℘(z2 − wi+2))(G2 + ℘(z3 − wi+2)))),

where the index i is defined mod 3.
We also calculated the correlation functions at level 2g − 2 + n = 3,

namely W0,5(z0, z1, z2, z3, z4), W1,3(z0, z1, z2) and W2,1(z0). The expressions
are very long though so we will not include them here. They are available
upon request.

Appendix B. An independent proof of Corollary 5.1

In this Appendix we provide an independent proof of Corollary 5.1 directly
from the theory of elliptic functions. Recall that Corollary 5.1 states that:

(B.1)

∮
A

P2(2z; τ)

℘′(z; τ)2
dz =

G4(τ)(5G4(τ)−G2(τ)2)

30(20G4(τ)3 − 49G6(τ)2)
.
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Let us evaluate the period integral on the LHS explicitly and show that it
is indeed equal to the quasi-modular form on the RHS. In this Appendix we
will suppress the τ -dependence for brevity.

First we expand the integrand with a “double angle” identity:

(B.2) P2(2z) = G2 − 2℘(z) +
1

4

(
℘′′(z)

℘′(z)

)2

Hence our original integral splits into the following three integrals:

(B.3)

∮
A

P2(2z)

℘′(z)2
dz = G2

∮
A

dz

℘′(z)2
− 2

∮
A

℘(z)

℘′(z)2
dz +

1

4

∮
A

℘′′(z)2

℘′(z)4
dz

Let us focus on the third constituent integral. Using integration by parts
and the fact that ℘′′′(z) = 12℘(z)℘′(z) we see that it simplifies into a more
familiar form:

(B.4)
1

4

∮
A

℘′′(z)2

℘′(z)4
dz =

1

4

{
− ℘′′(z)

3℘′(z)3

∣∣∣∣1
0

+ 4

∮
A

℘(z)

℘′(z)2

}
=

∮
A

℘(z)

℘′(z)2

Hence our original problem reduces to solving only two integrals:

(B.5)

∮
A

P2(2z)

℘′(z)2
dz = G2

∮
A

dz

℘′(z)2
−
∮
A

℘(z)

℘′(z)2
dz

To solve both we need a very useful identity, which follows directly from
the differential equation for the Weierstrass ℘-function (2.11) and the fact
that 2

3(℘′′(z)− g2) = 4℘(z)2 − g2 :

(B.6)
1

℘′(z)2
=

1

g3

[
2

3

℘(z) (℘′′(z)− g2)

℘′(z)2
− 1

]
As it turns out, using integration by parts we can express these two

integrals in terms of one another:∮
A

dz

℘′(z)2
=

1

g3

[
−1 +

2

3

∮
A

℘(z) (℘′′(z)− g2)

℘′(z)2

]
(B.7)

=− 1

3g3

[
1 + 2g2

∮
A

℘(z)

℘′(z)2
dz

]
(B.8)
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∮
A

℘(z)

℘′(z)2
dz =

1

g3

[
2

3

∮
A

℘(z)2 (℘′′(z)− g2)

℘′(z)2
−
∮
A
℘(z)dz

]
(B.9)

=− 1

3g3

[
G2 +

g2
2

6

∮
A

dz

℘′(z)2

]
(B.10)

For the last equation, we used the fact that

(B.11)

∮
A
℘(z)dz = −G2,

since

(B.12) 0 =

∮
A
P2(z)dz =

∮
A

(℘(z) +G2)dz.

Solving the system of Equations (B.7) and (B.9) results in the following
explicit expressions (with ∆ = g3

2 − 27g2
3):∮

A

dz

℘′(z)2
=

18g3 − 12G2g2

2∆
(B.13) ∮

A

℘(z)

℘′(z)2
dz =

18G2g3 − g2
2

2∆
(B.14)

As a result we see that the original integral (B.5) is given by:

(B.15)

∮
A

P2(2z)

℘′(z)2
dz =

18G2g3 − 12G2
2g2

2∆
− 18G2g3 − g2

2

2∆
=
g2(g2 − 12G2

2)

2∆

Making the substitutions g2 = 60G4 and g3 = 140G6 we arrive at the
final expected result:

(B.16)

∮
A

P2(2z)

℘′(z)2
dz =

G4(5G4 −G2
2)

30(20G3
4 − 49G2

6)
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