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Abstract loop equations, topological recursion and
new applications

GAETAN BOROT, BERTRAND EYNARD AND NICOLAS ORANTIN

We formulate a notion of “abstract loop equations,” and show that
their solution is provided by a topological recursion under some
assumptions, in particular the result takes a universal form. The
Schwinger-Dyson equation of the one- and two-Hermitian matrix
models, and of the O(n) model appear as special cases. We study
applications to repulsive particles systems, and explain how our
notion of loop equations are related to Virasoro constraints. Then,
as a special case, we study in detail applications to enumeration
problems in a general class of non-intersecting loop models on the
random lattice of all topologies, to SU(XN) Chern—Simons invari-
ants of torus knots in the large N expansion. We also mention an
application to Liouville theory on surfaces of positive genus.

1. Introduction

The topological recursion [65, 67] is a universal structure, formulated axio-
matically in terms of algebraic geometry on a curve. To the data of a
complex curve C, a meromorphic function z on C, a meromorphic 1-form
w?, a meromorphic symmetric 2-form w9 on C?, it associates a sequence of
meromorphic, symmetric n-forms wi, (21, . . ., 2,) on C" (the correlators), and
a sequence of numbers FY (the free energies), which are “symplectic invari-
ants” of the initial data. They are in a certain sense the unique solution to
a hierarchy of linear and quadratic loop equations, which are closely related
to Virasoro constraints [108].

It has been first identified as the underlying structure of the large N
expansion in the one-Hermitian matrix models [71], as a culmination of the
moment method developed in [1, 3-5, 9-12]. In this case, y? = [[2",(z — a;)
and C was a hyperelliptic curve and w? = ydx. Then, it has been shown to
hold in the same form in the 2-matrix models [42, 64] and in the chain of
Hermitian matrices [67]. In this case,  and y can be arbitrary meromor-

phic functions on a compact Riemann surface C, and w9 = y dx. Then it was
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observed that the topological recursion makes sense and some of its prop-
erties are preserved with weaker assumptions on the triple (C,z,y) called
spectral curve. It has been found in applications to enumerative geometry of
moduli spaces [24, 63, 77, 78, 115, 118], especially in Gromov—Witten theory
on toric Calabi-Yau 3-folds [30, 68] where the relevant spectral curves are
such that e* and e¥ are meromorphic on a compact Riemann surface C. In
combinatorics, the topological recursion structure has also been shown to
solve the problem of enumerating maps [76], and more recently enumerating
maps carrying certain statistical physics models like the Ising model [64]
or self-avoiding loops models [20]. In the latter case, the relevant spectral
curve C is a torus but y is a multivalued function on C. A deformation of
the topological recursion by a parameter i has also been defined. The case
of h < 1 was treated in [38, 44]: it remains in the framework of algebraic
geometry, and governs the large N expansion of the beta ensembles for fixed
B # 0 (see [128] for definition and references therein), with identification:

1 3 2

" ()
The case of A € O(1) rather lives in the realm of geometry of D-modules,
is currently being developed [39-41, 61], and has potential applications in
refined topological string theories.

In this article, we will show that the topological recursion also governs
the large N expansion in generalized matrix models, which have been called
“repulsive particle systems” in the recent work [85]. Those are statistical

mechanical models whose partition function can be written, if we have only
one species of particles,

N
(1.2) ZN:/ [T Rou )] drie ¥V
=1

1<i<j<N

considered as a convergent integral. We usually assume that R(\;, Aj) o
(A — ;)P at short distances, for some 3> 0. We recall that h =0 cor-
responds to 8 = 2. Such models are ubiquitous in theoretical physics and
enumerative geometry, even for 3 = 2. They appear in statistical physics on
the random lattice [46, 129], in the theory of random partitions [73, 75], in
supersymmetric gauge theories [58, 87, 117, 123], in topological strings [113],
in Chern—Simons theory [107, 109, 110], etc.

This article begins with shaping a notion of “abstract A = 0 loop equa-
tions,” and show that they are solved by the same topological recursion
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which was formulated in [65] (Section 2). The key result about abstract
loop equations is Proposition 2.7, and we show that many of the proper-
ties of the usual topological recursion are preserved!. The initial data for
this recursion are a 1-form w{ (which was y dz) and a symmetric 2-form w9
(which was a fundamental 2-form of the second kind, also called “Bergman
kernel,” when C is a curve). In this way, we retrieve all previous avatars,
like the one-Hermitian matrix model, the two-Hermitian matrix model (see
Section 7.1), in one-cut or multi-cut regimes. Their solution by a topological
recursion had been obtained case by case so far, but the reason for existence
of a universal solution was still missing. This article, especially Sections 4,
5 and 7.1, solves this puzzle by putting the Schwinger-Dyson equations of
those matrix models under the same roof. We also find interesting new appli-
cations. We illustrate the theory on four such new examples, and find that
the topological recursion governs:

e The 1/N expansion of systems of repulsive particles, when it exists
(Section 3). For fixed > 0 different from 2, a generalization along
the lines of [38] is possible, but is left aside in order to keep this
article focused. It is natural to include several species of particles,
which have species-dependent pairwise interactions. We shall see that
an assumption of strict convexity of the pairwise interaction plays a
key role (Definition 3.2) in the construction of the relevant spectral
curve. The proof of existence of a full asymptotic expansion in 1/N
in such models in the one-cut regime or the multi-cut regime with
fixed filling fractions is treated in [27], and is not the concern of this
article, which takes it (unless mentioned) as an assumption. Our main
results are formulated in Proposition 3.14 and Corollary 3.16 (resp.
Proposition 3.20 and Corollary 3.21 for the multi-species case).

e The enumeration of maps with a loop configuration, in all topologies,
with uniform boundary conditions (Section 5). This is the “formal
integral” counterpart of systems of repulsive particles, and the intro-
duction of several species of particles has also a natural combinatorial
origin in the model, as introducing colors for domains separated by the
loops. Contrary to the convergent case, the proof of our results here is
complete and does not rely on extra assumptions. We also treat height
models on maps of all topologies with boundaries of fixed heights in
Section 5.8, where heights take values at vertices of a ADET or ADE

IFor the skilled reader, we anticipate by saying that the symplectic invariance is
not expected to hold, as we comment in Section 8.
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Dynkin diagram. We indeed observe that among heights models, those
are special because they lead to strictly convex pairwise interactions
(Lemma 5.5).

e The large N expansion of torus knot invariants computed in U(N)
Chern—Simons theory (Section 6), where we justify a proposal of [23].
Here we also justify the existence of the 1/N expansion.

e The large impulsion expansion of Liouville correlation functions on a
surface of positive genus (Section 7.3), for which we stay in this article
at a formal level. In particular, we do not address important issues of
convergence, choice of contours of integrations and characterization of
the cuts of the spectral curve.

On the way, we explain in Section 4 how abstract loop equations for repulsive
particle systems can be identified with Virasoro constraints after a non-linear
change of times. We also illustrate in Sections 7.2 and 7.3 concerning repul-
sive particle systems on positive genus surfaces, that ad hoc definitions of the
correlators can sometimes simplify the analysis. We present our conclusions
in Section 8. A table of notations is collected in B.

The notion of h-deformation of the notion of abstract loop equations,
and their solution by a topological recursion, will be considered in a future
work. Since we restrict ourselves to & = 0 in this article, we shall even omit
to mention h = 0, and speak of “abstract loop equations.”

2. Abstract loop equations
2.1. Notion of domain

We first collect some notations and definitions. A closed arc (resp. an open
arc) is a piecewise smooth embedding of S; (resp. of [0,1]) to a Riemann
surface. Let U be an open subset of a Riemann surface and p be a point.
We denote in particular:

Definition 2.1.

o M(U) (resp. H(U)), the space of meromorphic (resp. holomorphic)
1-forms on U.

o M'({p}) (resp. H'({p})), the space of germs of meromorphic (resp.
holomorphic) 1-forms at p.

e M’ ({p}), the quotient space M'({p})/H' ({p}).
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If £ is a local coordinate around p such that &(p) = 0, M ({p}) can be
identified with the space of polynomials in (&(p))~*.

Definition 2.2. We call U a domain if OU consists of a non-empty, finite
disjoint union of smooth, closed arcs (;), and is equipped with an involutive,
orientation reversing diffeomorphism ¢.

The main example of domains we have in mind can be constructed

from an oriented Riemann surface 3 which may have smooth boundaries,
: o c .

and a collection of open arcs (77)1<j<r, and closed arcs (v§)i<j<r. on X

(see figure 1). We consider D = X'\ (U;;l Ui, ’yj) The topological
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Figure 1: Construction of a domain, and its continuation across I'. 71 (resp.
v2Uvs) is the image of the cut v° (resp. 7¢) after opening the cut by confor-
mal mapping. Vj is the neighborhood of +; in Ur obtained as the union of
Uj (in yellow), U} (in green) and ;.
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boundary of D is the disjoint union of r = rg 4+ 2r. connected components
coming either from open arcs and closed arcs:

e Open arcs yield a component v; = (77)1 Ug, (77)2, where (77), for
a =1,2 are two copies of 77, and Ej; = 977 is the set of endpoints of
7;- It is naturally equipped with an involution 7, which sends a point
of (77)1 to the same point on (77)2.

e Closed arcs yield two components (75)1 and (75)2 corresponding to
the exterior and the interior of 7;- Their disjoint union is naturally
equipped with an involution ¢§, which sends a point of (7;-’)1 to the

same point on (75)2.

We denote D = D UJD the topological completion of D. Then, one can
always find a conformal mapping from D to some U with everywhere smooth
boundary, which extends to a homeomorphism from D to U, but behaves as a
squareroot near £; — D. Thus, U is a domain, with an orientation reversing
involution ¢ defined globally on QU. By similar uniformization arguments,
we could also allow X to have only piecewise smooth boundaries.

Let U be a domain, and I' = U;Zl ~j be a subunion of connected compo-
nents of QU (it will be 9U itself unless precised). Let U; C U be an annular
open neighborhood of ~;, and U ]’ be another copy of U;. We may glue U ]’
to U along v; to define a Riemann surface Ur, and identify U and +; to
their image in Ur by inclusion. V; = U; IL,, U ]’ is an open neighborhood of
7; in Ur. The orientation reversing involution ¢ initially defined on I' can be
extended uniquely to a holomorphic involution on V = H;:1 V;. Later, we
need to introduce smooth arcs ’y;"t C U; which are homotopic in Vj to ;
(by definition, they do not intersect +;), and their image 7}‘“ = L(’}’?Xt). We

also introduce I'*™** = U= yext

2.2. Spaces of continuable functions

Definition 2.3. Let #1(U) be the space of continuable 1-forms across the
boundary components I'. It is defined as the space of holomorphic 1-forms
on U, which can be extended as meromorphic 1-forms on Ur defined for
small enough neighborhoods Uj:

(2.1) J{F(U):ﬂ{(U)m< lim M(Uﬂ).
UIl'-Ur
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We make an abuse of notations and identify a 1-form f € Hp(U) with
the unique meromorphic 1-form on some Ur which coincides with f on U C
Ur. The involution ¢ acting on V can be used to define linear operators

AS : M(V) — M(V) by formulas

(2.2) Af(2) = f(z) = (" N)(2),  Sf(2) = f(2) + (" f)(2).

By abuse of notations, we shall write later f(c(z)) = ¢*f(z). Conversely, we
have

Sflz) +Af(2)
2 )
Sf(z) = Af(2)
5 :

(2.3) Viedr(U), VzeV, f[f(2)=
fuz) =

Since ¢ is defined on V' = [[V}, one may consider it as a collection of local
involutions ¢; = t|y, by restricting the involution to V; for j € [1,7]. In the
same way, one can view A and S as a collection of local operators A; and S,
defined on M (V;). We also point out a polarization formula which becomes
useful later: for any 1-forms f,g € M(V'), we have

(24)  f(2)9((2)) + f((2))g9(2) = % (5f(2) Sg(z) = Af(2) Ag(2)) -

We say that f € H(U) extends continuously to I' C OU when, for any coor-
dinate = on ¥ locally defined on an open set O C U such that O intersects
U, f/ dx initially defined and holomorphic on O N U extends to a continuous
function on O NU.

Definition 2.4. By Schwarz reflection principle, the subspace of
H(]1}=, Uj) consisting of 1-forms which extend continuous, -invariant func-
tions on I', can be identified with the subspace of t-invariant holomorphic
1-forms in V. We denote it #1V(V).

We want to consider classes of continuable 1-forms for which a Cauchy
residue formula holds. This leads us to:

Definition 2.5. A local Cauchy kernel G(z,zp) is a meromorphic 1-form
in zg € Ur and a meromorphic function in z € V, with only singularity in
its first variable a simple pole at z = zg, such that locally:

dZ(_)
20 — %

(2.5) G(z,20) ~ + analytical.
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Definition 2.6. A subspace H of M (Ur) is normalized if H N H (Ur) = {0}.

Definition 2.7. A subspace H of #p(U) is representable by residues if there
exists a local Cauchy kernel G(z, 2z9) such that, for any f in H, the function
fin M(Ur) defined by

(2.6) Z Res G(z,20) f(z)

zZ—p
peV

has the same poles as f, i.e., (f — f) € #(Ur).

By definition, a 1-form belonging to H can only have a finite number of
poles in V' chosen small enough, so the sum in (2.6) is finite.

Definition 2.8. We define the subspace Lp(U) C Hp(U) consisting of
1-forms f such that Sf € HiV (V).

The key property of a 1-form f € Lp(U) is that Sf is holomorphic in a

neighborhood of I" in Ur. Thus, its behavior at poles is determined by that
of Af(z).

Lemma 2.1. Assume we have a subspace 'H C Lp(U) representable by
restdues. Then

G(z, zo)

(2.7)  VfeH, VzelUr, =) Res 2 Af(z),
Z—p

peV

where the superscript z indicates the variable on which the operator A acts.

Proof. Let f € H. We remark that p € V is a pole of f iff «(p) is a pole of
f, and we compute from (2.6):

(28) ﬂm:%Z§$§W%wﬂM

*mewwwﬂ)[WMMm)

zZ—p
peV

—ZRes [A# G]4(z ZO)Af( )

zZ—p
peV

Indeed, since f € Lp(U) is holomorphic at the poles, the last term does not
contribute to the residue. O
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2.3. Properties of representable subspaces

We denote H the subspace of M (Ur) spanned by f when f runs in H.

Lemma 2.2. IfH is representable by residues, so are H and H + H with

same local Cauchy kernels. Besides, for any f € H, f = f. Hence, H is
normalized and H + H is normalized iff H is normalized.

Proof. For any f € H, since ( f—7f ) is holomorphic in a neighborhood of T*:

(2.9) Z Res G(z, 2p) Z Res G(z,20) f(2).
peV o peV =P

Hence ‘H is representable by residues with local Cauchy kernel GG, and the
right-hand side coincides with f by definition. O

Given a local Cauchy kernel, we consider the linear map:

(2.10) DM ({p}) — M(Ur),

peV

(9p)p — 9(20) Z 5_6)5 G(z, 20) gp(2)
peV

and denote Hq its image. The 1-forms on the right-hand side behave like
gp(20) when zy — p, p being a point in T'.

Lemma 2.3. Hg is representable by residues with local Cauchy kernel
G(z, 20), normalized, and is mazimal within such subspaces.

Proof. We need to compute

(2.11) 9(z0) =Y Res G(z,20) | Y Res G(€,2) g,(€)

zZ—p
peV qu

Notice that the poles are isolated, so the sum over p is finite. Taking into
account the pole of G(§,2) at z = ¢, we may exchange the residues in z
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and &:

9(z0)= > Res<Res +5ques) G(z,20)G(&, 2) g4 (£).

— Z—p
(p,q)€V? s

The first term does not contribute since G(z, z0)G(&, z) is holomorphic when
z — p, while the second term gives

(2.12) 9(z0) =) Res G(€, 20) 9n(6).

pEV
which coincides with §(zo). O

For large enough normalized representable subspaces, we do not have the
choice of a Cauchy kernel.

Lemma 2.4. If Gy and G2 are two local Cauchy kernels for H containing
a sequence of function (fy j)k>1jep ] With a pole of order k at a given point
pj € Vj, and 'H is normalized, then G1 = G.

Proof. The assumption implies that, for any fe€H and any j,
Res .—p, (G1(z, 20) — G2(2,20)) f(2) = 0. By specializing to f = f;x, we find
that the Taylor expansion of (G1(z,20) — G2(2, 20)) at z = z; vanishes iden-
tically. By the principle of isolated zeros, we must have G1(z, z0) = G2(z, 20)
for any z € Vj, thus any z € V. O

2.4. Residues as contour integrals in the physical sheet
Equivalently, we may rewrite (2.7) as a contour integral in U; only:

Lemma 2.5. Assume H C M(Ur) is representable by residues. For a given
zo € Ur, we choose arcs 76’“ C Uj as in Section 2.1, oriented like 7y;, so that
2o or t(zg) does not lie between veXt and ~j. Remind the notation T =

U] 1’7‘76Xt'
(2.13)

VFEH, V€U, flz)= i }[ A*G(2, 20) £(2) + Gu(2), 20) SF(2).

Proof. The orientation of ; can be carried by homotopy to an orientation

of 4. Then, the orientation of th = 1j(7§**) is opposite to the orientation
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carried by homotopy from ¢(v;). These arcs allows to represent the residues.
Setting T = ((T*), we have

(214)  f(z) 2m <f f) (2,20) f(2)

S*[G(z, 20) f(2)]

217T Dext

= d IATG(z 20) £(2) + G(2), 20) SF(2),

21w Text

the last line being a mere rewriting of the previous one.

A similar computation shows:

Lemma 2.6. Assume H C Lp(U) representable by residues. Then, for any
zg € Up:

(2.15) VfeH, f(z)= 217T %QM[AZG](Z’,ZO) <f(2’) - S];(Z)> .

2.5. Loop equations and topological recursion

Definition 2.9. We denote I'i* the set of fixed points of I" under ¢. Elements
of T are called ramification points.

Notice that in the example given in Section 2.1, ramification points only
arise from ends o € E; of open arcs.

Definition 2.10. We say that a 1-form f € L(U) is off-critical if the zeros
of Af(z) in V only occur at ramification points, and their order is exactly 2.

If ‘H is a vector space of 1-forms, we denote H,, the space of symmetric
n-forms f(z1,...,2,), such that f(-,29,...,2,) € H for any zs,..., 2z, away
from poles of f. We consider in this paragraph a family w$ = (wf), 4 of
meromorphic, symmetric n-forms (n > 1) on U™, indexed by an integer g >
0. In other words, w§ € M,,(Ur) with our notations.

Definition 2.11. We say that a couple (n,g) is stable if 29 —2 4 n > 0,
ie., (n,9) # (1,0),(2,0).
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The main topic of this article is to study families wj which satisfy certain
constraints, that we will call “loop equations.”

Definition 2.12. We say that w] satisfies linear loop equations if:
(i) w? € Lp(U) is an off-critical 1-form.
(ii) G(z,20) = [ w3(,20) defines a local Cauchy kernel.

(iii) For any stable (n, g), we have wf, € #p(U), and for any 29, . . ., 2, which
are not poles of wi, Swi (-, 2z2,...,2,) € H™ (V).

We say that those loop equations are solvable when (iii) is replaced by:

(iv) For any stable (n,g), wy € (Ha)n, 1e., wn(-,22,...,2,) belongs to
the maximal normalized subspace of L1(U) which is representable by
residues for the local Cauchy kernel of (ii).

Definition 2.13. We say that w] satisfies quadratic loop equations if, for
any stable (n, g),

(2.16)

—1 —h
Q(zi2r) =wih i)z + Y0 W (e z) Wl ((2), 2 )
JCI, 0<h<g

is a quadratic differential in z € V' with double zeros at ramification points.

Assuming linear loop equations, there are equivalent ways to write the
quadratic loop equation. For instance, using the polarization formula given
in (2.4), we can recast (2.16) as

1
(217) 5 Aw(z) AWz, o) = EX(m u(=); 21) + Q5 21),
where we have introduced

(2.18)

-1 —h
EJ(z,7521) =wi (2,2 21) + Z w|hJ|_H(z, z7) wZ_Ul(z', Zng)
JCI, 0<h<g
(,h)#(0,0),(1,9)

and Of(z;z1) = L Swl(2) Swil(z,21) — Qb (25 21). Since Swi(-, zr) € HIY
(Y), it must have at least a simple zero at ramification points. Therefore,
Q?.(z; z1) has double zeros at ramification points iff Q3 (z;z) does.
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Here is the central result of the theory, whose applicability will be
illustrated in the remaining of the article:

Proposition 2.7. If w] satisfies solvable linear and quadratic loop equa-
tions, then for any stable (n,g), the poles of wi (-, z2,...,2,) in Ur occur
only at ramification points, and we have the topological recursion formula

(2.19) wi(z,z1) = Z Res K(z,z20) EJ(z,(2); 21),

Z—Q
aelix
where £Y was defined in (2.18) and we introduced the recursion kernel

wf(2) = wi(e(2))’

(2.20) K(z,2) =

We observe that any ramification point « actually belongs to some con-
tour 7; such that ¢(;) = 7;: if 2z is near «, so is ¢(z) and therefore the path
of integration from ¢(z) to z remains in a neighborhood of «, and thus fL ?Z)
is well defined. The key point to use this proposition in practice is to show
that the linear loop equations are solvable, i.e., show that wj can be rep-
resented by a residue formula for a certain Cauchy kernel.? The purpose of
Section 3 is to provide a non-trivial class of examples where solvable linear
and quadratic loop equation arise.

Proof. Let us fix a family of spectator variable z; = (29,...,2,) € UL,
Since they are chosen away from I', we can always assume that z; ¢ V for
any i € [2,n]. Firstly, we notice that, from linear loop equations, wi (2, 21)
has the same poles with respect to z € V as A*wi(z, z;), and our definition
of solvability implies that these are the only possible poles of wj (2, z;) for
z € Ur. Besides, property (ii) in Definition 2.12 imposes that the only singu-
larity of w9(z, 20) = d.G(z, 29) in the range (2, 29) € Ur x V is a double pole
without residues at zg = z. We prove the statement about the location of
the poles of wj, by recursion of x5 = 2g — 2 +n > 0. Indeed, the right-hand
side of the decomposition (2.17) of w involves w!, with x4, < x4, and the
unknown but regular Q%. At level y = 1, we have to consider (n, g) = (3,0)

2Here, we described a situation where the Cauchy kernel does not depend on n
and g, but this assumption might be relaxed if needed in some applications.
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r (1,1). As regards w9, we have a decomposition

(2.21)

forrsy (480 22008000, 20) + 6Bu(2) 21z 20)

+ Qg(2;22,23)>~

Azwg(z7 227 23) =

The numerator of the right-hand side is regular for z € V', and the denomi-
nator may create poles at zeros of Aw(z). Since w} is assumed off-critical,
they can only occur at ramification points. Thus wg has poles at ramification

points only. As regards wi, we have a decomposition

(2.22) Awl(z) = Aw?l)(z) (81 + 1(2))

wY(2,1(2)) has a pole of order 2 at ramification points, and since w{ is off-

critical and Q1(z) regular, we deduce that wi(z) has poles at ramification
points only. If we assume the property true for wfll, such that x,/ 4 < X,
one shows by the same arguments that any wy (2, z7) with xj, = x has poles
at ramification points only. Therefore, we know that wj has poles only at
ramification points. Since wj, satisfy solvable linear loop equations, we can
use Lemma 2.1, and find

(2.23)
L1 0%, ) )
9(20, 21) Z 5_632 2 fL(z) 20 ’ <5;({(z,L(z);ZI) + Q%(z;zﬂ) .

el W (2) —wi(e(2))

The quadratic loop equations provide exactly the condition under which
% is regular at ramification points. Therefore, this term does not
1 1

contribute to the residue, and we find (2.19). O

There is a converse to Proposition 2.7:

Proposition 2.8. If w9 and w) satisfy (i) and (ii) of Definition 2.12, the
topological recursion formula (2.19) defines wy, for stable m,g, which are
elements of M, (Ur), satisfying solvable linear loop equations (i.e., (iv) of
Definition 2.12) and quadratic loop equations (Definition 2.13).

Proof. We first mention that formula (2.19) has a diagrammatic represen-
tation [42, 65], i.e., wy can be written as a sum over skeleton graphs of a
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Riemann surface of genus g with n punctures. It is quite useful to prove
elementary properties of the topological recursion. For instance, repeating
the diagrammatic proof of [67], one can show directly that, despite the spe-
cial role played by zy outwardly, Equation (2.19) does produce a symmetric
n-form. Then, Swi (-, zr) € Hi* (V) follows from (2.19) and the fact that
SG(z,+) € HI™(V), and solvability follow from Lemmas 2.1 and 2.2. To
establish the quadratic loop equations, we use Lemma 2.1 to write:

A*G(z,20) .,
(2.24) wI(z,21) = GZF: Res =220 A%wil (2, 21).

And comparing with the topological recursion formula (2.19), we find

LAG(z, 2
(2.25) Z Res W (;Aw?(z)wg(z,m) - Eﬁ(z,b(z);21)> =0,

aeIix

where & defined in (2.18), and considering the limit when zy approaches
one of the ramification points, this equation implies that QY defined in
(2.17) has a zero at ramification points. Since it is invariant under ¢, this
zero has even order. Since we already have proved linear loop equations,
this implies quadratic loop equations in their equivalent form noticed after
Definition 2.13. 0

We now come to properties of the topological recursion formula, which
were already identified in [65]: behavior under variations of the initial data
in Section 2.6, and singular limits in Section 2.8. We also give definition in
a minimal framework of numbers w] (the free energies, in Section 2.7), so
that the formulas for the variation of the initial data continue to hold.

2.6. Variations of initial data

Let Q" be a cycle in Up, which lies outside a compact neighborhood of
the ramification points. Assume we are given an initial data consisting of
[, W) €Lp(U) and w§ € Mo(Ur) so that G(z,20) = [*wI(:, 20) is a local
Cauchy kernel. We call these data a spectral curve. Then, we can define wy,
by the topological recursion formula (2.19).

In this paragraph, we discuss the effect of an infinitesimal variation of
the spectral curve. More specifically:

Definition 2.14. Let Q* be a path in Ur, which lies outside a compact
neighborhood of the ramification points, and Ao a germ of holomorphic
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function on Q2*. We consider a variation of the form

(2.26) (5Qw?(z) =Q(z) = o Aq(") wg(-,z,),

(2.27) 6ng(zl,z2):/ AQ(')wg(',Zl,Zg).

*

We call g a Witten-Dijkgraaf- Verlinde- Verlinde-compatible variation.

The reason for this denomination will appear in (2.32) below. dq is a
derivation on the space of functionals of w{ and w. Then, we can deduce:

Theorem 2.9. For any stable n,g:

(2.28) dowd (21, .., 2n) :/Q* Ao(-)wd (5215005 2n).

This result has a nice diagrammatic interpretation, and the proof is
identical to that in [65].

2.7. Definition of free energies

We define the stable free energies:

Definition 2.15. For any g > 2, we define the number

1 z
229)  wf=r= gt 3 Reut) ([ o).

aETvole

where o is an arbitrary base point and I'P° is the set of poles of wi.

Note that this definition does not depend on the choice of a base point o.
By integrating Equation (2.28), a straightforward computation shows:

Corollary 2.10. FEquation (2.28) holds also for n =0 and any g > 2.

If we have two 1-forms Q and € defining variations g and dq, the
fact that stable wj, do not have poles in Ur except at branch points imply
that dqdo = dqrdq. Therefore, if we have a smooth family of spectral curves
depending on parameters (¢;); around some initial value (t9);, so that 9,
can be realized as dq, satisfying (2.26) and (2.27), we may define unstable
free energies as follows:
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Definition 2.16. We define w} = F! as the function of (¢;); modulo a
constant, at least locally in the neighborhood of (¢?); such that

(2.30) o, F' = /  a()ele)

This definition makes sense because the derivative of the right-hand side

with respect to t; is symmetric by exchange of 7 and j, due to the fact that

w3 is a symmetric 2-form, which is regular across F x 27 since those paths

remain away from the ramification points where wi has its poles. Similarly:

Definition 2.17. We define w = F* as the function of (¢;); modulo a
quadratic form, at least locally in the neighborhood of (¢?); such that

(2.31)
atiat]. 0th0 = /

Aq(z1) / Aq(z2) / Ag, (23) W (21, 22, 23).
21 €QF 22€Q5 23€8;

Therefore, we conclude that (2.28) holds for any n,g > 0 at least with
() is equal to some §2;. We can compute from the residue formula

Qi (@) () U (a)
2pq

(2.32) 01,00, 00, F° = >

aelMix

Y

where

Q;

233)  ule)= g, ) =) 28 d(:)

and ¢ is a local coordinate near « so that {(a) =0 and £(u(z)) = —&(2).
This representation of third derivatives of F° as a sum of cubic terms is
closely related to WDVV equations [57]. Remark that, according to those
definitions, (2.28) holds for any n, g > 0 such that (n, g) # (0,0) and (1,0).

2.8. Singular limits

A family of spectral curve parameterized by t €]0, ¢o] is said to be singular at
t = 0 if ramification points collide at ¢ = 0, or a singularity of w{ collides with
at least one ramification point at ¢ = 0. The topological recursion formula
usually diverges when ¢ — 0, but we can control precisely how it diverges in
terms of the blow-up of the singularity. This blow-up curve contains only the
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singular ramification points, i.e., those where a singularity arise in the limit
t — 0. In the topological recursion formula (2.19), since the computation
of residues in the topological recursion is a local operation, we find that
the contribution of the residues at non-singular ramification points remains
finite, and for the computation of the residues at singular ramification points,
we may replace w{ and w§ by their blow-up. Therefore, we find:

Proposition 2.11. Assume (w?)(2) ~ t* (W))*(¢) and (w9)i(214,224) ~

(W)*(C1,C2) whent — 0, and 24, 24 denote family of points approaching the
point (,(; in the blow-up curve. Then, for any stable (n,g):

(2.34)

(@De(z1ts -y zn) = 10297 (W) (G, Ga) + 087207,

2.9. Spectral curves with automorphisms

Eventually, we explain for spectral curves with symmetry, how the symmetry
carries to the wj,. This remark has not appeared yet in the literature, and is
noteworthy in recent applications of the topological recursion to knot theory.

Let U be a domain and I' be a subset of the connected components of
OU. Let H be a subspace of Hp(U) representable by residues, and G its local
Cauchy kernel. In this paragraph, we imagine that we have a finite degree,
holomorphic (resp. anti-holomorphic) map o : U — U such that Ojgu com-
mutes with the involution ¢ on I'. If we assume furthermore that I' avoids
fixed points of o, the quotient 7 : U — U/o is smooth in the vicinity of the
image of I'. For any f € #(U), we define

(2.35) )= Y f),
y€o—{z}

o can be extended to a holomorphic (resp. anti-holomorphic) finite degree
map, hence we have a covering 7 : Up — Up/o. If f € Hp(U), then f7 €
Hrr)(U/o), and the subspace H? is representable by residues with local
Cauchy kernel

(2.36) Go(z,20)= Y. G(zQ)

Co€o {20}

It is easy to see that:
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Proposition 2.12. w] satisfies linear loop equations (resp. solvable linear
loop equations, and quadratic loop equations) if and only if (w3)? satisfies
linear loop equations (resp. solvable linear loop equations, and quadratic loop
equations).

In other words, the topological recursion commutes with the quotient
operation, provided the quotient is smooth near the ramification points.

3. Repulsive particles systems
Here we consider an important class of applications of the previous formalism.
3.1. The model

Let 'y be a union of arcs and open arcs in C. We consider a N -point process
in Iy with joint distribution of the form

(3.1)
N
do(h,. ) = [ =N T (RGP T]e MY an,
1<i<j<N 1<i,j<N i=1
(32) ZN:/ dw(/\l,...,)\N).
(To)™

When 3 = 2, it can be realized as the eigenvalue distribution of a random
normal matrix M with spectrum included in T'y:

(33) dw(M) — dM e—NTrV(M)+§Tr lnR(M®1N,1N®M),

where 1 is the identity matrix of size N x N. Although we borrow a proba-
bilistic language, dw can be a signed or complex measure, and even a formal
measure in this definition. By formal measure, we mean that

1 (22
By Ve =g (G -u@). U =Y k)
k

where t; are formal variables, and Zy or any expectation value with respect
to dw is considered as a generating series in the formal variables t;. We have
factored the distribution (3.2), because we will later assume that R(z,y) does
not vanish for (z,y) € 2. It is thus characterized by a repulsion at short
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distance between two particles i and j, proportional to |A\; — )\j|5 . We call
V the potential, R the two-point interaction and (G the Dyson inder. We
may assume without restriction that R(z,y) = R(y,x). It was convenient to
introduce a redundant, free parameter p in the model.

In the context of formal integrals, we shall review in Section 5 that this
model describes the statistical physics of self-avoiding loops on random lat-
tices, i.e., the general O(—p)-loop model on random maps [82]. For p = —1,
it contains for instance the Ising model on faces of random triangulations
[72]. In the context of convergent integrals, such a model has also appeared
in the context of quantum entanglement [33], and in relation with dynamics
of fluid interfaces [19].

We denote M = diag(Ai,...,An), and

1

T Zn Jirg)

(3.5) (F(M)) Ao, .., AN) FOML - AN

We are interested in computing the partition function Zy, and the connected
correlators:

- 1
(3.6) Wo(zy, ... ,xn) = <i1:[1Trxi_M> ,

where c¢ stands for “cumulant.” Equivalently,

(3.7)

Walz1,...,20) = <HTrx_1M> = Z HVV|J|((1'])J€J)
i=1 v

JoU-U,=[1,n] i=1

In the following, we assume that )V, R and I'g are such that Zy exists and
Zn # 0. Then, W), (1, ..., x,) defines a holomorphic function in the domain
(C\Tg)", and a priori, Wy, (z1,...,x,) has a discontinuity when one of the
x;’s crosses I'y.

3.2. Some results of potential theory

3.2.1. Preliminaries. In this paragraph, we focus on convergent integrals
and assume 'y C R, and non-negative distribution w(Ag,...,Ay). We use
potential theory to prove useful technical results.

We denote P;(Ig) (resp. Po(Ip)) the convex set of probability measures
(resp. signed measures of total mass 0) on I'g. Those sets are equipped with
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weak-* topology, which means that

(3.8) lim i, = pis <= Vf € Cy(T0),

n—oo

J ([ @) 1) = [ dnt) 10

0

where C(T'y) denotes the space of bounded continuous functions on I'g. We
introduce the functional & on Py (Ty):

39 €l =~ [, o) duts)n Rofa) + [ du(o)Vio)

where Ry(z,y) = |z — y|?/? (R(x,y))p/2. Since In Ry and V can have singu-
larities, there might exist probability measures for which it is infinite or left
undefined. Let I'f§ = {z € I'y| V(z) < +o0}, and let a be an endpoint of I'f.

Definition 3.1. We say that (V, Ry) defines a strongly confining interaction
at a point a if there exist M : I'§ — R} such that

(3.10) In Ry(z,y) < M(z) + M(y), liminf (V(z)—2M(z)) = +oo.

r—a

We say that (V, Rg) defines a strongly confining interaction if this is true
for any endpoint a of I'.

Definition 3.2. We say that Ry defines a strictly convez interaction if, for
any signed measure v such that v(I'g) = 0,

(3.11) jfrg dv(x)dv(y) In Ry(x,y) <0

with equality iff v = 0.

This implies in particular that P§(Tg) = {u € P1(To), &[] < +oo} is
a convex set, on which £ is strictly convex. Besides,

Lemma 3.1. If Ry defines a strictly convex interaction, then for any com-
plex measure v such that v(I'g) =0,

(3.12) HF

dv(z) (dv(y))* In Ry(z,y) < 0.

2
0
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Proof. Since In Ry(x,y) =In Ro(y,x) is real valued by assumption, the
left-hand side is real valued. Therefore,

(3.13) f dv(z) (dv(y))* In Ro(x f [Re dv(z) Re dv(y)
—i— Im dy( )Im dv(y)] In Ro(z,y).

Since Re dv and Im dv are signed measures with mass 0, (3.11) applies to
each term. U

When (V, Ry) defines a strongly confining interaction, we may adopt a
slightly weaker definition of strictly convex interaction, by restricting oneself
to v with support included in a compact of I'j. Examples of strictly convex
interactions are given in A. They include Ry(z,y) = |z — y|?, its trigono-
metric and elliptic analog.

3.2.2. Equilibrium measures. Our goal is to establish that, with help
of the functional £ for well-chosen potentials V and some extra assumptions,
one can define subspaces of Hp(U) which are representable by residues and
normalized. They will play an important role in the analysis of the 1/N
expansion of Schwinger—Dyson equations.

We consider the following set of assumptions:

Hypothesis 3.3.
(i) (V, Ryp) is strongly confining.
(ii) Rp is a strictly convex interaction.
(iii) V : I'§ — R is real analytic.
(iv) InR : (I'g)? — R is real analytic.
Proposition 3.2. If Hypothesis 3.3 holds, then £ admits a unique min-

imizer peq € M1(Lo). It is characterized by the existence of a constant C
such that

(3.14) 2 [ dpeq(s)In Rof.9) < V(o) +C

with equality peq-almost everywhere. The support I' of peq is included in
a compact of I'g, consists of the disjoint union of segments (Vi) 1<j<r, and
has continuous density in I. Besides, if Ty = UJ 17 18 a disjoint union of
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segments so that 7; is a neighborhood of ~y; in 'y, peq s also the unique

minimizer of € on My(Ty).

Proposition 3.3. If Hypothesis 3.3 holds, the random empirical measure
% Zf\il dx, whose distribution is induced by (3.2) converges almost surely
and in expectation to fieq, and limy_.o % InZn = —&[peq]-

Proof. These are classical results of potential theory in the case R(z,y) =1
[7, 49, 121], that we actually do not state with optimal assumptions. The
proof can easily be generalized to a strictly convex interaction Ry, since this
assumption guarantees the uniqueness of a minimizer of £. See, e.g., [85] for
some details when R(z,y) # 1. O

Assumption (i) on strong confinement was chosen to simplify the presen-
tation. The same conclusion holds if it is weakened so as to keep the support
compact. The case of non-compact supports is interesting but beyond the
scope of this article, see, e.g., [86] for potential-theoretic results for R = 1.
Assumption (ii) on strictly convex interactions is a convenient framework
under which existence and unicity of the equilibrium measure is guaran-
teed, but might be relaxed if the latter can be established by other means.
Assumptions (iii) and (iv) about analyticity of V and In R are only used to
ensure that I' is a finite union of segments, as can be observed on (3.86)
below. Within the present Section 3.2, we may replace them by requiring
directly that I' is a finite union of segments.

3.2.3. Stieltjes transform and analytical continuation. A complex
measure (a fortiori a probability measure) p on I'g can be characterized by
its Stieltjes transform:

(3.15) w(z) = (/F ;l“_(ij) dz,
dx

w(z) is a holomorphic 1-form in C \ supp u, which behaves as w(z) ~ F

when x — oo away from supp p. Equivalently, for any x € 'y, we have in
the sense of distributions:

(3.16) 2ir du(r) = w(z —1i0) — w(z + 10).

In particular, w(zx) is discontinuous at any interior point of supp p.
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The singular integral equation satisfied by the equilibrium measure (3.14)
can be rewritten in terms of its Stieltjes transform weq:
(3.17)
vz el Weq (T +10) + weq(z — 10) + 2; 2;7{ deIn R(z, y)weq(y) = dV(z).

r

Given that In R(z,y) is holomorphic in a neighborhood of I'?, the last term
in the left-hand side is a holomorphic 1-form in z in a neighborhood of I'.

C\T (resp. C\T) defines a domain U (resp. U) in the sense of Sec-
tion 2.1, and we now use extensively the notations of Section 2. The coor-
dinate x defines a function z : Up — C which is t-invariant. In general, we
identify a function (or a 1-form f) defined on C\T and its pullback z* f,
which is a function (or a 1-form) defined on U C Ur. Assumption (iii) (resp.
(iv)) allows to define V (resp. In R) as a t-invariant holomorphic function
on V (resp. in V?2). Therefore, the functional equation (3.17) shows that
Weq € HT(U) (see Definition 2.3) and defines a 1-form weq € M (Ur), which
satisfies

2p

(3.18) Vz €V, weq(2) + weq(L(2)) + 5 Oweq(2) = dV(2),

where? we have introduced an operator O : M*(V) — H¥(V) by

(3.19) 01(2) = 5~ 7{ d. 0 R(2,C) £(C).

As a consequence of Proposition 3.3:

Corollary 3.4.

. Wi(@) _ weq(@)
@20 R

and the convergence is uniform for x in any compact of C\ T'y.

For generic V, the 1-form w{ = weq € Lr(U) will be off-critical, in the
sense of Definition 2.10.

3For the definition to make sense, we restricted ourselves to a subspace M*(V') of
M (V') consisting of 1-forms, which do not have poles on T'°**. Since I'*** is a floating
contour, this means that we require poles in ]_[;:1 V; only arise in the complement
of a neighborhood of I'. This technicality is not important, except in the proof of
Proposition 3.8 where it will be pointed out, so the reader may also consider that
M* =M.
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3.2.4. Regularity and fixed filling fractions. The filling fractions are
the partial masses of peq on the connected components of the support: € =
fieq(7;)- Notice that 3%, f = 1. We would like to study variations of fieq
with respect to the potential, and when r > 2, with respect to filling fractions
as well. If we vary the potential, the filling fractions will change. We also
prefer to disentangle those variations.

Let 4; be a neighborhood (3f v; in ', and set I = ]_[;:1 ;- Let h : I R
be a real-analytic function on I'. Let o be the simplex {e € (R)", D16 =
1}. If € € o, we denote P.(T) the set of probability measures p on T' so
that p[y;] = €; for any j € [1,r]. Restricted to this convex set, the strictly
convex functional [y} has a unique minimizer, that we denote momentar-
ily fieq[V,€]. We believe that, for generic V and e generic, the equilibrium
measure is C' with respect to potential and filling fractions. Since we do
not have an explicit formula to describe the equilibrium measure, a proof
would involve more functional analysis, so we only present this proposal as
a conjecture:

Conjecture 3.5. If Hypothesis 3.3 holds, for V and € generic, there exists
a linear map u'eq[V~7 €], defined over triples (h,d, f) consisting of an admis-
sible function h : T' — R: a vector § € R" so that Z;Zl d;, and a bounded
continuous function f : I' = R, so that

(3.21) u,’aq[V, |- (h,0,f) = %1_1}(1) % /f f(x) dpeq|V + th, e + td](x).

By linearity, pio,[V; €] can be extended to complex-valued h whose real
and imaginary parts are admissible, and complex valued f. The difficult
point in Conjecture 3.5 is to justify differentiability of peq[V + th, e+ td]
and regularity of the support I'[V] €] when ¢ is small enough. Then, we can
differentiate the relations:

(3.22) vz e I[V, € /2(% In Ro(z,y) dpeq|V, €l(y) = V'(z),

G2 viels] [ dulVdw =,

J

to find the functional equation for

Ve e D[V,e] pl[V,el- (20, 1n Ro(x,e),8,h) = h'(z),

eq

(3824)  Viellrl plylVie-(1,,.6,h) =4,
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We also give two useful results relating ,u’eq to the second derivative of the
energy functional:

Lemma 3.6. If Conjecture 3.5 holds, we have, for any admissible f:

(3.25)

82
/J“/eq[‘/v 6] : (h7 07 f) = /J“/eq[‘/a 6] ' (fa 07 h) = %‘tzog[ueq[v +th + Sfa 6]] .
s=0

Proof. Let us define
(3.26) F(t,s) = E[peqlV + th + sf, €].
We have

(3.27)
F(t,s) == [[L, diealV + th+ 5f,d (&) dpieqlV + th + 5, €)(y) I Roay)

+/ dpieq|V + th + sf,€](z) (V +th+ sf)(x)
Iy

and if Conjecture 3.5 holds, we can differentiate for (¢, s) small enough:

(3.28)
OuF (t,5) = pieg[V +th + sf, €]

X <h70>v_2/ d#cq[v+th+8f,6](y)ln|o—y|>
o
4 [ duealV o+ th 4 516l @) o)
Lo

_ / dpteq[V + th + sf, €] (z) h(x)

0

because of the characterization of pieq. Similarly, we can compute 0sF (¢, s).
The answer is C', hence F is C? near (0,0). In particular, we find

(3.29)
88:0815:0F(t7 8) = M/eq[v](fa 07 h) = at:OaSZOF(tﬂ S) = Nleq[v](h7 07 f)
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3.2.5. First kind differentials. When r > 2, we introduce the basis of
first kind differentials as the Stieltjes transform of variations of peq with
respect to filling fractions.

Definition 3.4. If we let (eq,...,e,) the canonical basis of R", we define
the holomorphic 1-forms (h;)1<i<r—1 by

1
x—&

(3.30) hi(x) = ,u;q[V, €l (0,e; —ep,wy) dr, wi(§) =
It is uniquely characterized by the functional relation
(3.31) Vo el, /2hi(y) 9y In Ro(z,y) = 0.

The functional equation deduced from (3.24) allows to upgrade h; to a
holomorphic 1-form on Ur, such that

(3.32) VzeV, hi(z)+ hi(u(z)) + 2 Ohi(z) =0

g

and

1
(3.33)  V(i,j) € [Lr—1] x [1,7], 7{ hi = 80— 6
217'(' ,y;_:xt

Notice that the cycle Z;;% vt is homologically equivalent in ﬁr to —yext,

3.2.6. Fundamental 2-form of the second kind and local Cauchy
kernel.

Definition 3.5. A fundamental 2-form of the second kind is a meromorphic
2-form in (29, z) € Ur, denoted B(zp, z), such that

e B(zp,2) = B(z,20).

e The only singularity of B(zp, z) is a double pole at z = zy with leading
coeflicient 1 and without residue.

e It satisfies the functional equation, for any z € U and zy € V:

dz(zg) dx(2)
(#(20) — x(2))*

We say it is normalized on (v;); if, for any j € [1,7], f'ym B(z,-) = 0.

(3.34)  B(z,20) + B(z,t(20)) + 2; O*B(z,z) =
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Lemma 3.7. G(z,20) = [* B(-, 20) is a local Cauchy kernel, which satisfies,
forallze U and 2o € V:

2p dx ()
3.35 S*G — O0*@G =
( ) (27Z0)+ ﬁ (Z, ZO) -r(ZO) —l‘(Z)
Proof. Tt follows from the description of the singularities of B(z, zg), and the

functional equation for B(z,zy) = B(zo,z) with respect to the variable z.
U

-+ constant.

Proposition 3.8. If Hypothesis 3.3 and Conjecture 3.5 hold, there exists
a fundamental 2-form of the second kind (it will be proved to be unique in

Corollary 3.12).

Proof. Let xy € C\ I'. Thanks to Conjecture 3.5, we can compute the vari-
ation of the equilibrium measure with respect to the function wy(§) = 57%,
and then its Stieltjes transform, i.e., we define, for x € C\ I':

(3.36) B(z,x0) = Heg[Vy €] - (wz, 0,wg,) dag d.

By Lemma 3.6, we deduce that B(zg,z) = B(z, ). By construction in
(3 36), B(xo, ) is a holomorphic 1-form on C\ T, and even on C\I" since
,ueq Joq and ,ueq hay have zero total mass. This implies by symmetry that B

is a holomorphic 2 form in ((C \ I')2. The characterization (3.34) becomes,
in terms of Stieltjes transform: for any x € C\T" and z¢ € T,
dzo dx

- . ~ : 2p ~
3.37) B(x,xg+10) + B(x, 29 —i0) + — O™ B(x,x29) = ————.
(3.37) B(,z0 +10) + B(x, z9 — i0) 5 (2, o) (w0 —2)?

By previous arguments, it can be upgraded to a meromorphic 1-form B(z,20)
for (z,20) € U x Uy, which satisfies, for any (z9,z) € U x V:

20 D 2 a % 20 D oxn) = — dIL‘(Zo) dIL‘(Z)
U e e )

where O denotes the operator defined in (3.19), acting on the variable z.
The candidate for the fundamental 2-form of the second kind is
dx(z9) dz(z)
(z(20) — x(2))*

Since the last term added in (3.39) is holomorphic in a neighborhood of T’
and ¢-invariant, it is annihilated by O* and we deduce from (3.38), for any

(3.39) B(z,20) = B(z,20) +
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(2,20) €U x V:

. 2% ., _ da(z0) da(2)
(3.40) S*B(z,z0) + 3 O*B(z, zy) @(a0) = 2(2)F"
By construction from (3.24), the periods when z goes around 7?’“ must
vanish. It remains to show that B(z,zp) can be extended to (712 and to
describe its singularities. If z € U;, we may move the contour I'*** in O so
as to surround z. Taking into account the double pole of B(z, zp) at zg = z,
coming from the last term added in (3.39), we find

(3.41) O*B(z,20) = —dz, d.In R(z, zp) —1—7{ dz, In R(z0,¢)B(z,().
TextU{z}

Thus, we can analytically continue B(z, z9) to z € U j’ with the formula

(3.42)

dz(zo) dx(2)

(@(z0) — 222 + d.d,, In R(z, 2).

In this way, we have defined B(z, zp) as a meromorphic 2-form in (z, zg) €
ﬁlg Since B(z,20) = B(z0,2) for (z,2) € U2, the symmetry must hold for
(z,20) € (712 We already know that the only singularity of B(z,zy) when
2z €U is a double pole at zp = z with leading coefficient 1 and without
residue. Remind that in fj]“, V; can be described as the gluing along v, of
Uj and Uj (see figure 1). Let 29 € U, and consider z € U;. Using (3.40), we
find

2
SZOB(Z, ZO) + ﬁp 0203(27 Zo) =

dz(zp) dx(2)
(x(20) — x(2))*

Since O*B(z,zp) is regular when z € Vj, the only other singularity of
B(z,z9) could be a double pole at zyp = ¢;(2), but it does not occur since
the first term in the right-hand side has leading coefficient —1 at 2y = ¢;(2),
while the last term has leading coefficient 1 and both have no residues. The
last case to study is 20 € U and z € U}, for which we can use (3.42) to
write:

(3.44)
B(z,20)= — B(z,t(20)) — O*B(z, z0) + d, d;, In R(z, 29) +

(3.43)  B(z,20) = —B(z,1(20)) — O*B(z,2) +

dx(zo) dx(2)
(z(20) — 2(2))*

Since t(zp) € U and z € U ]{0, we deduce by using symmetry and the property
we just proved that the first term in the right-hand side is regular. The only
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singularity of the right-hand side comes from the last term, and is a double
pole at zyp = z with leading coefficient 1 and no residue, so the proof is
complete. O

3.3. Representation by residues
The inhomogeneous linear equations of the form

(3.45) VeV, Sf(z)+ 2; Of(z) = T(2).

where T € H™ plays a key role in our construction. This equation was
closely related to a saddle point condition for the functional £. An easy
particular solution of (3.45) is T'(z)/2, and f(z) = f(z) — T'(z)/2 now solves
the homogeneous linear equation, i.e., with vanishing right-hand side.
Therefore, we would like to describe the subspace H of Hp(U) consisting
of 1-forms f satisfying

2
(3.46) VzeV, Sf(z)+ ﬁp Of(z) = 0.
Proposition 3.9. If Hypothesis 3.3 holds, H is representable by residues,
with local Cauchy kernel G(z, z9) defined in Lemma 3.7.

Proof. For any f € H, consider the 1-form:

(3.47)

Feo = Y Res ([ Be)) 5= 3 Res ([ ) 1000

aglix aglfix

Since Sf(z) is regular at the ramification points, we could replace B(z, 2p)
by
v 1 dz(z9) dz(2)

(3.48) B(z,20) = B(z,20) — 5 (@(z0) —2(2))?

without affecting the residues. By construction, B (2, 20) satisfies the homo-
geneous linear equation with respect to its variable z. Hence, f € H, and

since G(z, zp) is a local Cauchy kernel, f — f € #H(Ur). O

When the support I' consists of r > 2 segments, we cannot hope H to be
normalized. Indeed, we have 1-forms of the first kind, which are non-zero
holomorphic elements of H. However, we claim:
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Lemma 3.10. Assume Ry is a strictly conves interaction. Let f € 3 (Ur) N
H such that, for any j € [1,r] f f=0. Then f =0.

This leads us to introduce

(3.49) Ho={ren, vielr, j[mf:o}.

j
Corollary 3.11. If Hypothesis 3.3 holds, Ho is normalized, and H = span
(hts- -, hy1) & Ho.

Eventually, we may give an alternative characterization of the Cauchy
kernel adapted to the subspace H.

Corollary 3.12. If Hypothesis 8.3 holds, there is a unique fundamental
2-form of the second kind normalized on (vy;); in the sense of Definition 3.5.

Proof of Lemma 3.10. Let f 65—[((7}) NH. It can be represented as the
Stieltjes transform of a complex measure supported on I', namely dyf( x) =

5= (f(z —i0) — f(z +10)) if we identify f to an element of H(C\T).
Integrating (3.46) with respect to x and rewriting in terms of v, we obtain

2
(3.50) Vzel, ﬁ/ dvg(§) <21n]x &+ ﬁp 1nR(x,§)) =Cj
r
for some constant Cj;. Let us integrate this relation against the complex
conjugate of dvy(x) over v;, and sum over j. We find
(3.51)

HFQ(duf(x))*dyf(g) <21n|:13—£|—|—ﬁ In R(z g> ZC (/ dv(x ))

and notice that f dvg(x) = Qm f ext f- Hence, assuming that f has vanish-

ing periods around ~; imply that uf(%) =0, and a fortiori v(I'g) = 0. By
strict convexity (see Lemma 3.1), we deduce that vy =0, hence f € H} v,
Thus, Of(z) =0 and (3.46) implies f = 0. O
Proof of Corollary 3.11. Notice that the cycle Z;Zl W;?Xt of U is homologi-
cally equivalent to the trivial cycle (we may contract it through the oo point).
Hence, the first kind differentials are linearly dependent: Z;Zl hj =0, but

(r — 1) of them are independent. For any w € H, if we denote ¢; = ﬁ @)
we have (w —377_; €;h;) € Ho.
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Proof of Corollary 3.12. If By and By are two such 2-forms, Bi(z,zp) —
Bs(z, zp) satisfies the homogeneous equation (3.46) with respect to z, has
vanishing periods around the +;, and is holomorphic in U. According to
Lemma 3.10, we must have B; = Bs. O

3.4. Schwinger—Dyson equations

Schwinger—Dyson equations can be derived by integration by parts, or change
of variables in the integrals. They are exact for any finite N and do not
depend on the contour I'g. To simplify the exposition, we assume that there
is no boundary terms. It happens for instance when I'g is a union of arcs, and
the interactions are strongly confining at the endpoints of I'y in the sense
of Definition 3.1. It would not be difficult to include effects of boundaries in
the equations below, and our conclusion would hold the same (in the case
R =1, see for instance [44]).

Lemma 3.13. For any z,xz2,...,2, in C\Ty:

(3.52)

—<1—2>< el )
+<( ) gTr >C+J§C:I<Tr _Mjl;[]Trx — >
(vt g ty) (P Ity

i€l
Z<Tr 1 I o™ 1 >
_ _ 2 _
ﬂ P (x — M)(x; — M) v xj—M )
2p ( (O1InR)(M ®1y,1xy ® M) )
+ — Tr Tr =0.
J6] < x—M g .

Sketch of proof. Equation (3.52) for n =1 is obtained by performing
the infinitesimal change of variable Aj — A + = + O(€?) in the integral
Zn (which is invariant since we assumed the absence of boundary terms).
Equation (3.52) for n > 2 is then deduced by writing the equation for n =1
but for a new potential V(A) + >, 555 for i € I, and collecting the terms
of order [ [, ; €;. All these steps can be Justlﬁed both for formal integrals, and
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case by case for convergent integrals. For instance, in the case of convergent
integrals over I'g = R, we may use, for any smooth function A~ : R - R
going to 0 at +oo and with bounded derivative, the change of variable
Ai = Ai +eh();), which is well deﬁned for € small enough. And then, we
specialize to h(\) = Re = and Im —— for a given x € I'y. O

When we assume In R analytlc in a nelghborhood of T2, we can rewrite
Equation (3.52) completely in terms of the correlators, with contour integrals
around I'y

(3.53)
(1 - ;) 8$Wn($7331) + Wn—l-l(x’ x,.r[) + Z W|J|+1($’x‘]) W”_m(x’ xI\J)
2 [ dE NV'(9) Wn(g,xf 7{ d¢ Wn 1 §,x1\{})
ﬁ I, 2im T — T, 217 ( (x; — &)?
7{ d¢ dn 851nR)(€ n)
1—\2 (2ir)? x—£

< | War(§omzr) + ) Wi (& 2) W g (n,zpn ) | = 0.
JcI

We call n the rank of the equation.
3.5. Topological expansion of the correlators and loop equations

Definition 3.6. The correlators have a large N expansion of topological
type if, for any n > 1,

(3.54) Wiz, an) = Y N9 Wz, a),
920

where W (x1,...,2,)dz1,..., dv, is an element of }[([7) independent of
N, and the meaning of the right-hand side is either a formal series, or an
asymptotic series with uniform convergence for x1, . .., x, in compact subsets

of U =C\T.

The goal of this article is not to discuss general conditions which guar-
antee the existence of such an expansion. For formal integrals, W,, is by
construction defined as a formal power series, with a 1/N behavior of the
form (3.54), see Section 5. For convergent integrals, with Hypotheses 3.3 and
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the assumption that V is off-critical, (3.54) would have to be justified. This
is done in [27], and we only mention that it holds in two cases:

e When the support I' is connected (r = 1).

e When I' consists of r segments, but in a model with fixed filling frac-
tions.

It is clear from the Schwinger-Dyson equations that (3.54) is possible only
for = 2, otherwise one would find all powers of 1/N in the expansion. In
the multi-cut case, we do not expect a 1/N expansion, but rather (3.54)
where the coefficients W are bounded but featuring fast modulations with
N, and the heuristic argument of [74] for Hermitian matrix models can
easily be adapted to describe precisely those coefficients for general systems
of repulsive particles.

We would like in the present section to forget about Hypotheses 3.3, and
we shall rather be working with:

Hypothesis 3.7.
() g=2.
(ii) I = - i—17; and ; are disjoint bounded intervals of R.
(iii) V is analytic in a neighborhood of T.

)
)
(iv) In R is real-analytic in a neighborhood of 2.
(v) The correlators have a large N expansion of topological type.
vi) WY is discontinuous at any interior point of I'.
1
)

(vii) wd(z) = WP (x)dz is an off-critical 1-form.

We may wish to add a stronger condition at some point, so we introduce
as well:

Hypothesis 3.8. Conditions (i)—(vii) of Hypothesis 3.7, and

(viii) Ro(z,y) = |& —y| (R(z,y))”’? is a strictly convex interaction.

Condition (i) is mandatory if we want to restrict ourselves to expansions
of topological type, and not general 1/N expansions. Conditions (ii)—(iv)
are implied by (i), (ii) and (iv) of Hypothesis 3.3. Conditions (vi) and (vii)
amounts to saying that the density of jieq remains positive on the interior
of I' and behaves as a square root at the edges, and is satisfied for generic
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potentials. Condition (vii) in Hypothesis 3.8 is (iii) of Hypothesis 3.3: it is a
convenient framework to analyze the question of uniqueness of solutions of
(3.46), i.e., to prove that Hy is normalized. It can be relaxed if one can show
normalization by other means. It is useful even in the context of formal
integrals, but it is a technical assumption that one would like to relax in
some applications, for instance, in the O(—p)-model (i.e., R(z,y) = (x +y))
with |p| > 2 [60]. Eventually, (v) includes the assumption that the leading
order of Wy (denoted W) exists, and given that, we do not need to assume
Conjecture 3.5.

Proposition 3.14. Let us assume Hypothesis 3.7, and define wj, € H,(U)
by the formulas:

(3.55) Wi 21y ey zn) = Wi (x(21), ... x(2n)) dax(z1) - - - da(zy,)
dx(z1) dx(z2)
(x(21) — 2(22))*

Then, wy satisfies linear and quadratic loop equations. More precisely, they
satisfy, for any n, g, any z; = (22,...,2,) € U1,

+ 5n,25g,0

(3.56) VzeV, S*wi(z, zr)+ pO*wi(z,zr)

This proposition is proved below in Section 3.7. In other words, wj € H.y,
where H is the subspace of M (Ur) consisting of 1-forms f satisfying

(3.57) VzeV, Sf(z)+pOf(z)=0

and H, is its n-variable analog. We insist on the following intermediate
result:

Porism 3.15. w)(z, 29) is a fundamental 2-form of the second kind, Gz, 29)

:fzwg(z,zo) is a local Cauchy kernel, and H is representable by
residues. 0

Those two results hold without assumptions about unicity of solutions
of (3.46), and we prove them in Section 3.7 below. Then, it shows that the
topological recursion formula holds in all models of the form (3.2):
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Corollary 3.16. Let us assume Hypothesis 3.8 and for any stable n,g
and any j € [1,7], ﬁy‘ wi(-,21) = 0. Then, stable wy, can be computed by
the topological recursion:

wi(z0,21) = D Res K(z,20) | wipy(:u(2),21)
aeltix

“h
+ Z w‘}fﬂﬂ(z, 27) wfhm(b(z), zng) |
JCI, 0<h<g
(J:R)#(9,0),(1.9)

where the recursion kernel is

(3.58) K(z,20) = —5

Proof. Since Ry is a strictly convex interaction, we deduce as in the proof
of Corollary 3.11 that the subspace

(3.59) Hoz{feH vj e [1,1], f f:o}
e

is normalized. If the stable wj have vanishing periods around 'ijt, they
belong to (Hop)n, which means that the linear loop equations are solvable.
Thus, we can apply Proposition 2.7. O

In Corollary 3.15, if the stable wf, (20, 27) had non-vanishing periods when
zp goes around 'y;?Xt, it could be computed by the residue formula (yielding an
element of Hy) shifted by a linear combination (with coefficients depending
on zy) of first kind differentials introduced in Section 3.2, so as to achieve
the correct periods in zg. Within the Hypothesis 3.8, it is thus clear, by
recursion, that the knowledge of all periods of wy allows to determine it
uniquely and explicitly.

3.6. Topological expansion of the partition function
One can also have access to derivatives of the partition function Zy with

respect to any parameters of the potential. The partition function itself may
have a prefactor which does not depend on perturbations of the potential
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YV — V + ty where @ is real analytic on I" and ¢ is small enough, but depends
on N, so that In Zn = W} does not necessary has an expansion of topological

type.
Proposition 3.17. With the assumptions of Corollary 3.16,

(3.60) Wo=F=Cy+ Z N229 9,
920

where, for any g > 2,

(3.61) Fo =3 _129 > Reswi(z) (/ZW?>

aelMix

which does not depend on the choice of primitive for w9, and C does not
depend on real-analytic perturbations of V.

We refer to Section 2.7 for the discussion about F° and F''. We do not
address here the computation of the constant Cn which depends on the
applications. For applications to topological string theories and for having
some symmetry properties, the computation of this constant has been fixed
explicitly, e.g., in [28, 36].

Proof. One has to check that the derivative of both sides match, with respect
to the parameter t shifting the potential to V;, = V + typ, where ¢ is a real-
analytic function on I'g. If the model with potential V' satisfies the assump-
tions of Corollary 3.16, so does the model with potential V; for ¢ small
enough. We know from first principles:

(3.62) or =4 & ey Wi(e),
(3.63) Wi (z) = —ﬁ % @ (&) Wa (€, @),
(3.64) OWo(x1,x9) = —jg % ©(&) Ws(&, x1,x2).

If we plug the topological expansion for Wi in (3.62), we find that 9, F has
an expansion of topological type:

(3.65) OF =) N> <— fr % W{’(g)) :

920
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Besides, if we consider only the leading term of (3.63) and (3.64) when N is
large, we deduce

1
(3.66) Uh(2) = —5- Q)€ 7).
1
(3.67) Qw3 (21, 22) = "% f p(&) w3 (€, 21, 22).

Hence, 0; is a WDV V-compatible variation in the sense of Definition 2.14.
Then, Corollary 2.10 tells us, for any g > 2:

(3.68) O 9 :}é & e(&) wi (&)

ext 2177

We thus identify, for any g > 2, the N2729 term in (3.65) with (3.68). O

3.7. Proof of Proposition 3.14
We first work with functions on C\ T rather than with 1-forms on the
domain U. For any holomorphic function f defined in a neighborhood of

I'in C\ T, we define the function

(3.69) Of(x) = ﬁ (8 In Rz, €)) £(€) de

~ 2in
which is holomorphic in a neighborhood of I', and
(3.70)Af(z) = f(z +10) — f(x —i0), Sf(x)= f(z+10)+ f(z —i0)

which are defined for x € I'. We are going to prove, by recursion on x5 =
2—-2+n>-1:

Lemma 3.18. For any x € I', any x7 = (9,...,2,) € (C\ )",
On
(3.71) S*WI(x, z1) + p O°WE (z,27) = 640 ( 0naV'(z) — —2— ),
’ ’ (x — x9)?

where the superscript © stresses that S and O acts on the variable x.
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Proof of the lemma. Atlevel x = —1, we just have (n,g) = (1,0). The rank 1
Schwinger-Dyson equation to leading order in N gives

d
372)  (W(2)*+ i ) - _55

(pOWO(€) = V'(€)) WO(€) = 0.

If we take the discontinuity of this equation at x € r (i.e., specialize to x £ i0
and substract), we find

(3.73) AW (z) (SWP(x) + pOW?P(x) — V'(x)) = 0.
Thanks to (vi), we arrive to
(3.74) Veel, SWlz)+pOWl(z) =V ().

At level x = 0, we have (n, g) = (2,0). The rank 2 Schwinger-Dyson equation
to leading order in N gives

d. wy
(3.75) 2W3 (z, m2) WY (z) + Qirjgx _gf @ _1;?)2
1 d
5im § 222 [ (P OWEO) —V(©) WE(e.m2) + p W) OWS(E.0)] =0

We compute its discontinuity at = € I:

(3.76) AW (w,22)[SWP (@) + p OWP(x) = V(x)],
1

BT7) -+ AWP(E)[SWala.a2) + p O Wi(w.a2) + (=] = 0.

The first line vanishes since we already showed (3.74), and thanks to (vi),
we find

1
5

1770 170 .
(3.78) STW (i, w2) + p O Wy, v2) = (z — )

Then, let x > 1, let us assume that (3.71) holds for all n’, ¢’ such that XZ/, >
X, and let n, g such that y = x. We collect the term of order N29~1*7 in
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the rank n Schwinger—Dyson equation:

(3.79)

h —h
Wgﬂ (z,z,21) + g W (2, a:J)Wg_m(x, )
JCI, 0<h<g

p d§

DI OV W1 (6,€ 21)

Y W) OWET (€ e )
JCI, 0<h<g

1 3 , Wi (& 2 gay)
*mpx—s<_v(§) Mo T2y >_0

el

where O%" means that O acts on the ith variable only of the function to its
right. We organize the computation of the discontinuity of this equation as
follows:

(3.80)
AT[S® QWgH (z,2,21) + p O WI | (x, 2, x7)]

1"

+ Z A* V[/‘J‘H(x xg)[STWY |J|(:r xpg) +p OWI M(:L‘ JJI\J)]
JCI, 0<h<g

1
+ZAI .%' xj\{ })|:S WQ(JZ‘ xz)—l—p(’)”CWQ(:c $1)+m}
el

+ AW (z, xy) [SWIO(.I) + pOWlo(ac) - V’(az)]

+ AWY (@) [S"Wi (=, x1) + p O W (2, x1)] = 0.

In the third line, " means that we excluded the terms (J, k) = (0,0), (I, g)
and (I \ {i},¢) from the sum. According to the recursion hypothesis, the
brackets in the first four lines vanish, with a word of caution for the first
line when (n,g) = (1,1). In this case, we may rewrite

(3.81) APS®2WY (2, ) + p OV Wz, )]
= lim AY [SIWQO(y, z) + p O*W(y, )]
y—w
1
T 21170 z1r70
(3.82) = lim A [S W5 (y, @) + p O Wy (y, ) + = y)J
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which indeed vanishes since we already proved (3.78). Only the last line of
(3.80) remains, and thanks to (vi):

(3.83) Voel, S"Wi(z,z1)+pO"W(z,21) =0.

By induction, this proves the lemma for any n, g. ]

Now that we have Lemma 3.18, we come back to the proof of Proposi-
tion 3.14. Those functional relations imply that, for any z; = (22,...,25) €
UL wi(-, 21) defined by (3.55) are continuable n-forms across I' (see Def-
inition 2.3), which satisfy, for any z € V,

(3.84)

dz(z) dx(z2)
S*wi(z, O*wi(z,z1) = Op,1 dV Ong ————5 | -
e 20) + O 20) = By (Bua V) + 00 ST
In particular, for (n,g) = (2,0), notice the change of sign in the right-hand
side due to the shift between WY and w9.
Let us have a look at the Schwinger-Dyson equation for W) (x), that we
rewrite

(3.85)

2 1 3

(W0(@))? = V@ WE) + 5§~ (V@) = V(€) + pOWD(©) =
2im rTr— f

Although the last term is unknown, we know that it is holomorphic in a

neighborhood of T'. Thus, considering (3.85) as a quadratic equation for

WP(x), we may solve it*:

(3.86)
o) = Y \/(V'<x>>2 1 de

4 %m Jrx— &

(V'(z) = V'(§) + pOWL(€)).

Let a be a ramification point in Ur, i.e., such that z(a) € I'. We infer from
(3.86) that W{(x) is finite when z approaches x(a), hence w € Lr(U).
Besides, W (z) — W(z(a)) € O(y/x — x(a)). We recall that vz —a is a
local coordinate in U, near a, thus Aw{(z) has at least double zero at ram-
ification points. And, since AW} (x) does not vanish in the interior of T,

4We choose the sign of the square root such that W{(z) has the right behavior
as T — 00.
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this ensures that w{ is off-critical. Besides, the computation given in the
proof of Proposition 3.8 relies on this functional relation (3.84) for w) only
(replace B(zg,z) there by our present w$(zo, 2)), and shows that G(zp, z) =
J# wY(z0,2) is a local Cauchy kernel. Last but not least, since (’)an(z zr) is
holomorphic for z € V, we deduce from (3.84) that Swi (-, 27) € H. There-
fore, we established linear loop equations.

Now, we are going to recast the Schwinger-Dyson equations so as to
obtain quadratic loop equations. As before, we first work in C \ I with the
functions Wj. Since W (¢, 1) € O(1/€) when € — oo, we may represent:

(3.87)
OWI (w,wm)+ Y. Wi (2,20 WL (2,20)
JCI, 0<h<g
1 d€ z,21179—1
217T Fx_§ O Wn—i—l(é.?xaxf)

T —h
Y W& a)0m W (e )
JCI, 0<h<g

Thus, Equation (3.53) can be decomposed:

(3.88)
—h
Wg—i—l ($,.Z‘,l‘[)—|— Z VV|}}]|+1($7xJ)Wg,|J|(x7$I\J)
JCI, 0<h<g

-1 —h
+p | OPWIL (2, 2,2p) + Z I/V\}}Hl(x? SCJ)OngfIJI(x’ )
JCI, 0<h<g

iel
where
(3.89)
1 V'iz) -V o
Pi(x;xr) = mﬁw ¢) d¢ — Z s ( ;i;ﬁj\{ }))
o [

-1
2im Jrz —¢ O Wi (& 1)
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T —h
Y W (& z)OTWE (2,20 )
JCI, 0<h<g

— OV WETI(6,6 1)

—h
- > Wﬁm(fawJ)Ofwg,m(&xf\{i})
JCI, 0<h<g

The relevance of this decomposition comes from the observation that
Pj(x;xr) is a holomorphic function of z in a neighborhood of T'. Now, let us
multiply by (dz)? [;c; d; and translate this equation in the realm of differ-
ential forms in the domain U. In particular, we can define a quadratic differ-
ential Pj(z;2r) for z € V, such that Pj(z,z1) = P{(x(2); z(21))(dz)* [1;e;
dxz(z;) when z € U. It has double zeros at ramification points, coming from
the zeros of (dx)2. One also has to take into account the shift between W2
and w9 (see (3.55)). When (n,g) # (1,1), we find that (3.88) becomes, for
ze[[jo,Ujand z; € U™

(3.90)

Wg;i(z» 2, Z[) + Z w|}fj|+1(za ZJ)wi:‘hﬂ(za zI\J)
JCI, 0<h<g
dx(z) dz(z2)
20 W) )~ ae)?

el

2 h —h
+po| 07w z+1(272721)+JCIZO;h< W\JI+1(37ZJ)OZWz—\JI(%ZI\J)
<g

z) da(z)

— dV( )wg(z Zr +ZW

el

wl_y(zn(iy) + Pz 21) = 0,

where we included all the terms having double zeros at ramification points
in PJ(z; z1), namely

(3.91) Pn( ; [) 'Pn( ; ])+(5g,0 ((5 ( ) —a(s ))

2 (dz(2))* dz(2) dz(zs) )
(2(2) — w(22))? (2(2) — x(23))* )
The operator O was defined in (3.19) in the framework of 1-forms, and

are just the translation of O defined in (3.69) in the framework of functions.
Notice that the third term in the first line of (3.90) combines with the middle

+ 5n,3



94 Gaétan Borot, Bertrand Eynard and Nicolas Orantin

term of the third line, and just amounts to change the sign of the latter. We
now use the linear loop equation in the form (3.84) to replace in (3.90) the
quantities involving O% by quantities involving ¢(z) only, for z € ]_[;:1 Uj.
We find

(3.92) — wiﬂ(z, 1(2),21) — Z w{fnﬂ(z, ZJ)WZ:}‘ZJ‘(L(Z>, Z1\{i})
JCI, 0<h<g

+PY(z;21) = 0.
Hence, the quadratic differential Q,, j(z;2r) defined in (2.16) coincides with
ngj(z; zr), so has double zeros at ramification points. For (n,g) = (1,1), we

must be careful because of the double pole in w9 at coinciding points. We
start with (3.88):

(3.93)
W3 (z, z) + 2W ] (2)W) () — V' ()W (x)
+p (02 W3 (2, 2) + O"W (2) Wi (z) + WP (z) O"W{ (z)) + Pl (z) = 0.

For z € Uj, we first compute

(3.94)
WE(e(2).2(2)) = lim Wo(a(=). (=)
U (e s dat)
= LG d () ( 2(2.2) <x<z/>—x<z>>2>
(L 0(2) + pOrB(Z, 2)

= — lim

z'—z da:(z) d:E(Z/)
B () + pO*ul(5,2)
(dz(2))?

and we use this expression to replace WY. We obtain
(3.95)  —wi(z,1(2) — Wl (2)wi(1(2)) = wi (e(2))wi(z) + Pi(2) =0,

hence Ql(z) = Pl(z) again, and it has double zeros at ramification points.
Therefore, we have obtained the quadratic loop equations.

3.8. The model with several species of particles

Our results can be extended to repulsive systems of particles of s > 2 differ-
ent species. We consider Ny particles of type k with k € [1, s], and denote
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A their position on some arc T'gy, and N = >} _; Nj the total number of
particles. We consider the model

N, N,
(3.96) dw(A) = / H H H (Rhl()\i’k’)\j’l))Pk‘l/Q

1<k, i<s =1 j=1
s

Ny
I I Pex=2wl® JTe Ve ani ]

k=1 |1<i<j<N, i=1

where the integral runs over [[;_;(Tox)™*. In the decomposition of the
measure, it is understood that the two-point interactions Rj; will be reg-
ular on Iy, x T'g; for any k,l € [1,s]. We may assume without restriction
that Ry (z,y) = Rix(y, ) and px; = p; . We denote again Zy the partition
function of w.

In the context of formal integrals, we shall see in Section 5 that they
describe the statistical physics of self-avoiding loops on random lattices,
where the symmetry between the inner and the outer domains delimited by
the loops is broken. It contains the p?-Potts model on general random maps
as a special case [16].

Let us denote

(397) Mk = diag()\i7k)1§i§]\[k, M = diag(Ml, . ,Ms).

We now want to consider observables distinguishing the type of particles.
For any ki,...,k, € [1, s], we define the refined correlators

n
oy e, 1
: = Tr ———— ) .
(3.98) Wa(a1, ..., 27) <U1 o Mki>
- C

For each variable x;, we use the notation x; to indicate to which type of

. .- . . k kny .
particles it is coupled, but it should not hide the fact that W, (z1,...,xy) is
a different function of z1,...,z, for each kq,..., k,. If we want to sum over

all type of particles, we rather write

(3.99)  Wa(z1,45,....4 ZW (B, 25, ..., 40

k‘l_l

1 = 1
=(Tr— Tr— ) .
< Jil—Mg xi_Mki>C
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If (x;)ier is a set of variables and (k;);cr a sequence in [1, s], we also write

collectively Wn(:lgll) This function is holomorphic in the domain ]} ,(C\
Io k), and, a priori, has a discontinuity when one of the z;’s crosses I'g i, .

In the original model (3.2), we considered the cases where the support I’
of the equilibrium measure fieq, was the union of r disjoint segments ;. Such
a regime can be elegantly described as a model with r species of particles,
where

e =0, Vi =V, Ry = R and pj; = p do not depend on k,1 € [1,r].
e N = | Npeq(yx)], and T is a small neighborhood® of 7 in Ty.

k
The refined correlators Wi, (z, #7) are then obtained by projecting Wi, (z, 1)
on the space of holomorphic functions having a discontinuity on I, i.e.,

(3.100) W, (5, ) = % é W

3.9. Generalization of the method

The analysis of the model with r species is very similar to the case r = 1.

. . . k k
The only difference is that we have to deal with vectors [W,,(z,z)]1<k<s,

and the operator O becomes a matrix of operators (O ). Hence, we will
not reproduce all the details, and rather summarize the main steps leading
to the results of Section 3.10 below.

3.9.1. Results from potential theory and analytic continuation.
Let €, = Ni/N be fixed and positive. We are led to introduce the following
functional on [[;_; Me, (To):

(3.101)

€l = =5 3 [Je,  donde) (o) e =l

_,Zpkljj dul()lanlmy +Z/ de x)

Lo, x Lo,k

>The partition function of (3.2) on (o)™ differs from that on J;_, (Tox)"* by
exponentially small corrections when N is large, which are irrelevant from the point
of view of 1/N expansions.
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Critical points of this functional are characterized by the following equations:
for any k € [1, s]), for = € I'gj, pi-almost everywhere:

(3.102)

/Bk:/ dp(€) In |z — | + Zpk,z/ d(§) In Ry (2, &) = Vig(z) + Cg
To.x =1

0,1
for some constant Cj.

Definition 3.9. We say the interactions defined by the data
(Rk1s Pt Br)k,, arve strictly convex if, for any vector of complex measures
v = (v1,...,vs) such that v(I'o ) = 0 for any k € [1, s], we have

(3.103) (m i ) (i) nfe — g

+Zpszfp

with equality iff v = 0.

0,6 %XT0,1

dvg( )(de(y))lan,l(iB,y)) <0

As in Lemma 3.1, it is equivalent to use complex measures instead of
signed measures in this definition, provided the measure on y in (3.103)
is replaced by its complex conjugate. In particular, this implies that £ is
strictly convex. The natural set of assumptions is now:

Hypothesis 3.10.
(i) Vi : Tox — R are real analytic.
(ii) In Ry : Tox x oy — R are real analytic.
(iii) The interactions are strictly convex.
(iv) If some Ty ;, is unbounded, the potentials are strongly confining.
If Hypothesis 3.10 holds, the existence and uniqueness of a vector of

equilibrium measures is guaranteed, and I'y, = supp p1x will be a union of 7y
segments: T'y = [J'* <1 Vk,j- We can define domains Uy (resp. Uk) which maps
bijectively to C\ Ty (resp. C\ '), and include them in Riemann surfaces
(Uk)r, as in Section 2.1. Let Vj, ; be annular neighborhoods of ~y;, j in (Ux)r,,
let V. = U;’;l Vi,j and ¢, its holomorphic involution. The potentials V()
can be promoted to a sequence Vi(z) of tx-invariant holomorphic functions of
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z € Vj. Similarly, In Ry, ;(z,y) defines a sequence In Ry, (2, w) of holomorphic
functions of (z,w) € Vi x Vi, which are ¢g-invariant in z and ¢-invariant in
w. We are led to define the operators® Ory : M*(V}) — ?{lil:’ by

(3.104) Okif(2) = 174 dzIn Ry (2,€) f(§)-

2im

The Stieltjes transform of the equilibrium measures

(3.105) N5 = </F W) d(2)

are initially defined as holomorphic 1-forms in Uj. From the saddle point

equation (3.102), we deduce that they can be continued across I'y (i.e.,
k

wi(*) € Hr, (Uy)), and they satisfy the functional equation

2
(3.106) Vze Vi, Awl( +Z pk’oklwl (2) = — dVy(2).

ﬂ

Besides, assuming an analog of Conjecture 3.5 and repeating the steps of
Section 3.2, we can show the existence of a sequence of a fundamental 2-form

of the second kind, denoted B(k-o, k) € M(ﬁrko X Urk), such that

e B(5.5H =BEY).

e For any 29 € Vi, and z € Uy:

dz(zg) dx(2)

k ko s k 1o
3107 SZ()B OZO B = 6 (z(z0) — 2(2))2°
(3107)  SEBE0) + 3 protn O 1, BE %) = Seo (e v oy

l():].

e For any j € [1, 7], fechzo,) 0.

Similarly, we can also construct first kind differentials, i.e., a sequence
hmJ(l-C) € H((Ug)r,), indexed by k,m € [1,s] and j € [1, 7], such that

e for any z € Vj:

(3.108) Sihal +Z 2221 J(3) =0,

6See footnote page 74 for the meaning of M*.
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_ k
e for any j' € [1,74], ﬁ e, b, (+) = Okm0j,j-

3.9.2. Representation by residues. We define H, the subspace of
D;_, Hr, (Uy) consisting of vectors of 1-forms f which satisfy, for any k €
[1,s] and z € Vi,

l
(3.109) Skf(z +Z 2L 0y (4 = 0
and its subspace of forms with vanishing periods:

(3.110)Ho = {f €H, Vkel[l,s], Vjel[l,r], 7{ r& = 0}.
gl

We also define

(3.111) G by = / B(* %)

Notice that @;_, Hr, (Up) ~ Hr, (]_[221 ﬁk), where we insist that the right-

hand side involves the disjoint union of ﬁk, so that we are still in the frame-
work on Section 2.1. The proofs in Section 3.3 can be adapted to show:

Proposition 3.19. If Hypothesis 3.10 holds, H is representable by residues,
with local Cauchy kernel G(Ig', 158) Besides

(3.112) H="How | D span A (")
1<m<s
=1igi<r,,
and Ho is normalized. O

3.9.3. Schwinger—Dyson equations. Schwinger—-Dyson equations for
the refined correlators in the multi-species case can be derived as in
Section 3.4. When we assume In Ry, ;(x, y) analytic for (x,y) in a neighbor-
hood of I'g 3, x I'g;, the rank n Schwinger-Dyson equation without bound-
ary terms reads, for any k and kr = (kg, ..., kn) € [1,s], for any 2 € C\ T'g
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and ry = (:1:27 .. 'an) € Hie[((c\r(],ki)?

(3.113)
k knu

2 k ks k k kr ks
<1 - /Bk;> O W (T, 27) + Wagr (T, 2,27) + > W51 ( ¥ T 1) Wo g1 (2,217)
JCI

Er iy

2 d¢ NVL(OW, (571’1 d§ W 15,961\{1)
ﬁkﬁmmﬂ r—§ 5k27£ 2im (z — &)(xi — £)?

20k, d§ dn O¢In Ry (€, 1)
* Z @Fo kXFo,z(?i’]T)2 xr — g

k I kr
n+1(€a y L + Z I/I/Y|J|—‘,-1 gaxJ) \J|(77 xI\\J) = 0.
JCI

The coupling between different species of particles only occur in the last
line, through the off-diagonal terms of the matrix p = (pr1)k,-

3.10. Results

We introduce:

Hypothesis 3.11.

(1) B =2.
(ii)) Ty = U;’;l Vk,j is a disjoint union of bounded intervals vy ;.
(iii) Vg is analytic in a neighborhood of T'.

(iv) In Ry, is analytic in a neighborhood of T'y x I7.

)
)
)
(v) The refined correlators of (3.99) have a large N expansion of topolog-
ical type.

(vi) WO( ) is discontinuous at any interior point of I'y.

(vii) wd(x ) WO( x) dzx are off-critical 1-forms.
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Proposition 3.20. Let us assume Hypothesis 3.11, and define wy €
@Zh_n?kn:l H([Ti, Ug,) by the formulas

ks En "
(3.114) WIEL B = W), - a(z) [ delz)
i=1
dz(z1) dz(z2)
(@(21) — 2(22))*
Then, wy satisfies linear and quadratic loop equations. More precisely, for

any n, g, any k,kr = (ka, ..., kn), any zr = (22,...,2y) € [[;=y Uk,, and for
any z € Vi, we have

+ 0n,209,00k, k>

(3.115) Siwﬁ(g, IPZ) + Z Pk, Ok wi (’é, 2})
=1
d d
=090 <5n,1 dVi(2) + 6n,20k k, x(z) dx(22) > ‘

(z(2) — z(22))?
U

Hypothesis 3.12. (vii) The interactions are strictly convex, in the sense
of Definition 3.9.

Notice that (ii) to (iv) of Hypothesis 3.11 and (vii) of Hypothesis 3.12
are implied by Hypothesis 3.10.

Corollary 3.21. Let us assume Hypothesis 3.12 and for any stable n,g,

any k,kr and any j € [1,7%], 3€v,‘;"ﬁ wi(+,z1) = 0. Then, wy can be computed

by the topological recursion:

(3.116)
g ko ki
wi(20,21) = Res K, (2, 20)
ael}x
_1.,k koy k ko k. —h koy kru
Wi (2, (2), 21) + Z w"f]Hl(zU,z})wi_m(%o(é)),zlv) ,
JCI, 0<h<g
where the recursion kernel is given by
1 ko k
2 Lio(z) wg( '07 28)

(3.117) K, (%, 20) = .
A(2) = W, (2)
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We remark that the recursion kernel only involves wQ(zo, ) for k = ko.
After summing over £k, the topological recursion takes the usual
form (2.19).

4. Virasoro constraints, graphs and loop equations

In this section, we rewrite the Schwinger—-Dyson equations of the repulsive
particle with s species in terms of the partition function, with index G = 2
for any k € [1, s]. We show that they can be obtained by a canonical trans-
formation mixing s independent copies of a set of Virasoro constraints, mak-
ing the connection, e.g., with [102] or the work of [11]. This decomposition
can be seen as a realization of Givental formula expressing the value of the
potential of a Frobenius manifold as the result of the action of a canonical
transformation on a product of Kontsevich integrals [81]. From this point of
view, the coefficients of the potentials V are interpreted as flat coordinates
on the Frobenius manifold, the interaction between the eigenvalues corre-
sponding to a motion in this manifold. The topological recursion therefore
gives the 1/N expansion of those deformed Virasoro constraints, provided
the one and two-points functions are known to leading order in N.

In this section, we consider all quantities as formal series in coefficients of
the potentials and the two-point interaction. The method to define properly
such formal matriz models has been reviewed in detail in [72].

4.1. Virasoro constraints and the one-Hermitian matrix model

Considering a family of formal parameters t = (¢ )x>0, we say that a formal
series fn(t) satisfies Virasoro constraints if

(4.1) Vm > —1, Ly[t,N]- f(t) =0,
where for m = —1,0, 1:

4.2 L 4[t,N|=t1 — 1)t

( ) 1[ ) 1 +Z ] 8t] 17

19
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2 0 0
4.4 Lit, N|l= — — — + 1)t ———
( ) 1[7 ] N2 6t0 8t1+j21(]+ )]athrl
and for m > 2
m—1
2m 0 0 1 o 0
4. Lot N = =2 < 1
(4:5) (&N =32 51 9tm N2]§::1'7 ) ot ot
3G+ myty Y
J
j>1 atm+]

The name “Virasoro” comes from the commutation relations satisfied by
those formal differential operators:

(4.6) (L [t, N], Ly [t, N]| = (m — m) Ly [t, N].

For further convenience, when there is no confusion, if f(t) is a formal series
in t, we denote

" f(t)

(4.7) vieN", [fi(t)= L, 01,

It is well known [8, 84, 108, 112] (see Lemma 4.1 below) that the parti-
tion function of a one-Hermitian matrix model satisfies Virasoro constraints.
More precisely, consider the local partition function

(4.8) Z[V,N| = / I &i—x) H e NV g\,

To 1<i<j<n i=1

with a potential of the form

(4.9) V() =VO(@) — tg— 3 2 (5 — AY.

>

[y is a contour ending at oo in the complex plane, V(© is analytic near
A € C with a Taylor expansion of the form

£ .
(4.10) VO@) = 15" =3 L (@ =)

>

and (T, V(©) is chosen such that Z[V(®) N] is a convergent integral. Here,
t = (t;);>1 is a set of formal parameters. If x; ¢ I'g, is far enough from I'y,
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writing that

I 1 o Tr (M — Ay
(411) Tr:ciM_TraziA(MA)_jZ:O(xiA)jH’

we observe that the n-point correlators of (3.6) near z; = A € T'y are gener-
ating series of nth-order derivatives of the partition function

(4.12)

Waar.oovm) = s+ 3 H jZ/le(nZ)j[v,N].

Jisenjn2li= 1

We then have:
Lemma 4.1. The 1-matrixz model satisfies the Virasoro constraints:

(4.13) ¥Ym > —1, Ly[t® +¢,N]- Z[V,N] = 0.

Proof. The Virasoro constraints are a mere rewriting of the rank 1
Schwinger—Dyson equation (specialization of Lemma 3.13 for Ry =1 and
n = 1) for the correlators, as a set of differential equations satisfied by the
partition function.

4.2. Several species of particles and sum over graphs

One can generalize the preceding section by considering the model with s
species of particles defined in (3.96), with £ = 2:

Ne N,
(4.14) doo(A) 0</ IT TITI @®eaOrins Ai0)7?

1<k, l<si=1 j=1

S

Ny,
H H Nk — Ajk)? HB_NV’“(A”) ANk |

k=1 | 1<i<j<N, i=1

where the range of integration is [[;_; Fév i with T'gp some contour in the
complex plane. We denote R = (Ry )i, V = (Vk)r and N = ((Ng)g, N), and
Z[R,V,N] the partition function of such a model. Without loss of generality
we assume that Ry (x,y) = Ry r(y,z) and pyr = pr,-
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As before, we take a point Ay € I'y o around which performing Taylor
expansions, and we take as potential

(4.15) Vi) = V(@) — teo — Y B (o~ A,

Jj=1

where (V,EO),I‘k7O)k is chosen so that Z[R,V® NJ is a convergent integral.
We also Taylor expand the two-point interaction as follows:
(4.16)
_ N Reig _
pri 0 Ry(,y) = > == (@ = Ap)' (y — M), Rigi = Rusja

7
ij>0 Y

with the convention that % =1if i =0 or j =0. Again, the refined corre-
lators (defined in (3.98)) are related to derivatives of the partition function:

(4.17)
k1 kn, 0n1 Ni
Wn Tlyeey Ty = " M
(z1 ) CES
n Z N
-2 [H(_]X)+ (In 2);[R, V,N]
(1:k1) e (G o) Li=1 2 ks

]17 7]n>1

The Taylor expansion (4.16), implies that one can build the partition func-
tion out of local partition functions (4.8), by “mixing” them with some
differential operator [48, 77, 97|

(4.18)

02 N
ZR,V,N| = exp Z Z Elij o A D0, HZ [Nk Vk,Nk] )

1<k 1<s1,720

The action of this quadratic differential operator can be written as usual with
Wick’s theorem as a sum over graphs with vertices weighted by derivatives
of the local free energies F[V, N] =1n Z[V,N], and edges weighted by the
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two-point interaction:

(4.19)

ZR,V,N = )

G, s-colored
graph

N2#E(9)

N
= 1] F —— Ve, N,
J(e(v))[ c(v)r +Ye(v)
#Aut(g) vev(G) Nc(v)

H Re(vo(e)),c(v1(€))5(vo(e),€) (v (€),€) -
ecE(G

The s-colored graphs over which the sum ranges are described as follows:

e G is an oriented graph (maybe disconnected). We denote V(G) (resp.
E(G)), its set of vertices (resp. edges).

e Vertices v are decorated by a color in [1, s], denoted c(v).

e Half-edges (v, e), where v is a vertex and e is an edge adjacent to v,
are decorated by a positive integer, denoted j(v,e) > 0. If e is an edge,
we denote vg(e) and vy (e) are the two adjacent vertices.

e If v is a vertex, we denote e(v) the set of edges adjacent to v, and
j(e(v)) the set of j(v,e) for e € e(v).

One can go further and make explicit the dependance of the partition func-
tion in terms of the times by introducing the set of s-colored graphs with
leaves. We call leave an open half-edge, i.e., a pair consisting in a marked
univalent vertex and an edge which connects it to a regular vertex v € E(G).
We denote L(G) the set of leaves of such a graph (see figure 2).

Then, we have

(4.20)

Q\E N )
ZR VN = Y | At H Fie Voo Ne)

G s-colored graph ( )
with leaves

X H be(e).j(e H Re(wo(e))e(vs ()i (vo(e),e).j(vs (€)e)
(eL(9) eeE(g)

where the vertices are weighted by

0" In Z[(N/N¢)Ve, N¢|

4.21 [(N/NJVO N, = :
( ) ‘7:.][( / )Vc ) } 8tj1"'8tjn t=0
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2

Figure 2: Example of 2-colored graph with two leaves. We indicate the two
colors as black and white, and the leaves as shaded. This graph contributes
to the global partition function with a weight Fa,c[(N/Nl)Vfo), Ni]
R 1R eaboa [(N/NOV, N1 Ra e g Fr g n[(N/N2) VS, Nots gt .

4.3. Virasoro constraints and loop equation

In this section, we show how the Virasoro constraints for the local partition
functions imply s independent sets of Virasoro constraints for Z[R,V, N].
If one comes back to Schwinger—-Dyson equations in terms of correlators, it
explains how the Schwinger—Dyson equations of the repulsive particle model
with s species can be deduced from the Schwinger—-Dyson equations of the
one-Hermitian matrix model.

Observe that, if f(t,t) is a function of two variables, one has

(4.22)

R+R 8 @ ~

"5 B f(t.1)

(R+R)E ok ok
o o gl (B

Z’“:ijzkﬂ'k! 1 o o .

'k —j) | 25kl otk ok (t.1)

Mz 10

B
Il

0 \j=0
(i+j5) R'RI giti  giti .
ilgl 20H0 (i + §)! Otit 8fi+jf( t)
(R/2)" (9/00) (R/2)7 (0/0t)) & &

il ! ori g ! 1)

)

i
NE

s
I
=)
.
I
=)

o
NE

-
Il
o
o,
Il
o
St
_|_
o | e

Il
—
~
+
| X
o

Sl
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where the last line is a convenient notation. This shows that the full par-
tition function Z[R,V,N] is obtained from the one particle one by formal
substitution:

(4.23) Z[R,V,N] = HZ[ VkRVN]N}

where the potential Vj, [R,V, N] is obtained by shifting the coefficients of the
Taylor expansion of Vi by a differential operator:

S
B 1 1 0
(4.24)  tpg — tp[R,V, N =tp,; + lZ; N2 jz>:0 §Rk’l”’j6t7u

By convention, those differential operators are pushed to the left of the
product of local partition functions. We observe that this shift of times (4.24)
is closely related to the Taylor expansion of the operators Oy ; introduced
in (3.104) and which appeared in the loop equations studied in Section 3.
Indeed, using the formal expansion of the 1-point correlator (4.17), recalling
that Ay € T'y o and the definition of the coefficients Ry .; ; in (4.16):

(4.25)
> (friRVN] = ty) (x — Ap) ' Z[R,V, N]
>0
1 Rk l;i,7 i—1 j !
= g D0 30 Rl (Res(e - A WiE) ) ZIR VN
=1 4,j>0
1 < d R ivii . .
o O NS DORE L CE RiEoY
=1 /T 2T \ijz0 Y

< W1 (€) de Z[R, V,N]

s

= —Zpk,z% %f% In Ry 1(z, ) Wl(g)Z[R7V’ N]

Tio

1 k
=—3N > pri(OrWh)(x) Z[R,V, NJ.

By substitution in the Virasoro constraints satisfied by the local partition
functions, we obtain:
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Lemma 4.2. The partition function in the repulsive particle model with s
species satisfies

(4.26) Vke[l,s], VYm>-1, Lp,R,t,N]-Z[R,V,N]=0,
where we have set

(4.27)
Ritji 0
N2 Oty iOtymtj

N : .
Lian|R,6,N] = Ligm [E te, Nk} n lz; 'Z;O(m +7)
=112

These operators satisfy the commutation relation

(4.28) Vk k' € [1,s], Vm,m > -1, [Lpn[R,t,N],
L g [R, 8, N]| = 6 (m — m/) Ly [R,, £, N,

Proof. The fact that the operators Ly ,,, annihilate the full partition function

is a direct consequence of the substitution relation (4.23). To establish the
commutation relations, we start with

(4.29) [Lm[tk, Nk], Lm/ [tk/, Nk'H = 6k,k’ (m - m’) Lm+m/ [tk, Nk]

and
Sty R g N
P N° Ot sty
= Ok i%o(m/ +m+j)(m +j) R;CVZQN 3tk7iat5;+m+j
(430) 4o S (m+j)(m +i) Rj’ﬁvl; i izthmﬂ.

1,520

Besides, we remark

(4.31)
Z 0? 92
m+] Rk,l;',477 m/+j/ Rk»/’l/;'/,‘/— =0.
m>0( ot Ot 100 i';o( ) T Otk e Ot
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Therefore,

(4.32)
[Lim[R,t, N, Ly 1 [R, £, N]]
= [Lm[(N/Nk)tkv Nk]v Ly [(N/Nk;/)tkr, Nk’]]

S
N R g 0?
+ | Lnl(N/NiJbi, NiJ, 303 (' + ) =05
=1 i,j>0 N2 Oty ;O i

_S
Ve L / NN/t/N/
! ;ijzm(m+]) N2 Oty iOtimyj’ m [(N/Nie i N |

= O (m — m') Ly b1, Nig]

S
R toii 5?2
/ . / . 77,]77‘
_5k7k’z Z(m +m+j)(m +j) N2 Ot iOty mtm+

1=1i,j>0
: o R kg 0?
— (m’—i—j)(m+z) PV
i%o N? Ot m+iOts v+
y R 1:5.i 0?
Ok (m' +m+ ) (m + ) =5
lz; i%() N2 8tl7iatk7m/+m+j
; o R 0?
+ (m+ j)(m +1i) —=>
iJZ>0 N2 Otpr i +iOtkmt g
= e (m—m) L™ R, t, N
’ m—+m/’ ) Uy .

O

It is noteworthy to give the combinatorial interpretation of the Virasoro
constraints. The Virasoro operator Ly, ,,,[R,V,N] acts on a s-colored graph
G as follows:

e The linear operator (m + j)ty —9 _ replaces a leaf of degree m and

atk,nl j
color k by a leaf of degree m — j and of same color.
e The bilinear operator % jim—j )%’w‘%m replaces a couple of leaves

of same color k£ and respective degree j and m — j by two vertices
linked by an edge of weight 1, oriented from the first to the second.
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e The bilinear operator (m + j)iRkJ;j’iatlyigf;nﬂ replaces a couple of
leaves of respective colors k and [ and respective degree m + j and 14
by two vertices linked by an edge €’ of weight Ry .;,, oriented from
the first to the second, and such that jo(¢) = j and ji1(¢’) =i. The
new vertices keep the color of the leaf they came from.

The Virasoro constraints can then be seen as a consequence of a bijection
between sets of s-colored graphs. This interpretation can be mapped to
Tutte’s equations for generating series of colored maps with tubes introduced
in Section 5.1 below, by making the following correspondence for a given
s-colored graph G:

e Each n-valent vertex v € V(G) of color k is mapped to a sum of maps
of color k£ with n boundaries, whose respective lengths are given by
the indices j;(e) of the incident edges (i.e., i = 1 if the edge is pointing
towards v, ¢ = 0 else).

e Each edge weighted by Ry .; ; is mapped to an annular face, the two
boundaries of which have respective colors k£ and [, and respective
lengths ¢ and j.

5. Enumeration of maps with decorations

In this section, we apply Section 3 to the study of the enumerative prob-
lems emerging from the combinatorial interpretation of some formal matrix
models. In a first step (Section 5.1.1), we introduce a combinatorial model
enumerating colored maps with tubes, and we explain in Section 5.1.2 an
equivalent formulation in terms of maps with self-avoiding loops. We then
show in Section 5.2 that the repulsive particle model (which is a kind of
matrix model) with arbitrary two-point interaction generates such maps.
We derive in Section 5.3 combinatorial relations between generating series
by the technique of substitution developed in [17, 18] for planar maps, and
by Tutte’s decomposition for higher genus maps. Those relations are actually
equivalent to the loop equations satisfied the repulsive particle model. This
allows us to compute the generating series of colored maps of all topologies
with tubes by the topological recursion. We complete this result by describ-
ing in Section 5.6 a technique to compute explicitly the coefficients of the
generating series of such maps, since closed form for the generating series
themselves is in general out of reach. Eventually, we describe in details in
Section 5.8 the special case of maps carrying an ADE height model, which
fits in our general formalism.
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5.1. Combinatorial models

5.1.1. Colored maps with tubes. A map (see, e.g., [43]) is an equiv-
alence class modulo oriented homeomorphisms of proper embeddings of a
finite graph in an oriented surface, such that:

e crasing the image of the graph in the surface yields a finite union of
connected components (called faces), which are homeomorphic to a
disk;

e cach connected component of the surface has a non-empty intersection
with the image of the graph.

We call length of a boundary of a face the number of edges forming this
boundary, and the degree of a face is the length of its unique boundary.
If ggn>0 and £ = ({1,...,¢,) is a vector of positive integers, we define
M7,(¢), the set of maps drawn on a genus g surface, with n marked faces
whose boundary have a marked edge, and respective lengths ¢;. By con-
vention, M{(0) has a single element, which is the embedding of the graph
with one vertex, and that is the only case where we encounter 0 boundary
lengths.

We now introduce the notion of s-colored maps with tubes, by replacing
the first point by

e faces are either homeomorphic to a disk (those have one boundary, and
are called simple faces), or to an annulus (those have two boundaries,
and are called annular faces);

e the connected components of the graph carry a color, which is an
integer between 1 and s.

Notice that if the two boundaries of an annular face belong to the same
connected component of the graph, they must carry the same color. We
agree that simple faces receive the color of their boundary, while annular
faces receive the couple of color of their two boundaries (see figure 3).

Let g,n >0, and k € [1,s]™ a vector of colors, ¢ € (N*)" a vector of
lengths. We define sCMTY (k; ¢) as the set of s-colored maps which are con-
nected surface of genus g with n marked simple faces of respective colors
(k;); and lengths (¢;);, each carrying a marked edge on its boundary.

We want to consider a model where a map M € sCMTY(k,1) receives
the weight w(M) obtained as a product of the following Boltzmann weights:

e Each vertex receives a local weight wu.
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Figure 3: Example of genus 0 map with two colors: one marked white face of
degree 8 (octogon), 12 unmarked white simple faces of degree 3 (triangles),
one black simple face of degree 3 and one annular face of degree (4, 3).

e Each vertex of color k receives a local weight uy.

e Each unmarked simple face of color k& and degree ¢ receives a local
weight £y, ¢.

e Each annular face of colors (k1, k2) and degrees (¢1, 2) receives a local
Weight Rkl,l@;@h@z = kakl;ezfr

We denote |Aut M| the number of automorphisms of the map.
We fix once for all a sequence of real numbers A = (Ay,...,A;). For
n =0 and any g > 0, we define the generating series

(5.1) Fp= Y _wM)

MesCMTY |Aut M|

For any n > 1 and g > 0, we define a sequence of generating series indexed

by k € [1, s]™

(5.2)

k1 k. 5n 15 0 UL w(./\/l)
W}, o) = “loe0 b g 3 > Rw
(1 — Ag,) 1yl >1 \MESCMTE (kif) |Aut M|

- 1
L:l (w; — Aki)é’“"l] '
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Eventually, we introduce formal series in a large parameter N to collect all
genera:

N 2—2g
5.3 Z=el'"\ F= = F9,
(5.3) e > (%)

920

2—2g—n

k k., N k kn,

Wo(zy,..., o) = E <u> Wo(zh,...,20).
920

A standard counting argument using the Euler characteristics shows that, for
any v > 0, for given g, n, there is only a finite number of maps in sSCMTY (k; ¢)
with exactly v vertices, so that the coefficient of u" is given by a finite sum
(34, 72]. Hence, F,, W, Z, F and W,, are well-defined formal series in u.

It is convenient to introduce the following generating series of annular
faces:

(5.4)

(Rk17k2 (.1‘1, wz))pkl’k2/2 = exp Z %(wl - Akl)h ($2 - Aiz)h
i1,i2>0 172
(41,i2)#(0,0)
with the convention that % =1if:=0.

5.1.2. Maps carrying self-avoiding loop configuration Self-avoiding
loop models play an important role in two-dimensional statistical physics,
because they allow to reach at the critical point a continuum of universality
classes, parameterized by the fugacity given to a loop, and believed to be
described by conformal field theories with central charge ¢ < 1 [53]. Their
analog on maps (i.e., on a random two-dimensional lattice) have also been
studied [105], and their relation at the critical point with the same model
on the fixed lattice should be captured by the KPZ relations [47, 55, 104].
Given a map M, a loop configuration is a collection of self- and mutually
non-intersecting cycles (also called loops”) drawn on the surface, avoiding
the vertices and crossing edges at most once and transversally. The set of
faces and edges crossed by a cycle are thus cyclically ordered, their union has
the topology of an annulus. We call ring this sequence of faces. Eventually,
we define a s-colored map with a loop configuration as a map with a loop
configuration such that each connected component of the graph minus the
edges crossed by a loop carries a color between 1 and s. Faces that are

“This denomination has nothing to do with the usual name of “loop equations.”
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not crossed by a loop thus receive the color of their boundary, and rings
receive two colors (one for each boundary). When some faces are marked,
we require that their boundary is not crossed by a loop.® The colors can
be seen as colors of domains separated by loops, with the precision that if
removing a loop did not disconnect the map, the colors of the domains on
both sides of this loop should be the same.

As in Section 5.1.1, we collect the sets of connected s-colored maps with
a given topology and given length and colors for marked faces sMLY (k; ¢).

We give to such a map a weight w(M) obtained as the product of

e a local weight uwuy per vertex of color k;
e a local weight ¢; ¢ per face of color k£ which is not crossed by a loop;
e a local weight 2z, , = 21, r, Per face of a ring of color ki, ko;

o alocal weight gr, k..0, 6, = Gks krits,0, DET face crossed by a loop consist-
ing of a sequence of ¢1 edges with color ki, an edge crossed by the loop,
another sequence of ¢ edges with color ks, and another edge crossed
by the loop, for some ¢1, {5 > 0;

e a non-local weight —py; = —p; 1 per ring of color (k,1).

And, we define as in Section 5.1.1 the generating series

(5.5) F9 = Z M

MesML§ |AUt M|

and for any n > 1, the sequence of generating series indexed by a vector k
of n colors:

g/ kn _ 5n,1ég,0 uug w(M)
(5.6) Wi(xy,...,zp) 7(:61 —Ar) + E E 7|Aut/\/l|
lrrln>1 \ MesMLY (k,0)

- 1
L:l (w; — Aki)€j+1] |

8This means that we consider here only uniform boundary conditions for the
maps. Maps where we allow open paths whose ends are located on boundaries of
marked faces, can be decomposed upon removing the faces visited by these open
paths, into a collection of maps with uniform boundary conditions. Their generating
series, for a finite number of open paths realizing a given link pattern, can be
computed by universal relations described in [34, Chapter 5].
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Eventually, we introduce the generating series for all genera:

N\>% .
(6.7) Z=e', F=)_ <u> F9, Wu(dh,..., o) =Y
g>0 920

N 2—2g—n Ky k.
<u> W,g(l‘l,...,l'n).

Again, a counting argument using Euler characteristics shows that these are
well-defined formal series in u and (2k g )k k-

This model is a particular case of the model of s-colored maps with
tubes defined in Section 5.1.1. Indeed, if M is an s-colored map with a
loop configuration, by erasing the edges crossed by the loops, we obtain
an s-colored map with tubes. The weight given to annular faces via this
bijection is encoded in the generating series (compare with (5.4)):

(5.8)
1
Riey ey (21, 32) = D ket (@ — Ak )" (22— A,
Zher sk 0,0:>0
(£1,£2)#(0,0)

Conversely, general weights gy, k,.¢, ¢, in the model of s-colored maps with a
loop configuration allow to reproduce general weights Ry, i, ; in the model
of s-colored maps with tubes. Therefore, these two combinatorial models are
actually equivalent, and both points of view are interesting: maps with tubes
appear naturally in relation with Virasoro constraints, while maps with loop
configurations appear naturally in the combinatorial interpretation of matrix
models as we now review.

5.2. Formal matrix model representations

5.2.1. Maps. The relation between maps and Hermitian matrix models
was pioneered by Brézin et al. [29]. They have shown that the Feynman
diagram expansion for the formal local partition function (4.8)

(5.9)  Z=Z[Vx,Ni| = / dM e~ NeTrVu(M)
Hu,,
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Vi(M) = " 5 ; r (M — Ay)
:Zl<N> Z / dMexp( N—Tr(M Ar) >
— n! \ u H u 2
n=0 J1yeesdn >3 Ni
[H by (M — Ap)”
=1 Ji

coincides with the generating series of maps

N\*>% w(M)
5.10 . T
(5-10) Z < u > Z |Aut M|
920 MeMy o
assuming Np = Nuy. The degree j term in Vi generates faces of degree j

and color k, while the Gaussian matrix integral over M, is responsible for
gluing faces.

5.2.2. s-Colored maps with a loop configuration. The same tech-
niques have been used by Gaudin et al. [82, 95] to represent the generating
series of maps with a loop configuration as a formal matrix model with sev-
eral Hermitian matrices, and it is straightforward to adapt them to s-colored
maps with a loop configuration. Let us assume momentarily that pj; are neg-

ative integers. Then, the generating series Z (resp. Wn(lxﬁl, .. ,fn)) intro-
duced in Section 5.1.2 coincides with the partition function (resp. the cor-
relators of the matrices My, ..., M) in the formal matrix model defined by
the measure

Pkl
(5.11) dwcdeMkexp( NT VM) < [[ T AL exp
k=1 1<k<I<s a=1
Tr (A}))? Gk i, i (@) p i gla
_Tk; + Z TJ Tr (MkAl(c,l)Mlj (Ak,l))T)

1,520

Here, M; are Hermitian matrices of size Nj X Np, A,(f,)€ are Hermitian
matrices of size N x Ny and Ay ; are complex rectangular matrices of size
Ng x Ny, and N = Nug. The coupling between the matrices My and A,(Cal)
generates faces with two distinguished edges, while the Gaussian matrix

integral over Aéal) is responsible for gluing such faces along the distinguished
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edges. Thus, if we draw a path which crosses the distinguished faces of such
faces, it will form a loop. Since the matrices A,(fZ) come with a Gaussian
weight and the correlators we are interested in o}lly involve the Mp’s, we
can integrate them out. We find that it induces the measure on M}’s:

(5.12)  dw o [ dMgexp (—N Tr Vi(My))
k=1

X H exp [% Tr In (R (M ® 1n,,1n, ® Ml))]
1<k,l<s

with Ry given in (5.8). In this form, the measure makes sense for pj; not
restricted to be a negative integer, and it coincides with the formal model of
repulsive particles introduced in (3.96) for 8 = 2. We thus have obtained the
combinatorial interpretation of this model. It is not difficult to extend this
interpretation to values of (8 by including non-orientable maps (i.e., maps
where some edges are Mdbius strips) as in [39], but we shall not pursue this
direction.

5.3. Loop equations

5.3.1. Review for usual maps. In this paragraph, we shall reserve the
notation

= k k 1 tr i .
(5:13) WIVA(r o), Velo) = 3R (- Ay
j=1

to the generating series of maps (in the usual sense) of given topology, i.e.,

Wﬁ(fl, . ,:ckn) defined in (5.6) where sML is replaced by M. k denotes a
color between 1 and s, but does not play an important role for the moment,
it intervenes in (5.13) only through Aj. Maps with one marked face can be
constructed recursively by removing the face adjacent to the marked edge
on the marked face. For planar maps (g = 0), this results into the celebrated
Tutte’s equation [125]

— K

—~ 2 Y 0
(5.14) (Wlo(;z)) S V<€>_VZ<£> o
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where the contour integral is sufficiently far away from Ajg. The same pro-
cedure can be worked out in any topology, and the result is [72, 76]

2 /() T (E
(515)  Wa(z,7) + (Wﬁ:)) - Nk%;jr W 0

and for any n > 2:

(5.16)
Wot (9}2 G 33[) ZW|J|+1 (le ka) anu\ (?ﬁw)
JCI
[k g
N d€ V]/c (.CC) WTL <€7$1> n 1 <§7‘TI\{Z}> B
B kj{217r x—& +Z%2lﬂ' -6 1;1_5)27 ’

where Vy is given in (5.9). As a matter of fact, (5.16) can be obtained from
5.15 by marking faces. Both equations can also be derived from the matrix
model representation (5.9) as Schwinger-Dyson equations.

Similarly, the Schwinger—Dyson equations of the formal repulsive particle
model (3.114) provide functional relations between generating series of s-
colored maps with a loop configuration:

(5.17)
k k k k kn
Wi (2,2, &) +> Wi (@ JUJ)Wn—|J|($aCCI\\J)
JCI
/ K k1
B E L LA )
2im x—£ ’
d¢ dn O¢In Ry (€, 7m) koo,
(5.18) + Zpkl (2ir)? ¢ Wi (€7, 21)
! kJI\J
+> Wi f,frJ) -], )

JCI

krgiy

57371\{ 1)
+ 27{ 2 | el = 0.

’L




120 Gaétan Borot, Bertrand Eynard and Nicolas Orantin

We now explain how they can be given a purely combinatorial proof. We
reserve in this paragraph the notation W, for generating series of sML (as
opposed to W, for M).

5.3.2. Planar maps with a loop configuration by substitution. The
nested loop approach developed in [17, 18] allows to decompose s-colored
maps with a loop configuration, into usual maps. It is enough to consider the
case of n = 1 marked face, and we first focus on planar maps, i.e., g = 0. We
summarize the argument of [18]. Given M € sMLY, let us remove the faces
crossed by the outermost loops from the point of view of the marked face:
“outermost” here means the loops which can be reached by a continuous
path on the surface, starting on the marked face without crossing any other
loop. Since M is planar, every loop is separating, therefore, the ring where
it is drawn has an outer and an inner boundary. We mark an edge on such
an inner boundary by an arbitrary but well-defined procedure.” The outer
connected component, which contains the marked face, is a map M’ € M
called the gasket, which has a definite color equal to that of the marked face.
The unmarked faces of M’ are either faces of M, or large faces created by
the removal. The other connected components are again s-colored maps with
a loop configuration M/ € sMLY. Conversely, the data of the rings removed,
M’ and M allow to reconstruct the initial map M. Therefore, we have a
bijective decomposition of MLY.
At the level of generating series, this translates into

(5.19) WO(E) = WOV (1),

where the shifted potential is the generating series of weights for the faces
of the gasket:

(5.20) Vi(z) = Vi(z) — Zpk,l j{ln Rp(,€) Wlo(é) &
=1

2im

9For instance, we can take the edge e which is the closest in M, for geodesic
distance on the graph, to the marked edge ey on the marked face of M; if two edges
e and ¢’ lie at same distance along two geodesics starting at eg, we can choose
the one reached by the geodesic which turns left at the first point when the two
geodesics become distinct.
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The contour of integration is chosen sufficiently far away from Ay. pr;In Ry
(x,y) is the generating series of rings with inner boundary of color k and
outer boundary of color [. The last term of (5.20) expresses the fact that
large faces of the gasket are identified in the correspondence with the gluing
of a ring with a s-colored map with a loop configuration. Therefore, (5.14)
for VV1 implies the relation

(5.21) (Wl ) +Zpkl}1{ c;émdn Do lanflég ) W{)(g WO

k
d§ Vi WP(§) _

This gives a combinatorial origin to the Schwinger—Dyson equations (3.114)
for (n,g) = (1,0). Going from n = 1 to arbitrary n just amounts to mark
(n — 1) extra faces, and this process also has a clear combinatorial meaning.

The substitution procedure cannot be naively applied when g > 1, for
two reasons. Firstly, outermost loops might be non-contractible, so the “out-
side” and the “inside” have no meaning, and removing them creates pairs of
new boundaries for the gasket. Secondly, to retrieve the initial map after the
removal, we may need to glue s-colored maps with a loop configuration hav-
ing n’ > 2 boundaries, into a set of n large faces of the gasket. This implies
that the weight of the gasket is not local anymore (distinct faces can be
coupled in this v/v\ay). Therefore, such configurations cannot be enumerated
in general by a W;f,/ for a shifted potential.

5.3.3. Tutte’s method and higher genus. Equation (5.21) can be red-
erived directly by Tutte’s method. For any M € MLY(k;¢) which is not
reduced to a single vertex, if we remove the marked edge, three situations
are possible. Either it was bordered on both sides by the marked face, in
which case we obtain two maps M/ € ML) (k; 1) and M}, € MLY(k; £5), with
{1 4+ €5 = ¢ — 2. Or, it was bordered by a face of degree j which is not crossed
by a loop, in which case we obtain a map M’ € MY(k; ¢ — 2 + j). Or, it was
bordered by a face crossed by a loop, whose boundary is a sequence of ¢
edges with color ki, followed by an edge crossed by the loop, followed by
another sequence of j edges with color k2, and another edge crossed by the
loop. We then obtain a map M” of genus 0 with 1 marked face of degree



122 Gaétan Borot, Bertrand Eynard and Nicolas Orantin

¢ —2+ (i+ 7+ 2), where two edges on the boundary of the marked face are
ends of an open path (the former loop), and separated by j. Such a map can
be further decomposed into:

e the strip of color (k,l) consisting of the faces crossed by the path,
whose boundary of color k has length ¢ and boundary of color [ has
length j';

e two maps M € MLY(k; £ — 2 + i +i') and MY € MLY(I;j + j').

This decomposition is a bijection, and reminding that Ry (x,y) is the gen-
erating series of faces crossed by a loop, it translates into the functional
relation:

(5.22)
2
wa(aIiﬁ) — uuy = (WP(%))

+% d§ Z]>3 k,j§

i r—& Wl (5)

dé dn O¢In R k
+Zpklgﬁﬁ -y ST () weh),

Reminding the definition of the potential:
(5.23) Vi(z) = b xj_z%g—l
. k 2 N

we retrieve Equation (5.21).

The advantage of Tutte’s method is that it can easily be adapted in
genus g > 1. In the first situation (when the marked face borders the marked
edge of both sides), we obtain either a connected map with one handle
less, i.e., of genus g — 1, but two marked faces, or two connected compo-
nents M) and M), with one marked face each and genera summing up to
g. In the second situation, the topology is not changed. In the third sit-
uation, when the strip consisting of the faces crossed by the open path is
cut out in M”, we obtain either a connected map of genus (g — 1) with
two marked faces, or two connected components M/ and M/} with one
marked face each and whose genera must sum up to g. We thus find instead
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of (5.22):
(5.24)

ZWI(T) = Wi +ZW1 B WO (&)

de > >3tk795 d§ dn O¢In Ry 1(€, 1)
+j{217r Jx—f +Z@ (2im)? x—&

><<W51, JFZW1 Wg "(n ))

which is a genus expansion form of (5.17) for n = 1. Once again, obtain-
ing the equation for any n > 2 can be done by marking extra faces. This
concludes our combinatorial proof of the loop equations.

5.4. Solution by the topological recursion

By construction, the generating series of s-colored maps with a loop con-
figuration (or equivalently, with tubes) Wn(’agll, .. ,f’n) have a topological
expansion in the sense of Definition 3.6. In order to check the other points
in Hypothesis 3.11, we need to address the convergence property ¢ of W{(x )
For this purpose, we can use its representation by substitution in VV1 (z), and
the description of the cut locus of the latter, established in full generality in
[17, Section 6]. To state it, we need:

Definition 5.1. A family of non-negative numbers t = (¢;); is admissible
if, for any ¢ > 1, the generating series of planar maps with 1 marked face of
degree /¢, equipped with a marked point, and with local vertex weight u and
local face weights t;, is finite.

Lemma 5.1 ([17], One-cut lemma). If the coefficients of the shifted

potential (5.20) are admissible, W) () has a non-zero radius of convergence
k

around x = Ay. Besides, W{(x) defines a holomorphic function in C\ T,

where Ty = [ag, by] is a segment of the real axis containing Ay. And, I/Vl0

(:lg) is discontinuous at every interior point of Ty, and Vy(z) is absolutely
convergent at least in an open disk centered at Ay and containing the interior
of Tk. ag (resp. by) are strictly increasing functions of w, and all other
parameters being fized and u > 0, it is a power series in (pr1)k,-
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This shows that, when the weights 1, gk, k.0, 0, and —pyp; are
non-negative and the generating series we want to compute are not +oo,
Hypothesis 3.11 is verified. We can apply Proposition 3.20, namely

(5.25)

ks ki h kn dx(z1) dz(z
Wiz, zn) = Wi(x(21), ..., 2(2n)) + 0n,204.00k, ks (21) da( 2)2
(2(21) — 2(22))

satisfies linear and quadratic loop equations in the sense of Sections 2.12 and
2.13. Besides, there exists a critical value u* > 0 so that, for any u < u*, the
disk of convergence of Vj, contains [ak, by] itself, while aj or by reach its
boundary at u = u*. It is also possible to consider negative weights, or even
complex weights, but the cut locus might be more complicated.

Definition 5.2. A family of complex numbers t = (¢;);>1 is sub-admissible
if (‘tj’)jZI is admissible.

Lemma 5.2 ([17], One-cut lemma, weaker version). If the coeffi-

cients of the shifted potential (5.20) are sub-admissible, Wlo(g) has a non-
zero radius of convergence around x = Ag. At least for u small enough and
real-valued weights, the conclusions of Lemma 5.1 still hold (except for mono-
tonicity of a and by,).

Then, we can deduce as in Section 3 that wj, satisfies (3.115). Let us
introduce ‘H, the subspace of holomorphic 1-forms in [[;_; C\ [a, bx]
satisfying

(5.26)  Va €lap, bl f(& +0) + (& —i0) + 3 pryOpaf (x) = 0
=1

which are formal power series'® in (pg ;).

Lemma 5.3. H is normalized in the sense of Definition 2.6.

10Tt is an example where we can prove normalizability without establishing strict
convexity of the two-point interaction. It would have been a condition on the weights
concerning loops, i.e., 2k1, Gk, kosts,0, and pg;, which is satisfied at least for real
valued weights and py; small enough. However, we expect that the range of parame-
ters for which the two-point interactions are strictly convex to determine the radius
of convergence of those formal series.



Abstract loop equations, topological recursion 125

Proof. Firstly, we claim that for any u > 0, a; and by are formal power
series in pg; (it is an easy consequence of the substitution relations (5.19)
and Section 5.5 below). Let us denote ai(0) and b;(0) are the value of ay
and by at pr; = 0. We introduce H(0), the space of holomorphic 1-forms in

| C \ [ak, bi] satisfying
(5.27) Vo €lar(0),b,(0)[, f(z+i0)+ f(x —i0) =0.

We claim that H(0) is representable by residues and normalized. Indeed,
it is associated with the standard two-point interaction R(z,y) = |z — y|?
which is strictly convex, so we can use Proposition 3.8 and Lemma 3.10 (see
also Section 5.5 below for explicit residue representations). Accordingly, the
linear map that associates with f € H its specialization at p;; = 0 denote
f(0) € H(0) is an isomorphism (see Section 5.5 for the recursive determi-
nation of the coefficients of the power series from f(0)). Thus, H is also
normalized. g

So, assuming further that In Ry ; is analytic in a neighborhood of [ag, bx] x
[az, by] (off-criticality assumption which amounts to Hypothesis 3.11-(iv)), we
can conclude with Proposition 3.20 and Corollary 3.21 that wj for n > 1,
g >0 and (n,g) # (1,0),(2,0) satisfy Solvable linear and quadratic loop
equations, and can be expressed solely from w{ and w) by the topological
recursion:

(5.28)
ko k —1,k ko, k
wi(z0,21) = D Res K, (2,20) | wii1 (2 (%), 21)
aelpx
h ko k _h ko knu
+ Z W|J|+1(ZO’Zj)wz_|J|(Lko(g)’Zl\J) )
JCI, 0<h<g
where the recursion kernel is given by
1 o ko
2 Lko (2) w2 )

(5.29) Ky, (2, 20) = .
A(F) - w?uko(’?»

Thus, we have reduced the problem of enumerating s-colored maps with
a loop configuration in any topologies, to the problem of enumeration of
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disks (w?) and cylinders (w9). Following a previous remark, we observe that
the recursion kernel only involves the generating series of cylinders whose
marked faces have the same color.

5.5. Comments on disk and cylinder generating series

Explicit formulas for W) and WY in the model of s-colored maps with a
loop configuration is out of reach for general weights g ;; ;. Indeed, one has
to solve master loop equation,!! for any k € [1, s]:

(5.30) Vaoely, WO +i0) + Wo(E —io)

5 l
+ Zﬂk,l]{ 8 In Ry, (2, €) WY (€) = Vi ().
=1 Lk

Let us rewrite slightly differently this equation when faces crossed by loops
have bounded degree. In this case, Ry ; is a symmetric polynomial in two
variables, that we may factorize

d;
(5.31)  Rp(2,€) = Ska(x) [](€ = srip(@)™ = 0uln Rz, €)

p=1

]/671 (l’) . i S;ﬂ,l,p(x)
3

~ Spa(2) = &= skp(a)

Assumption (iv) of Hypothesis 3.11 that all singularities of In Ry, ; lie away
from 'y, x I'; amounts to require that sy ,(I'y) NIy = 0 for any p € [1, d;].
Then, we can move the contour integral in (5.30) to pick up residues at

" Computing the discontinuity of (5.21), we see that these equations holds as
soon as the interior of the cut locus I'y, (which could be more complicated than a
segment in general, see [17, Equation 6.28]) is included in the open disk of con-
vergence of Vi around Ag. In practice in loop models, one starts by assuming
the position of the cut locus is known, then attempt to solve the equation, and
eventually derive necessary condition of the weights for such an assumption to be
possible.
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sj(x): for all z € I,

(5.32)

l
wy (x +i0) + WP (z —10 )+ Z Z i S 1 () WP (skip(z)) = Vi(z)
=1 p=1

+ZZUUZPM (3

=1 p=1

It is therefore very natural to work with the differential form w9 (z ) wyp

( ) dz in order to absorb the function s ; (z): for all x € T,

koo > !
(5.33) W¥(x +i0) 4+ (x —10 + Z Zpklmp Wi (Skp(@)) = dVi ()
=1 p=1

+ Z g g, dIn Sy ().
=1

This equation comes with the condition that w? is holomorphic in C\ Ty,

with a simple pole of residue —uuy at oo, and Wlo(é) remains bounded on
Tk (see [17, Chapter 6]).

Because of the third term in the left-hand side, this equation is highly
non-local, and we cannot hope to solve it in full generality, even assuming
that Ty = [ak, bg] is a known segment. We notice that this non-local term
only depends on the weights assigned to loops g 1.; ;, 2k, and py, while the
weights for faces not crossed by a loop only appear in the right-hand side.
For this reason, solving (5.33) is equally difficult (or easy) for all values of
ty ;. Similarly,

, dxi d
(5.34) wg(:]f: e 5) = W2 (a: 3116:2) dzrydxy = wg(ﬂli” 52) Ok ks ﬁ
— T2

satisfies an equation of type (5.32) with respect to x, with the right-hand
side replaced by
—0k ki, Az dzo /(2 — $2)2

and extra conditions that it is holomorphic in (@ \ k) x (@ \ I'7), and it is
holomorphic in a neighborhood of the image of I'y, in the Riemann surface



128 Gaétan Borot, Bertrand Eynard and Nicolas Orantin

Uy as defined in Section 2. On the contrary, the nature of the solution will
depend much on the “group” generated by the s ;,,, and thus is a non-trivial
way on the parameters z;; and gy 1.; ;.

Actually, it is enough to find w9, since it gives access to a local Cauchy
kernel (see Definition 2.5 and Section 3.9)

(5.35) Gt = [ 5.

We can use its properties to show that

(5.36) (1) = fdvk s f G 5) dvy(e)
2 2im

satisfies the same equation and extra conditions as w!. If the solution of
such constraints is unique (this is the case when the two-point interaction

defined by (Ry ), is strictly convex), we conclude that w? (%) is given by the
expression (5.36). For instance, when faces which are not crossed by loops
have bounded degree, Vi is a polynomial, thus the contour integral can be
moved to pick up a residue at oo.

At present, the solution of such equations is known in very few cases
assuming I'y is known. When there is only one color (s = 1), and R(x,§) =
(1/z4 g10(x +&)), this is the O(—p) model where loops live only on trian-
gles initially considered by Gaudin and Kostov [82]. Equation (5.33) with
the general right-hand side has been solved in [20, 59, 60]. These techniques
were adapted in [17, 18] to solve the model where R is an homography (which
must be involutive by symmetry), which describes a model where loops cross
only triangles, but an extra weight is introduced to take into account curva-
ture of the loops. They were extended in a straightforward way [16] to s = 2
colors and Ry 1 = Ry2 = 0, while R; 2 is an homography, which describe a
O(—p) model where loops cross only triangles, separate domains of different
colors, and also receive a weight taking into account curvature. The special
case where all faces are crossed by loops (the fully packed model) was shown
to include the Potts model on general random maps, i.e., a model of maps
with faces of arbitrary degree but all weighted 1, whose vertices are equipped
with @ = p? Potts variables. In all those cases, I'y, = [ag, by] are determined
by implicit equations in terms of the weights, which are sometimes amenable
to an explicit solution.
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5.6. Computing explicitly the coefficients of the generating series

Although computing w?(:lg) and wg(;lg, ’:522) explicitly is in general out of reach,
we recall that they were defined as formal series in some parameters. In
combinatorics, one is interested in number of s-colored maps with a loop
configuration, with a given number of vertices, a given number of faces
of each type, a given number of loops, etc. We explain below that these

numbers can be determined effectively for any topology. We illustrate the

. . . . kr .
method by considering the generating series wj(m; x7) of M € sML with

a given number of loops m = (my)i, separating domains of color £ and .
By construction

ki
(5.37) wd( xl Z H —pr)" Wi (m; xT).

meN-? 1<k<I<s

The m = 0 term corresponds to generating series of maps without loops,
i.e., it vanishes if two colors k; and k; are different, and in terms of (5.13):

(5.38)
g k k = k k dzy dza
w05 z1,...,2n) = WIV|(z1,...,2p)dxy -+ dzy + 55,2040 .
(w1 — x2)
If we want to compute wj (m, .%I]) for a given m, thanks to the topological

recursion (5.28) and the remark made in (5.36), we just need to compute
ki k . .

wy(m'; 1, 73) for m = (mj )k with mj ; < my. This can be done recur-

sively.

For the initialization, it is a classical result [52] that

A€ Vi(@) = Vi(©) V(= — ar(0))(z — bi(0))
2r =& /(€ ax(0)(€ ~ 0x(0))

k 1 1
(03 5) = 3 Vi)~ 5

kE ks dz dx
wg((), ZU,xQ) (5k ko 2(72)2

(@ — Ap)(ma — Ag) — (3 + 2 — 205,) OO |, ()b, (0)

V(@ — ax(0))(z — b (0)) (22 — ax(0)) (w2 — b (0))

ax(0) and b (0) are order 0 terms in aj, and by, considered as a power series
n (pr 1)k 1, and are determined by the equations [17, Section 6]:

(5.39) ar(0) +bx(0) _ 17{ dg Zg>1tk,y(f Ag)? 1

2 2 2w /(€ = 0z, (0))(€ — bx(0))
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a4(0)*+b:(0)* +3a(O)bs(0) _, 1 [Ede S st (€ — Ag)i !
8 “Toir [ 2im /(€ — ax(0))(€ — bx(0))

where the contour integral surrounds I'y(0) = [ax(0), bx(0)] and lies in the
domain of analyticity of Vi (x). Those expressions can be obtained by solving
directly (5.33) for py; — 0. If we introduce a uniformization variable ¢ so
that

ax(0) + bx(0)  Bbp(0) —ap(0) /. 1
(5.40) g =k 2'“ + = 4’“ <§+C>.

We actually have

ko ks dci d
(.41 (03 2(0).2(E)) = B T

and it is more convenient to use such a variable for further computations.
Then, the generating series of cylinders with finite number of loops can be
obtained by solving recursively:

(5.42)
kE ks d¢ d
wh(m; z,75) :5k,k25mo ¢ 422 Z
C <2 ll l2_1
lo ko
+ > j{ R(p; & 51) Ry, 1, (1, &) wy(m — p; &, 75).
0<pr,1<my,i I, (0)xT1, (0)
szpkl(mkl sz)?ﬁo
Similarly, (5.36) leads to
(5.43)
S %) =wf(0; 1)
Yy ?{ bp: ¢ ) Ry 1, (61,6) Wd(m — p; ).
Lila=1 0<py <mu,”’Th Xrlz

Hklpkl(mkz pkz);ﬁo
. 0 k 0 k ko
Then, one can plug the series wj(x) and ws(x,z3) truncated up to
0 (th(_ﬂk,l)mk'l) in the topological recursion formula (5.28) to obtain

k .
wi(z7) up to the same order, recursively on 2g + n.
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In this example, we focused in the number of loops inside the enumer-
ated maps. One could have chosen some other parameters, like u (coupled
to the number of vertices), or uy (coupled to the number of vertices of a
specific color). One would find a similar recursive procedure to compute
truncated versions of w{ and w9 generating s-colored maps with a loop con-
figuration and a bounded number of vertices. Plugging these expressions in
the topological recursion formula then gives rise to the generating functions
of s-colored maps with a loop configuration of arbitrary topology and a
number of vertices bounded by the order of approximation chosen.

In some other contexts, such as topological strings or Gromov—Witten
theory, where one enumerates embeddings of surfaces into a target space,
this procedure corresponds to fixing a bound on the degree of the embed-
ding map or on the homology class of the embedded surface (see, e.g., [68],
where the same kind of induction procedure is performed). Indeed, in many
applications for physics, one is interested in the coefficients of perturbative
expansions, i.e., expansion in a small parameter which is often coupled to a
geometric property, and the procedure we described is very efficient for such
computations.

5.7. Critical points and asymptotics of large maps

When u increases, Hypothesis 3.8 may fail. In particular, if a zero of Ry
approaches 'y x I'; when the parameter of the model vary, we will reach
at the limit a critical point which is characteristic of a loop model, i.e.,
cannot be reached in a model of usual random maps with bounded degree.
Let us study qualitatively an example. First, let us focus on the master

equation (5.32) for WP. We know that Wlo(éc:) is not analytic at x = b.
When the model is off-critical, the last term in the left-hand side of (5.32)
is holomorphic in a neighborhood of ay, while the right-hand side is regular:
the singular part near xr = a; must satisfy

(5.44) WP(E +i0)]sing + [W(E —10)ing = 0

hence is of square root type, i.e., Wlo(slé) x f(v/x —bg) where f is a
holomorphic function in the vicinity of 0. Coming back to the example
considered in Section 5.5, assume that the parameters of the model are
tuned so that we reach a critical point for which sj;,(0T;) touches OI'j.
To fix ideas, we assume that si;q(by) = b for some triplets k,[,a. Then,
the last term in (5.32) is singular when x = by, and its singularity behaves
like [W)(8k 1.0())]sing When z — by, and depends only on the local behavior
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of sg1q(x) when x — by. Since sy ,(x) are roots of a polynomial, they are
either regular or have an algebraic singularity at by.

When they are regular near by, we have (s q(z) — b)) o< (x — by)H*+be
for some non-negative integer py ;.. Then, it is natural to make the ansatz
of a power law singularity for W, namely we look for a local behavior:

(5.45) WO(2))ing ~ Ci (& — bi)"™.

Plugging (5.45) into the master equation (5.32) and identifying the leading
singular part when x — by, we find necessary conditions relating p;, and
v. For instance, let us consider the case of a single color (s = 1). If there is
only one element ag such that s,(0I') N OI" # 0, we find that, if v is not an
half-integer, we must have

5.46 p=1, €™ 41+ pmgy, ™ =0.
0

This gives the well-known parameterization of the critical exponent of the
O(—p) model:

(5.47) pPMg, = —2COSTV.

It corresponds to the case where R(z1,z2) behaves locally near xq,z9 — b
like (x1 4+ 22 — 2b)™=o.

Thus, although it remains a difficult problem to solve (5.33) exactly,
even at the critical point, it is always possible to perform case by case a local
analysis on the singularities to deduce the values of the critical exponents
vy. By transfer theorems [79], a behavior like (5.45) implies that T} 4, the
number of planar s-colored maps of color k£ with a loop configuration and a
marked face of length ¢ is asymptotic to

Ck bzk+£
5.48 Tee ~ .
( ) k.t I oo F(—l/k) 1+v

Another interesting question is to find the asymptotics of the number of
genus g maps with v vertices, i.e., of the coefficients of F'9 seen as a power
series in u. Such a singularity « = u* can only be reached when approaching
a critical point as above. The spectral curves parameterized by u become
singular when u — u*, so the W,f have a singularity as a function of u at
u = u*, which we can describe after Proposition 2.11. This in turns gives
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access to the asymptotic of maps with large number of vertices by transfer
theorems [79]:

Proposition 5.4. Assume the existence of exponents a, o’ > 0 such that

(5.49)
k * o % k* k* I'—bk * %
[Wf(l')]sing ~ W =)yt (@t), at=  — b 0% — bk o< (ux — u)
k k
and
0 ki ks 0 * klk kgk * *
(5.50) W5 (21, 22) dey dxg ~ (Wo)* (27, 25) dx] das.

Then, for any n,g such that 29 — 2+ n > 0, we have

(5.51)

k1 k.
WL, ..., 40) ~ (u* —w)la+e)@=2g—m—a'n (ppays gk ok

)
u—u*

where (Wi)* is computed by (5.25) from (wi)* obtained by applying the

k
topological recursion formula (5.28) to the initial data W9 (x) = y*(x*) and

0\ * kzk k?k 0 klk k?k * * 5k71 ko * *
(5.52) (wg)*(27,23) = (Wz (21, 23) dx} d$2+‘(m* $*)2> dxy dzs.
1 2

Hence, the number of s-colored maps with a loop configuration, of genus g
with v vertices, behaves for g > 2 as

(5.53) (F9), ~ (F9)"

(ata’)(29—2)—1 ¢, *\(a+a’)(2—2g)+v
Do ()29~ 2) ) '

The blow-up y(mk*), Fy and the exponents a, o' are universal, while u*
depends on the model. This method has to be applied case by case, and
in general the exponents a, o’ describing the approach of the critical point,
are related to the exponent describing the behavior of the model at criti-
cality (see for an illustration the discussion in [18, Section 3]). For instance,

k
consistency implies that, if y(x*) o< (2*)" when z* — oo, then

(5.54) o'k = a.
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5.8. Another combinatorial model: height model

In this paragraph, we apply the previous techniques to the study of the
heights model introduced in [99-101], and show that it is solved by the
topological recursion. Let & be a finite graph with multiple edges, and
A = (A, ) its adjacency matrix, i.e., Ay, is the number of (unoriented)
edges between two nodes v,v’ of &. We shall see in Lemma 5.5 that it is
meaningful to restrict oneself to & being a Dynkin diagram of ADET type,
or an extended Dynkin diagram of ADE type (see figure 6).

5.8.1. Maps with a &-height configuration. If M is a map (in the
usual sense) with faces of degree 4 only (quadrangles), and if we denote
G its underlying graph, a &-height configuration is a map o : G — & (this
means that it associates vertices to vertices, and edges to edges respecting
the incidence relations) such that, the boundary of any face contains exactly
two non-consecutive vertices with same height (see figure 4). We associate
with such a configuration the weight

6(7(1;1),0(1)3) 60(1)2)70(”4)
(5.55) w(M,o) = H Ulo (v) H ( Ul () * Ulg (v,) ) .
veV (M) [v1,v2,v3,v4] ! :
face of M

We collect in the set M&HY (k; ¢) the connected maps of genus g, with n
marked faces consisting of vertices of the same height k = (kq,...,k,) and
of degree ¢ = (¢1,...,4,). We introduce the generating series

Figure 4: An example of map with a & = Ds-height configuration, and its
loop representation.
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Figure 5: An example of map with a & = Ds-height configuration in loop
representation.

w(M, o)
(5.56) = )
(M,o)eMBH] ’AUtM‘

and for any n > 1:

ky En On.104.0 UL
144 — M17gY TR
(5.57) 9(x1,...,Tpn) = - +£ EK y

w(M, o) 7.1
x ) |Aut (M, o) [1;[1 wf”“] |

(M,0)EMSHT (k,£)

Equivalently, we can split the degree 4 faces into degree 3 faces (trian-
gles), by drawing a red diagonal between the two vertices whose heights are
constrained to match (see figures 4 and 5). One can draw a path crossing
the edges of the triangles which are not red, so that we obtain a colored map
M with a loop configuration, where all faces are triangles and are crossed
by a loop. One can go out of the fully-packed case by allowing faces of
degree j > 3 whose boundaries consist of vertices of a given height k, with
weight ¢, ; each. Hence, we retrieve a special case of the weight introduced in
Section 5.1.2, with interactions between colors prescribed by the adjacency
matrix of &:

(5.58) pri = —Api, Rpi(z,y)=z+y

and where g 10 = gro1 = Vt.
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5.8.2. Matrix model representation. In [101], a formal matrix model
representation was proposed for the height model. It is based on the following
measure:

(5.59)  dw o [[ dMpexp(-NTe V(M) ]] dBkldB
k=1 <k,>€®

exp [—N Tr (BMB,:JMk n B,Z’lBk,lMl) ] ,

Mj; are Hermitian matrices of size Ny x Ng, and for each (unoriented) edge
(k,l) of &, By are complex matrices of size N x N, and

1 x+t/2) (x+1t/2
(5.60) N, = Nuy, Vi(z) = — % D thy ~/ ’
U s J

Integrating out the matrices By; and B,il who have Gaussian distribution,
yields a measure

(5.61) dowoc [] dMyexp (—N Tr Vi(My))
k=1

A
X H exp [—N%TYIH(M]C@]_N—F]_N@MZ) R
1<ki<s

where we recognize (5.12). The correlators of this formal matrix model give
the generating series (5.57)

- 1 N\2 207k k k
5.62 r— ) = = Wg(l,..., )
| )<11:11 1"9Cz'+75/2—f\4k1-> Z<U> m AT
- C

920

These ADE matrix models were first introduced in [96], and later appeared
in V' = 2 supersymmetric gauge theories associated with ADE quivers [58]
(see also [94] for the Ay quiver matrix model, which is closely related to the
O(—2) model). The Schwinger-Dyson equations for such models have been
previously written within the CFT formalism in [45].
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5.8.3. Strict convexity of the interactions.

Lemma 5.5. The two-point interactions defined by (5.58) are strictly con-
ver zﬁ & is a Dynkin diagram of ADET or an extended Dynkin diagram of
ADE type (see figure 6).

Proof. We need to understand under which conditions, for any signed mea-
sures (v)i supported on Ry, so that v (Ry) = 0, we have

(5.63) Ew)= ], | 3 dve(a) dvg(y) mla — ]
k=1

— Z Apg dvg(z) dy(y) Infz +y| | <0
=1
n+1
A A A
oo 0000
n 12 3 n n 723 .0 n

n-1
H—0—0—0—< D "
D n
n 1 2 3 e N2 N n+l 2 3 n-2>@n
1 2 34 5 £
° L
123 456
E70—0—I—0—0—0 E7’_’_E;'_'_‘
7
8
Es ¢ 666606 ESH—E?—O—O—C
Is
9

Figure 6: On the left, Dynkin diagram with positive Cartan matrix. On the
right, Dynkin diagram with non-negative Cartan matrix, having one 0 eigen-
value, and one has to add T},, which is a cycle with n vertices corresponding
to the Ay, /Zo.
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with equality iff v = 0 for any k € [1, s]. We use the representation

00 eiux -1
(5.64) In |z| = lim <lne —Re / due™ " >
e—0 0 U

and the fact that v, has total mass 0 to rewrite

s

D (2= A)y Re v (u) Re 27(w)
ki=1

e—eu

. 1 00
(5.65) E(v) = —= lim du
2 e—0 0

+(2+ A)py T D (u) Tm 2y (u) |,

where © denotes the Fourier transform of the measure v. Therefore, £(v) < 0
iff 2— A and (24 A) are positive. Besides, due to the fact that a signed
measure v supported on R vanish iff Im & = 0, we have £(v) = 0 only for
(vk)r = 0iff 2 + A is positive definite. Notice that C = 2 — A is the Cartan
matrix of the graph &. It is well known that a finite graph with multiple
edges has a positive definite Cartan matrix iff it is the Dynkin diagram of
ADE type, and if we allow the Cartan matrix to be non-negative, it can also
be an extended Dynkin diagram of ADE type. This justifies a posteriori
to restrict the study of height model based on such Dynkin diagrams &. In
all those cases, the eigenvalues of A are of the form 2 cos(mmy/h"), where
RV is the Coxeter number, and my, are the Coxeter exponents (for extended
Dynkin diagrams, one of the Coxeter exponent is 0). So, we have a fortiori
that 2 + A is positive definite. Hence the result. O

5.8.4. Topological recursion. Since Aj; is non-negative, the one-cut
Lemma 5.1 can be applied whenever uy, t; ; are non-negative (and if it is
not the case, we can still use the weaker version Lemma 5.2). Then, Hypothe-
ses 3.11 is satisfied, so we can apply our Proposition 3.20: the generating
series of maps in the height model for any &,

(5.66)
wﬁ(a’%, . ,:)If"n) = |/V7§b7(!511, el f’;@) dxy--- dz,
dzxy dxo
0n.204.00 _eriats
+ 0n,209,00k, k, (01 — 22)?

satisfy the linear and quadratic loop equations in the sense of Definitions
(2.12) and (2.13). Besides, if & is a Dynkin diagram listed in Lemma 5.5



Abstract loop equations, topological recursion 139

(figure 6), Hypothesis 3.12 is satisfied, so we can apply Corollary 3.21: the
generating series of maps in the height model are computed by the topolog-
ical recursion

ko k 1,k ko\ k
(5.67) wi(z0,21) = D Res K, (2,20) | wii1(Z (%), 21)
ael}x
ko k. —h ko, ks
+ Z wthIH(é)?Zj)wz_uwko(;)azfu) ;
JCI, 0<h<g

where the recursion kernel is given by

(5.68) Ky, (z,20) =

At present, an expression for w?(:’z‘) and wg(:@i,:@é) in full generality is
not known, even at the critical points'2. Yet, we expect the problem to be
solvable because (extended) Dynkin diagram are very special. We remind
however that, if one is only interested in the generating series of maps with
fixed number of level lines (in the loop representation, it corresponds to a
fixed number of loops), the method described in Section 5.6 leads to explicit
results. Let us mention that the analysis of singularities (see Section 5.7) at
the critical point in these models has been performed long ago [99-101], and
the critical exponents are related to the spectrum of A, in a way generalizing
the relation (5.46) valid for the universality class of the O(—p) model where
loops live on triangles.

6. Chern—Simons invariants of torus knots

We illustrate our method to give structural results on large N expansion
of Chern—Simons theory with gauge group SU(/N) on a certain class of

121¢ is known only for & = Ay, or & = A, with s > 3 but a symmetry assumption
on the cuts, which both reduce to the solution of the O(—p) model where loops live
on triangles [20, 59, 60, 98].
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3-manifolds for which the partition function was known to be described
by “repulsive particle systems.”

6.1. The model for torus knots

6.1.1. Definition. For any knot K in a 3-manifold M, one can construct
knot invariants W(G, R, ¢) indexed by a simply laced group G and an irre-
ducible representation R, where ¢ is a variable. In quantum field theory, they
can be defined as Wilson loops around K in Chern—Simons theory on M with
gauge group G [126]. For ¢ equal to certain roots of unity, it was given a
rigorous meaning in the work of Reshetikhin and Turaev [120]. In particular,
for G = SU(2) and R its dimension n irreducible representation, one retrieves
the colored Jones polynomial J,(q) [90], and for G = U(N) and R the fun-
damental representation, one retrieves the HOMFLY-PT polynomial [80].
Torus knots are knots which can be drawn on a torus T C S3 without
self-intersections. They are characterized by two coprime integers (P, Q)
describing the number of times the knot wraps around two independent non-
contractible cycles in T. They are in many regards the simplest knots among
all. For instance, there exist closed formulas to compute all Wilson loops.
It has been shown [22, 37, 56, 91, 107, 109] that they can be rewritten as
certain observables in a repulsive particle system. We shall restrict ourselves

to the case of G = U(N). Then,
(6.1) W(U(N),R,q) = (sr(e"))

with respect to the measure on RV:

1 ti —t;
(6.2) dw(ty,... . tN) = —5 11 sinh( 3)
Z](V @ 1<i<j<N 2P

f_ g N )
: () —NV(t; )
smh( 50 > il_lle ) qt,,

t2

(6.3) V(t) = 20P0’

u= Nlng.

sr denotes the character of the representation R, which is here a Schur
polynomial. We have set T' = diag(t1,...,tn). We will focus on the case
g > 1, hence u > 0.
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6.1.2. Relation between correlators and Wilson loops. We define
disconnected correlators in the model (6.15) as

(6.4) Wz, ... o, <HT1« eT/PQ>

and we recall that they are related to the connected correlators by

(6.5) Wolxy, ... x,) = > TTW (@i)ges)-

J U0, =[Ln] J=1

They allow to compute any expectation values of traces of powers of el/P%:

(66> <TI' (ele/PQ) e T knT/PQ f H :l: dxz w 1’1, . 7-7;71)

2im

and we now review how the expectation values of Schur polynomials can
be deduced from them. Irreducible representations R of U(N) are in cor-
respondence with Young tableaux with less than N rows. If we denote |R|
its number of boxes, it also determines an irreducible representation of the
symmetric group &g, and by Schur-Weyl duality:

(6.7) sr(e” ’, > 1CuIXR(C) pule™),

B IR

where the sum runs over partitions p = (u1,..., ) with |R| boxes, C, is
the conjugacy class of the symmetric group &g determined by p, |C,| is the
number of permutations in this class, xr is the character of the symmetric
group S| and

)4
(6.8) pule’) = prj(eT)v pi(e’) = Tr "

are the power-sums symmetric polynomials. Reminding the change of vari-
able 6.14, we find

) PQMJ drs
J

(6.9  W(U(N),R,q) ‘, > 1Culxr(C ]{MH

pEIR|
W ('u)(:L‘l, cee ,$£(M)).
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6.1.3. Analytic continuation in g and expansion of topological type.
We justify in this paragraph the existence of an expansion of topological type
(see Definition 3.6) for the correlators, where the variable of expansion N is
traded to 1/(Inq).

Let us consider the measure (6.2) with w > 0, i.e., Ing > 0. At fixed NV,
one can perform the change of variable ¢; = (In q)_l/Qtl-, and write

(6.10)

N oo
- —i2/2PQ g7 Fl - 1)
dw(tl,...,tn):He 2PQ gty % H (Z 2k 2k + 1)!

i=1 1<i<j<N

L) A W
(l 2l 20+ 1)! )(ti_tj)2'

For our purposes, it is convenient to drop here the normalization factor, and
define a new partition function as

(6.11) 79 = / dés(t, ... tn).
RN

This integral is convergent for Ing > 0, and from (6.10), it has an expansion
in powers of Ing with positive coefficients. Hence, this series is absolutely
convergent, and defines Z](\f’Q) as an entire function of Ing. In particular,
it does not vanish for In ¢ small enough. Therefore, F' = 1n Z is an analytic
function of In ¢ at least in a neighborhood of In ¢ = 0. Now, the disconnected
correlators can be defined as formal Laurent series in 1, ..., Ty,:

— 1 1 u
(6.12) Wy(x1,...,x,) = — /
e = L [

Ky kn>0 L1

N
S BV PR | gy, ),

ijzl

whose coefficients can also be defined, from their series expansion in Ing
(notice that, by parity, it is an expansion in In g and not /Inq), as analytic
functions of In g at least in a neighborhood of 0. We can then deduce that
the connected correlators W, (x1, . .., x,), which can be expressed polynomi-
ally in terms of the disconnected correlators, are also formal Laurent series
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in x1,...,x, of analytic functions of Ing in a neighborhood of 0. For any
X, we can thus build formal Laurent series in z1,...,x, by collecting the
coefficients of (Ing)X in (6.12). It is clear from (6.12) that the coefficient

—(k1+1) —(kn+1 . (k1t+-+k,.)
of =, R grows at most like My, for some M, , >0
when k1, ..., k, — 00, so that those Laurent series actually define holomor-
phic functions at least in a neighborhood of x1,...,x, = co. Since W,, is
initially holomorphic in (C\Rfr, we deduce that W;J is also holomorphic
at least in C\ R}. Their precise analytic structure will be determined in
Section 6.3.

The coefficients in the series representing F' = W,,—¢ and W,, are finite
sums of moments of Gaussian integrals, computed by Wick’s theorem: they
coincide with the generating series of connected maps with tubes and n
boundaries as explained in Section 5. In this case, since the potential is
Gaussian, all faces are annular faces. This implies that, for a map of genus g
with n marked faces, the counting of Euler characteristics gives 2 — 29 —n =
v — e, where v is the number of vertices, and e is the number of edges. The
weight of a map depends on N = u/Inq only through a factor NV, and Ingq
appears also through a factor (Ingq)¢. Therefore, the coefficient of (Ing)X in
the series is a sum over maps with Euler characteristics x, as is well known
since t’Hooft [124]. This implies that the series defining F' and W,, actually
takes the form

(6.13)
F= Z(IHQ)29_2 F9, Wy(x1,...,2p)
920
= Z(ln Q%I WI (2, .. an),
g=>0

where the coefficient F9 is an analytic function of u in a neighborhood of
0, and Wy is a formal Laurent series in xi,...,x,, whose coefficients are
analytic functions of v in a neighborhood of 0.

We recover by a direct method for torus knot complements some results
known from the theory of LMO invariants for any 3-manifold, namely that
the F'9 can actually be defined for any knot complement using the theory of
LMO invariants, and then shown to be analytic in a neighborhood of u =0
[83]. It is observed [23] that the large N expansion of Wilson loops in any
representation are polynomial in e“. As we shall see below, the stable FY
and W] will be given by the topological recursion formula, from where their
analytical structure in u can be completely described, and one can prove the
aforementioned observation, but this will not be addressed in this article.
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6.2. The spectral curve

It is convenient to perform the change of variable

(6.14) N = e/ Pe,

We obtain the model with a measure on Rﬂ\rf :

(6.15)
1 N
(M, AN) = — 55 [T OF=xH0e-a%) H
ZNTT 1<ici<N i=1
’ PQ(In))?  In) P
(6.16) V()\):Q(QZ) Izlv <1+ QN )

6.2.1. Properties.

Lemma 6.1. In the model (6.15), the interactions are strongly confining
at 0 and oo, and strictly convex.

Proof. The two-point interaction is Ro(z,y) = /|zF — yP|[zQ — y@Q|, and
we have

(6.17) Vz,y >0, InRy(x,y) < @ (|Inz|+ |Inyl).
Since the potential grows like (Inz)? when z — 0,00, it implies that the
interactions are strongly confining at 0 and oo in the sense of Definition 3.1.

Besides, for any signed measure v on R} with total mass 0, we have
6 18)
ds

2 jf(&)z dv(y))" In Ry(z,y) =— /OOO %5 (|7T/}F-;/(S)!2+|7%\1/(s)|2> <0,

where , is the diffeomorphism of R* defined by 7, (x) = 2. Therefore, the
two-point interaction is strictly convex in the sense of Definition 3.2. U

Accordingly, the equilibrium measure fioq for the model (6.2) on the real
axis (or equivalently (6.15) on the positive real axis) is unique
(cf. Proposition 3.2).
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Lemma 6.2. For any u > 0, the support of the equilibrium measure of the
model (6.15) is a segment [a,b], with 0 < a < b < co.

Proof. Let fieq denote the equilibrium measure of the model (6.2). The equi-
librium measure of the model (6.15) is just obtained by the change of variable
(6.14), i.e., is given by ®,peq where ®(t) = e/P?. From Theorem 3.2, jeq is
characterized by the existence of a constant C' such that

(6.19) / pteq(") 1 sinh <‘t2_P”> 4 Insinh <‘t2_Q”> | -vin=c

|t—t']
2c
is a concave function of ¢. Since fieq is a non-negative measure, this implies

that the integral in the left-hand side is a concave function of ¢. Besides,
V(t) = t2/2uPQ is strictly convex, hence the left-hand side is a concave
function of ¢. This implies that, if the equality is realized for t = t; and t = to,
it must be realized for ¢ € [t1,t2]. Hence, the support of ficq is connected. [

with equality fieq everywhere. We observe that, for any a > 0, Insh (

6.2.2. The equilibrium measure. Let us consider the Stieltjes trans-
form

(6.20) Wd(z) = (/ab dﬁeq(y)) dz.

It is characterized by (3.17) with a linear operator O defined by

1 P-1 1 Q-1 1
62016 = g 16|~ X e e ~ X g s

and for any 1-form f which is holomorphic in C\ [a,b] and is O(dz) at oo,
we find

P-1

Q-1
(6.22) Of(x) = f(e*/Px) + Y f(e2m/Q).

J=1 J=1
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It consists of sums of rotations by angles 27/Q and 27 /P. In other words,
we have the functional equation, for any x €la, b[:

P-1 Q-1
(6.23) Wi (z +i0) + w)(z —i0) + W (/P ) 4 Z W9 (21 Qy)
j=1 j=1
P
(Fame iy,
U T 2z

The solution in the one-cut regime (as required by Lemma 6.2) was found
in [23]:

Proposition 6.3. We have

-1 1 dx

217r7 —u Q
W) =——"In ~1)9z(z
‘ u T [6 (=1)%=( )}’

ol =

(6.24)

.

where z(x) is an algebraic function
—u N\ 1/P
(6.25) o ot1/P11/Q) —1/Q (LT T
1—-=2

The equilibrium measure is

(6.26) dfleq(7) = 2514, Cf In <m>

Sketch of the proof of [23]. Let us define a function Y (x) by setting

(6.27)

PQ u u dx

0(p) = —~ % [In(esV/PH/Q) ) _In(—Y (e3V/P+1/Q) )] 22

A0 = p g [nle r) ~In(-Y (e )&

and [d, 0] = e2(V/P+1/@]q, b]. Then, (6.23) translates into
(6.28)
4 _ . . P_l . .
V¢ €la, b, Y(E+i0)Y H (eP™Q T Y (™ e) =1
j=1 j=1

The fact that w9(z) is holomorphic on C \ [d, b] and behaves like dz/x when
x — o0, implies that Y (x) is holomorphic on C)\ [d,b], vanishes only at
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x = 0, and behaves as

(629) Y(¢) = —£+0(), Y(§) = —¢e /T 1+0q)

- f—o0

Consider the P + @ following functions:

P—-1
(6.30) Fe(&) = [] Y(e™Q e /Pg), 0<k<Q-1,
7=0

Q-1
1
(6.31)  Fou(f) = . , 0<I<P-1.
Q+ ]1;[0 Y(€217r]/Q e2inl/P é‘)

Notice that Fj(€) has cuts along e 2m/@ ¢=2imi/P[g bl for 0 < j < P — 1,
and F () has cuts along e~ 2™/P ¢=2im/Q[g ] for 0 < j < Q — 1. In par-
ticular across the cut e~ 27/ ¢=2i7k/Q[¢ p], we have

(6.32) Vg e e HMP AR QLG B Fi(¢ —i0) = Fo (€ +10).

This implies that the functions (Fj)o<k<p+g—1 transform among themselves
under cut crossings, see figure 7 for the (P, Q) = (3,2) case.

Therefore, any polynomial symmetric function of the F}’s is continuous
across [a,b] and all its images under rotations, i.e., must be holomorphic in
CX. Since F}, behaves as integer powers of ¢ or €1 near zero and near oo,
it must be a polynomial in £ and 1/£. This principle shows that

P+Q-1
(6.33) vieC (£, = [[ (f-Fu®)

k=0

is a polynomial in ¢ and 5_1_, wlhose coefficients are polynomial in f. More-
over, we observe that II(f, e*™ Pa &) = II(f, €), and thus II(f, ) is actually a
polynomial in £? and ¢, The behaviors (6.29) at & — 0 and at £ — oo

imply
M(f,€) = f79+ (=) = ()" (-7 19
P+Q-1
(6.34) Gt A G D S S N 1 P
j=1
for some coefficients II;. So far, we have thus shown that the function Fy(x)
satisfies an algebraic equation. It can be proved, see [23, Section 4.2] that,
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(PQ)=(3.2)

Figure 7: For the (3,2) knot (the trefoil knot), we have P + @) = 5 functions
Fy, Fy, ..., Fy, with cuts indicated, and they transform among each other
when crossing cuts. This defines a Riemann surface of genus 2, as a degree
5 covering of the plane C. The five functions Fp, ..., Fy can be seen as five
branches of a multivalued function on C, which can be lifted to an analytic
function on the Riemann surface.

knowing that the cut locus of w{ is a single segment (Lemma 6.2) determines
uniquely all the coefficients II;. The solution can be written parametrically:

1—c2\“ 1—

6.35 PQ — Cl Z_P e , F() = Cz z cz.
1

—Zz

and the conditions (6.29) at { — 0 and £ — oo are fixing
(6.36) Cp =P 0y =—1, c=e™

If we remind the relation £ = e%(l/P“/Q)x, we obtain

1—euz\ P
(6.37) r=es/PH/Q) —1/Q (2= =~
1-=2
as announced in (6.25). The position of the cut [a,b] can be deduced as a
function of u (figure 8). What we have obtained is the symmetrization of
w{ (the Stieltjes transform of jicq) under rotations by angle 27/ P. However,
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0 0.5 1 1.5 2

u

Figure 8: Position of the support as a function of v = N1ng > 0, a(u) (top
lines) and b(u) (bottom lines) for (P, Q) = (3,2) (solid line), (P, Q) = (3,7)
(dotted line) and (P, Q) = (7,97) (dashed line).

since w{ has a cut only along [d, b] and not along its rotated images, it is
easy to recover fieq as the discontinuity along I'.

639)  vrelatt deat) = m () S

The branch points are the zeros of dx, i.e., of dx/x. Their position in
the z-variable satisfies the quadratic equation —g + Z_Qeu — Zc_gl = 0, whose
solutions are

(6.39)

(P+Q)e" + (P - Q)+ +/(e" — D[P+ Q)%c" — (P — Q)]
2P

2z (u) = :
In particular, for any u > 0, we find z4(u) is real positive and such that
(1 —e""z4(u)) and (1 —2z4(u)) have same sign. Hence, we find that for
any u > 0, the cut is a segment [a(u),b(u)] = [z(z—=(u)), z(24+(u))] on the
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positive real axis (see figure 8). Hence, (6.35) gives a solution of (6.23) (by
construction), which leads to a measure (right-hand side of (6.26)) supported
on a segment of the positive real axis. By unicity (deduced from Lemma 6.1),
this measure must be the equilibrium measure sought for. O

6.2.3. Fundamental 2-form of the second kind. The method of the
previous paragraph shows in general that, for any meromorphic 1-form f in
C\ [a, b] which is solution of the master equation:

P-1 Q-1
(6.40)  f(z+10)+ f(2 —i0) + Y f(e™/F) 4+ Y f(e7™/9) =0
i=1 =1
the averages
P—-1 ..
;) f(6217r(]/P+k/Q)x) 0 < k < P - ]-a
(6.41) o1 A
— S f(e2UPHI/Qy) 0<1<Q—1
j=0

are actually branches of a unique meromorphic 1-form on the curve C of
Equation (6.25), which is uniformized to C by the variable z. Therefore,
there is a unique fundamental 2-form of the second kind on this curve:

dz dzg

(6.42) B(zy,2) = =202

which defines the appropriate Cauchy kernel:

dZ()

(6.43) G(z0,2) = /Z B(z,2) =

20 — %

allowing to represent objects of type (6.41). As expected, we find that the
2-form w) is closely related to Bz, 2):

Proposition 6.4.

v

-1
O (n. @2/ P 1y — dz(z) dz(zo) _ d(xP) d(xoP)
(649 20 ) = ) —2wo)? T P - e

.
Il
o
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Proof. We have from (3.78), for any = €]a, b|:

(6.45)
Q-1 j
wY(z0, z +10) + wY(xg, z — 10) + Z w(zo, 2™/ 9z) 4 w)(z0, 2™/ )
P =1
- dx dxg
(x— )2

and w3 (zo, ) is holomorphic for = € C \ [a,b]. Let us first find a particular
solution of the non-homogeneous equation. Let us introduce the following
sequence of 1-forms indexed by m € [1, PQ]:

(6.46)
PQ d
;Jr 5 ; if m = PQ
% @ if m is a multiple of P
x
m T) = m .
fm(2) % % if m is a multiple of Q
1 1 dx
— 2™ Inx —  else
2im 1 I 1 T
e2imtm/P _ | e2itm/Q _ 1

They are constructed so that

(6.47)
P—1 Q-1
Vo €la,bl,  fm(z+10) + f(z —10) + > (e Pa) + Y fin (e 9a)
— -
m AT ’ ’
=X .
x

Then, we can build

P _
Qa7 fu(@)

PQ

6.48 G(x,x9) =
(6.45) (o) =3

k=
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which satisfies

P-1
(6.49) Vz €la,b], G(x+10,z0) + G(z —i0,z0) + Z G Py 24)
j=1
v dx
2im5/Q _
+ZG(€ x,T) pra——

J=1

Therefore, — dy,G(z,z0) is a particular solution of (6.45), which is mero-
morphic on C\ R_, with a double pole without residues at all 279 = xéDQ,
and a logarithmic singularity on R_. We can decompose it:

P24+ PQ+Q? d(a(®) d(zP?) 1 d(zf) d(zP)
P2QAP+Q) (zPQ — 92 P? (aF —2f)?
1 d(zg) d(x?)
Q@ (29 - af)?

deG(CU, -TO) =

(6.50) +Inz R(xo, ),

where R(xg,x) is a rational function of xy and z. We observe, however, that,
after averaging G(z, x() over rotations of x of angle 27/ P (or, over rotations
of angle 27/Q), the logarithmic singularity disappears. The 2-form

v

(6.51) B(x,x9) = wg(x,aro) + dyG(z, x0)

is a solution of (6.45) with the vanishing right-hand side. We now proceed
like in Section 6.2.2 by defining

P—1
(6.52) Hy(xzo,z) = B(xg, 27 R/QHI/P) ) 0<k<Q—1,

<
—_

=0
Q_ (o) . .

(6.53) Hgi(xo,2) = — Y  B(xg, 270/ g<i< P 1.
j=0

For any k € [0, P + @ — 1], Hx(zo, -) is meromorphic on C (in particular has
no logarithmic cut), with double poles without residues at 7’9 = :céD Q. For
any k € [0,Q — 1], Hy, has cuts along ¢?7*/P+/Q)[q b] for all | € [0, P — 1],
whereas for any I € [0, P — 1], Hg(o,-) has cuts along e?7(*/P+/Q)[q p]
for all k£ € [0,Q — 1]. And, more precisely:

(6.54) Vo € e AmW/PHR/Q1 [ Hy(zo, 2 +10) = Hgyi(z0, x — 10).
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This implies that Hy(zg,z) can be seen as the kth branch of a meromorphic
form H (zo, ) defined on the same Riemann surface as w(z). So, it must be a
rational function of z(z) and z(zg), with double poles at z = 27/ P+k/Q)

for some j, k. Given its singularities, it takes the form

dz(x) dz(wo) d(«"?) d(x;?)
6.55 H =A A .
(609 A o) = Gy e T ara e
Besides, we can deduce from (6.50) and the observation that the logarithmic
singularity in G(x, z¢) disappears after average, that

(6.56)
— dzP) d(=f) 1 d(@P?) d(zg)
H(zo,x) = Z WY (w0, ¥/ ) + (zP — a:éD)O2 CP+Q (zPQ - %Pg)z '

By

In the first sheet, H(xo,x) assumes the values Hy(xzo,z), and for a fixed
zo, we have @ points such that 27?9 = xéj Q, which are actually those cor-
responding to 2@ = JJOQ. The last term of (6.56) has a pole at x = x¢ in the
first sheet, but is regular at the other aforementioned (@ — 1) points. There-
fore, matching with the poles of (6.55) yields A; = 1 and Ay = —1/(P + Q).

Hence,

i

DO (. @23/ P o) — dz(z) dz(zo) _ d(z") d(xg)
(6-57) 2( 05 / ) (z(a:) — Z(xo))Z (xP _ :E(I)D)Z ’

<.
I
o

Then, w(zo,x) can be recovered as the part of (6.57) which has a cut on
[a, b] and not on its rotations by 27/Q angles. O

6.3. Analytic structure of W7

In the convergent model (6.15), since the potential is convex for v > 0, I is
a single segment and W7 (z) is discontinuous at any interior point of I'. On
the other hand, we could define Wy (z1,...,x,)’s as holomorphic functions
for x; in some neighborhood of co. We now claim:

Lemma 6.5. For any (n,g), Wi(x1,...,x,) defines a holomorphic function
in (C\T)".
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Proof. The W, satisfy the Schwinger-Dyson equation order by order in
(Ing), i.e., (3.88) with p =1 and O given by (3.69) with

P_,P ..Q_ ,Q
(6.58) Rlz,y) =2 "9 "7V

T—y T —y
We can rewrite them

(6.59)
W(x,z1) = (2W2(x) + OW(x) — V' (z))

- —h
x| =W () — > Wi (@, 2) Wi (@ @)
JCI 0<h<g
(4:h)#(0,0),(1,9)
— Ow,Qngll (x,z,x1) — Z VV‘}}”‘H(:U’ xy) O$Wg:t]|(x, Q?[\J)
JCI 0<h<g

(L:h)#(0,0),(1,9)

WP (@) O Wi(z) =Y

il

where P was defined in (3.89), and we recognize the prefactor

(6.60) 2W(x) + OW(x) — V' (x) = AW (2).

X

The equality (6.59) between holomorphic functions in C\ R, extends to
an equality valid in the maximal domain of analyticity of the functions
at hand. We observe that Pj here is a polynomial. Besides, if f is holo-
morphic in C\ RS, Of is holomorphic in a neighborhood of [, +00[, since
it can have singularities only on the rotations of R} by 27/P and 27/Q
angles. So, the only singularity in the right-hand side of (6.59) comes from
the singularities of W2 for 2h — 2 4+m < 2g — 2 4+ n, or from the prefactor
2W(z) + OW(z) — V’(ac))_1 which has a singularity on I' C R%. There-
fore, (6.59) implies by recursion of 2g — 2 +n that Wy is holomorphic in
C\T. O

6.4. Result

We have justified in Sections 6.1.3 and 6.3 that the W,, have an expansion
of topological type. Therefore, we can apply Corollary 3.16, and find that
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the correlators are computed by the topological recursion. More precisely,
let us define for any stable n, g:

(6.61) wI(T1,. .. xn) = Wi(z1,...,zp)dxy -+ - dzyy
and their averaged version Oy (21, ..., 2,) which are meromorphic on C" ~
C"™, so that
(6.62)
etz = S W@ Pa(z), ., Pa(z,)

0<J1,esjn<P—1

when z1,..., z, belong to the first sheet of C. Then, Corollary 3.16 tells us:

Proposition 6.6. The @i (21,...,2,) are determined by the topological
TeCUTSIon

1 (4 1 )
D92, ) = Res ——oot MO ol () )
2z () wi(z) —wi(u(z))

. —g—h

+ Z w|}57|+1(27 ZJ)WZ_M(L(Z% ZI\J)] -

JCI, 0<h<g
(J,h)#(1,9),(0,0)

Notice that we can use indifferently w{ or &{ in the denominator. The
description of w{ (Proposition 6.3) was actually obtained in [23], where it
was conjectured (and checked for low g and representation of small sizes)
that the topological recursion with B(zg, z) given by (6.42) would compute
the topological expansion of the correlators, and hence the Wilson loops.
Our present result fully justifies this prediction.

Let us mention that the contribution of general reducible flat connections
to the Chern—Simons partition function on lens spaces is a multi-species
version of (6.2), where the breaking of U () symmetry between the particles
comes from an extra linear term in the potential whose coefficient depend
on the species. The spectral curve in such models was studied in [88, 89],
who found correspondence with the mirror curve of an orbifold quotient of
the resolved conifold. According to Section 3.9, this model also falls in the
range of applicability of the topological recursion.
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7. Other examples

We explain how to retrieve the two-Hermitian matrix model, and matrix
models where eigenvalues live on a higher genus surface from the theory
developed in Section 2. In this section, we rather revisit a few aspects of
each problem at the light of our formalism rather than intend to present a
detailed study.

7.1. The two-Hermitian matrix model
The two-Hermitian matrix model is defined by the measure
(7.1) deo(My, My) = dM; dMye™N T V(1) +Va(Ma)+a M Ma],

where M, and M, are Hermitian matrices, « is a coupling constant and
and V, are two polynomials. The Schwinger—Dyson equation of this model
have been written down in [70]. We introduce the correlators associated with
the first matrix

(7.2) Whly, ... xp) = <H Tra:i—lMl>

and we assume that they have an expansion of topological type

(7.3) Wz, @) = Y N9 W (2, 3).
9>0

If we consider (7.1) as a convergent matrix model, we ask that V; and Vs
are chosen so that the weight (7.1) is integrable over HZ,, and (7.3) would
have to be justified under suitable assumptions. If we rather consider (7.1)
as a formal matrix model, one takes

—~
N
=~

~—
=
—
8
SN—
I
| —
‘ 8
[N}
|
~
S
e
8
ol
<
I
—_
[N}

k>3

and u;j and t;, are considered as formal parameters. The combinatorial inter-
pretation of the two-Hermitian matrix model is related to the enumeration
of random maps whose faces carry an Ising variable, i.e., + or — [92].
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A classical result [70, 122] is that Y (z) = V{(z) — Wl(o) (x) satisfies an
algebraic equation E(x,Y (x)) = 0, where

(75)  E(z,y) = Vi) —y)Valy) —2) + 1
1 [ Vi) = Vi(M) Va(y) = Va(Ma)
<Tr T — Ml Yy — MQ >

— lim
N—o0
is a polynomial of z and y. This equation E(z,y) = 0 defines a compact Rie-
mann surface C, endowed with a covering x : C — C of degree ds = deg V.
In other words, C is realized as ds sheets Ci, of C, glued together at the zeros
of dx (the ramification points) along certain cuts -y, joining them. There is a
distinguished sheet Cy for which W{(x(2)) ~ 1/z(z) when z(z) — oo while
z € Cy. We assume that the branch points are simple, so that we are in the
framework of Section 2 with U = Cy, Vj are neighborhoods of the cuts in
C, and the involution ¢ is the local exchange of sheets bordered by a cut.
Let V = ]_[j Vi. If z € V; NCy, and Cpr N Cy, # 7y, we also denote j;- the map
sending z to 2’ € V Ny so that x(z) = z(2'): it corresponds to sending z
to a distant sheet. The result of [42, 64] can be rephrased as:

Proposition 7.1. Introduce as usual

(7.6) W21y 2n) = Wi (x(21), ..., x(2n)) dx(21) - - - dx(zp)
dx(z1) dx(z2)
(x(21) — x(22))?
and assume that W9 is an off-critical 1-form. Then, w? satisfies solvable

linear and quadratic loop equations. More precisely, they satisfy, for any
n,g, any z; = (22,...,2,) € U1,

+ 5n,25g,0

(7.7)
Vz e Vi, wi(z 21) +wi(u(2), 21)
+ ng(jk’(z)’zf) = 0g,0 <5n,1 dVi(z) 4 0n,2 do(2) du(z) >
T

(z(2) — z(22))?

and w3 is the unique fundamental 2-form of the second kind for the compact
Riemann surface C, whose period on the v; vanish.

We observe that (7.7) is very similar to the linear loop equation (3.56)
satisfied by w? in the repulsive particle systems, where the operator O is



158 Gaétan Borot, Bertrand Eynard and Nicolas Orantin

replaced by the sum of evaluations at all sheets of x : C — C. From Theo-
rem 7.1, it was shown in [42] that w}, in the two-Hermitian matrix model is
given by the topological recursion (2.19). In this article, we have seen that
such a result can be unified with others in a more general theory.

7.2. One-matrix model on elliptic curves

Let us revisit as a special case of repulsive particle systems, the case where
the particles interact pairwise with the Coulomb interaction on the torus
T = C/L where L =Z + 7Z and Im 7 > 0. The model is defined by

N

(7.8)  dwle,ee,z) = [[dhe 20 [ 1606 = 2)I7%,
i=1 1<i<j<N

ZN:/ dw(Ai, ..., AN).
(To)™

The theta function we consider is the first Jacobi theta function

(79) 0(2’) — Z _j elmn®42imn(z+1/2)
nezZ+1/2

and it satisfies
(7.10) 0(z +n+mr) = (—=1)" e  AmGHMT/2m g (),

In particular, §(A\; — A;) has a simple zero when \; — A;. The conclusions of
Section 3 in the context of the topological expansion assuming § = 2, and
leading to the topological recursion formula (2.19), can be applied to this
case. In this paragraph, we will rather illustrate that it can be helpful to
define the correlators slightly differently than (3.6), taking into account the
underlying geometry, in order to write the Schwinger—Dyson equations in a
simpler form than in Section 3.4. We shall see the same trick at work in any
genus in Section 7.3, but we focus here on the genus 1 case, since it allows
to take a pedestrian route without too technical computations. This is a
useful intermediate step in order to solve explicitly the master equation for
wy and wY, or to justify for convergent matrix models described by (7.8) the
existence of a topological expansion under suitable assumptions, following,
e.g., [13, 26].
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Let M = diag(A1,...,An). Here, it is natural to define the correlators
by

k
(7.11) Wiz, .., 2,) = <HTr (1n9)'(zj—A)> .
j=1

C

Notice that Wy(z1, ..., zx) are holomorphic on C\ (I'g + L). We can derive
Schwinger-Dyson equations for the correlators, e.g., by performing the
infinitesimal change of variable:

(7.12) Ai = A +e(Ind)(z—N)

and express the invariance of the integral under change of variables. Assum-
ing like in Section 3.4 that V is such that there is no boundary terms, we
find

(7.13) <Z (In6)"(z — X 521119 Y (N — M) [(n6) (2 — \)
=1 i#j

N
— (]n@),<z — )\])] — Z ? V,()\z) (ln 9)/(2: — )\z)> = 0.

This equation can be simplified [32] by a procedure analogous to partial
fraction expansion for rational functions, based on the following relation:

(7.14)  (In6) (v —u)[(In6) () — (In6) (v)] = (In6) (u )(me)()

(v—
1 0'(u) 0'(v)  60"(v 1 0///
2<9()+9(v) v—u> 290

Hence,
(7.15)

< - (1 - g) Tr (In6)"(z — M) + gTr (In0) (z — M) Tr (In6)' (2 — M)

BN 0"(z— M) f <9”(M ©1-1® M) 9///(0))

> U 4 \sreiciea 00
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Notice that both the measure and the observables we consider depend explic-
itly on the modulus 7, since,

(7.16) 0"(z) = 4ird.0(2).

We observe that the measure (7.8) depends explicitly on 7. We denote 07 mes.
the derivative with respect to this dependence

0" (Ni — Aj)
(7.17) 4imd; In Z = 4im0r mes. In Z = <ﬁ Z 0 — ) >
and recognize a part of the constant in the second line. Let us define
(7.18) V- Wi(z) = <Tr V(M) (In6) (= — M)>,
0"(z — M)
=(Tr——=).
20 =25 )
Notice that @1(z) is holomorphic in the fundamental domain, and is such
that

(7.19) Qi(z+m+n7) — Q1(2) = —47*n? — dirn W1 (2).
We thus have

(g _ 1) Wi(z) + g (WQ(Z72> + W%(z))
NG dg

I EV’(O (ln@)’(z - OWi(¢)
.
BN(N —1) 6"(0) . Ng B
4 1 770) —217r871nZ—7Q1(z)—0.

To derive higher Schwinger—Dyson equations, we define the insertion oper-
ator 0/0V(z;j) by perturbing the potential
(7.20) V(z) = V(2) — o (n6) (3 — 2)
. z) = V(z) — == (In —z
OGN
and differentiating with respect to €, and then setting ¢ = 0. When we apply
it on correlators, we find

0

(7.21) e

Wi—1(21,- -, 26) = Wh(21, ., 21)-
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On the derivative of the potential:

0  PBNV'(z)
(9V(Zj) 2

(7.22) = (In0)"(2j — 2).

So, if we apply [[;c; % on (7.20), we find

(7.23)
<§ — > + 0, Wi(z, 21)
g (Wk+1(2 2, Z] + Z W|J|+1(Z ZJ)Wn_lJl(Z7 Z]\J))
JCI
- N75 ng (In 0) (2 = O Wh(2,21) — 2im Or mes Wi —1(21) — M Qr(z; 21)
y 2im
- Z <Tr 0z, [(ln 9)/(2']» M) (In6)'( H Tr (In6)’ )> =0,
g€l 3'#5 ¢
where
0// (2 —
(7.24) Qr(z;21) = < HTr In6)’ )>

C

is again holomorphic in the variable z in the fundamental domain, and sat-
isfies for k > 2:

(7.25) Qr(z+m+nt;zr) — Q(z; 21) = —4imn Wi(z, 21).

We transform the last term of Equation (7.23), thanks to the partial fraction
expansion identity (Equation (7.14)):

(7.26)
—0.,[(In0)(zj — M) (In6)'(z — M)] = 8.,{(In0)'(z — z;) [(In )’ (= — M)

— (In6)'(z; — M)|} — %827. <W> + f(z, 2j).

Because only cumulants are involved in Equation (7.23), the term f(z, z;)
will disappear from the computation. The correlators (7.11) depend on 7
via the measure (7.8), and also via the logarithmic derivative of the theta
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function. We denote O;ons. the derivative with respect to this last depen-
dance only. In other words, 0r = 07 mes. + Orobs.- We observe that, if we
differentiate Wy_1(zr) with respect to the 7-dependence of the observable:

(7.27)
i o) = 9”/(2]' — M) _ 9/(2]' — M)H”(Zj — M)
4 a7',obs.VVk—1< I) jzé;<rrr ( 9<ZJ_M) 62(zj—M) >J1;[]
0" (z;
Tr(ln9)’(zj/M)> :Z<Tr8zj < 1 ) HTr (In )’ )>
c Jel J'#7 c

we can retrieve the second term in (7.26). Thus, the loop equation at rank
k reads

(7.28)
B B
5~ 1) 0. Wk(2) + 0. Wh(z, 21) + 5 Wit1(z, 2, 21)

+ Z W 5141 (25 22) Wiy 51 (2, ZI\J)) - N75 ﬁ(lnﬁ)’(z = ) Wi(2, 21)

21
JCI el

+ )0, {(In6) (2 — 2) [ Wioi(2, 2n\(53) = Wi (21)] }
jes

) N
— 2im0 Wy_1(21) — Tﬂ Qr(z;21) = 0.

If one wishes to take a potential with logarithmic singularities:
(7.29) V(z) =Vo(2) + 3 ok ln (& — z)

we may decompose again using (7.14):

(7.30)

7{d< 1n6) (2 = OV(O WO = § 512 (6) (= = O V() W)
o7 v

1

:1

oy a,{ (16) (2 — &) [W4(2) - WA(€0)]

=1

", _ "
—2im0- y_y, In Z — 2im0;7 mes. In Z — s (9 (z—=&) 0 (O)> },

0(z—&)  0'(0)
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where 0;y_y, denotes the differentiation with respect to the T-dependence
of (V —V). This computation can be carried on to higher correlators:

(7.31)
¢ 2 oYz~ QO VOW(C 21) = ¢ 5 oY=~ O VOWi(G. )
Y Y
L

+ > {0y (2 - &) [Wilz, 21) = W&, 21)]
=1
= 2im0r vy, Wi—1(21) — 2i7787',mes.wk—1(zl)}'

The oy are called momenta. In particular, we observe that, when the momenta
sum up to 1, the term involving O mes. disappear from the loop equations.

7.3. Liouville theory on higher genus surface

Consider a given Riemann surface ¥; of genus g with L marked points
21,...,2L, equipped with a symplectic basis of cycles (Apy, By)i1<p<g. Given
n momenta «q,...,q,, one wishes to compute the n-point functions in
Liouville field theory:

(7.32) (Vo (21) - . . Var, (20))3,

We introduce a variable N such that
L 1
7.33 Nb = ; 1-— b+ -].
(7.33) Do) (14 )

It is known [32, 50, 51], that this correlation function can be retrieved from
the analytic continuation of the following integrals, first defined for a non-
negative integer V:

(7.34)

. ﬁ [Q()\z) @4”b25\]=1 > pia;(N)

1 X Xye g

[T 0202 TT (Eowe) ™ | < T Bwua)™,

=1 j=1 1<i<j<N
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where ~; are some paths on the Riemann surface, F(\, \') is the prime form
and a(A\) = (a1(A),...,ag(N)) is the Abel map associated to the A-cycles, 2
is an arbitrary but fixed holomorphic 1-form on ¥4, whose 2g — 2 zeros are
denoted &1, ...,824—2. If ¢ is an odd non-singular characteristics, the prime
form is defined as [116]

f(a(A) —a(N) +¢c) B g |
dhc()\) dhc()\/) ’ dhc()\) - ;8a10(c) daz()\)

(7.35) E(\,N) =

In the definition of the Abel map and of the prime form, the choice of the
(A, B) cycles is implicit. Notice that, since the prime form is a (—1/2, -1/2)
form, the integrand in (7.34) is indeed a 1-form in each variable. This model
is a repulsive particle system in the sense of Section 3, with Dyson index
B =—2b%. Q = b+ 1/bis called the background charge.

The case 3 =2 corresponds to b?> = —1, i.e., Liouville theory without
zero background charge. In this case, (7.34) simplifies to

(736) Zkl""va (pl’ e ’pg) - /"C k H E()\Za )\])2
NHX XY iGN

N n
H HE()\i,Zj)maj eHm Y piaz(N)

The large N techniques make sense in the regime where the momenta «;
are large, i.e., we write

(737) a; = iN dj, p; = lNﬁ]

Our purpose is to illustrate rather than study in details, we shall ignore
here the issues about the choice of contours, of convergence, of strict convex-
ity of the interactions, of rigorous proof of existence of a large N expansion
of topological type, which should actually be nested problems. We rather
want to show how the techniques of Section 3 leading to a topological recur-
sion apply, and focus on the description of the spectral curve, i.e., of the
initial data ) [32] and wI. As in Section 7.2, it is convenient to define the
correlators not by (3.6), but taking into account the geometry, by

(7.38)  Wy(z1,...,zp) = <ﬁTr dy, Inf(a(z;) —a(M) + c)> ,

i=1
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where averages are understood with respect to the measure (7.36). We
assume an expansion of topological type

(7.39) War, ... oan) = > N2 Wo(ay, ... )
920

and we set

(7.40) Wiz, ..., xn) = Wi(x1,...,2p) + 0p2040 B(x1, 22),
where

(7.41) B(x1,x2) = dg, dy, Inf(a(z1) —a(za) +¢)

is the fundamental 2-form of the second kind of ¥  associated to the basis
of cycles (A, B). wj, satisfy solvable linear loop equations and quadratic loop
equations in the sense of Definitions 2.12 and 2.13, and more precisely if we
denote I'y C X the cut locus of wiy and x7 = (w2,...,x,) a set of spectator
variables, we have for any x € ﬁoz

(7.42)
wﬁ(wl + 10, .7}]) + wz(l’l — 10, 33[) = 5970 (5n,1 dV(xl) + (5,17259,0 B(J}l, .1‘2)) ,

where we introduced the potential

L g
(743)  V(z) = -2 Z a;Inf(a(x) —a(z;) +c¢) —4n Zﬁj aj(z).
=1 i=1

Let us assume that I'g = U;‘:o 7; is a disjoint union of open arcs 7;. We

deduce that wj is a n-form on C", where C is the Schottky double of Zg,
)

i.e., is a two-sheeted covering of X4 obtained by gluing two copies Zg and
252) with opposite orientations along I'g. It has genus 2g 4+ — 1. One can
define a symplectic basis of cycles of C, which consists of the two copies

of the cycles (Ay, By)i<p<g, to which we add A-cycles surrounding +y; for

j € [1,7], and the B-cycles going from ~; to ;41 in Eél)

and coming back
to its initial point in Zgz)_ With this choice, w9 is the unique fundamental
2-form of the second kind on C with zero periods along all A-cycles, thus
given by (7.41) where the right-hand side is replaced by the theta function
on C instead of ¥,. Here, the involution ¢ is defined globally on C and cor-
respond to the exchange of sheets. We can rewrite (7.42) as the relation, for

any x € C:
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(7.44)
ngL(:rl, .1‘[) + wZ(L(.%'l), :r]) = 0g,0 (57%1 dV(.T}l) + 5n,2(5970 B(xl, 1'2)) .

w{ can be constructed from (5.36) to (5.35), i.e., as the 1-form in C having

singularities in the second sheet prescribed by the right-hand side in (7.44)
and no singularities in the first sheet w9 and w9 are thus totally explicit in
this case, once the cut locus I'g is determined (see, e.g., the discussion in
[32]). By the results of Section 2, we can deduce that topological recursion
holds:

(7.45) wi(z0,21) = Y Res K(z,20) | wi(z0(2), 21)

aelNix

~h
+ > wﬁ1|+1(zvZJ)“Z—|J|(L(Z)7ZI\J)
JCI, 0<h<g
(J,h)#(0,0),(1,9)

with recursion kernel:

(7.46) K(z,20) = —5

and this formula leads to an effective computation of the wj, again provided
the cut locus I'y is known.

This generalizes the well known situation of the one-Hermitian matrix
model, for which we have ¥4 = C and C is a hyperelliptic surface 3, 5, 9].
The description of the spectral curve as a Schottky double only relied on
the expression of the two-point interaction as a prime form. The results are
also valid for general potentials V.

8. Conclusion

We have proposed and studied the properties of a hierarchy of “abstract
loop equations,” which turns out to be solved by a topological recursion.
The initial data is a one-point function w?, and a two-point function wg .
Actually, they only need to be defined in a neighborhood of ramification
points for most of the properties of the topological recursion to hold. Saying
that, we underline that we have not addressed here the issue of symplectic

invariance, as we now comment.
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From the physics point of view, w! = ydx defines a spectral curve and
encodes the geometry, while the data w) should define a way to quantize it.
The stable wj, are considered as quantum corrections determined by those
two inputs. There are several (related) notions of quantization here. A first
one is illustrated in the recent work of [54], i.e., replacing = and y by oper-
ators & and ¢ so that [¢, 2] = gs, and the classical equation satisfied by z,y
becomes a D-module where wave functions sit. A second one is closer to the
idea of quantum cohomology, and this picture is now well understood in the
example of topological strings in toric Calabi—Yau 3-folds X after the recent
work of two of authors [68] proving the BKMP conjecture [30]. The perturba-
tive partition function of these topological string theories are wave functions
of a geometric quantization of the cohomology of the target space consid-
ered. Such a quantization is not unique and requires a choice of polarization
to be performed. Following [2, 127], one can explicitly identify such a choice
of quantization with a choice of w3. The symmetries exhibited by the per-
turbative wave function built in this way by the topological recursion then
depend on this choice. In this case, w? is determined by the mirror curve
of X. Besides, localization techniques can be used to compute generating
series of Gromov—Witten invariants. The data of w3 arise from the weights
of the edges of the localization graphs, and it turns out in this case that
it constructs a specific w) as a globally defined, fundamental 2-form on the
second kind on the compactification of the mirror curve [68]. As explained
in Section 4, we have described in this work hierarchies of loop equations
where the weight of edges in the analog of those “localization graphs” is arbi-
trary. A “good quantization” should be covariant with respect to canonical
transformations, i.e., transformations such that (z,y) — (2/,%’) such that
dx N\ dy = da’ A\ dy’, also called symplectic transformations. This will cer-
tainly impose constraints on the possible choice of w§ for a given geometry if
we require that F'9 are invariant under those transformations. Actually, the
only non-trivial obstruction is the effect of (x,y) — (—y,x). Although the
theory presented in Section 2 makes sense for any w3 (defined, e.g., by for-
mal series expansion at the ramification points, with arbitrary coefficients),
it will not in general enjoy symplectic invariance'?, so its application to

BLet us give an example to argue that we do not expect in general symplectic
invariance. Let us consider z,y meromorphic functions on a compact curve X, with
wY a fundamental 2-form of the second kind globally defined on 2. Eynard and
Orantin[66] tells us that F'9 are invariant under (x,y) — (—y, ). With w9 being
hold fixed, the topological recursion for the spectral curve (3, 2, y) involves residues
at ramification points of & : ¥ — C, while that for the spectral curve (Z,7,y)
involve residues at ramification points of 4 : ¥ — C. Let « be a ramification point



168 Gaétan Borot, Bertrand Eynard and Nicolas Orantin

quantum ﬁeld theories may involve restricting oneself to the maximal sub-
class of w9 for which symplectic invariance holds, which has not been yet
clearly identified. For example, for applying this procedure to the solving
of integrable systems of topological type arising in the study of Frobenius
manifold [57] (and thus computing Gromov-Witten invariantb in a larger
setup), the choice of w9 is completely fixed by the one of w{ following the
work of Givental [81] where both of these arguments correspond to a canon-
ical transformation arising from a change of polarization in a geometrically
quantized theory. This canonical transformation allows to go from a very
specific point in the Frobenius manifold where the wave function is com-
pletely factorized as a product of KdV tau functions to an arbitrary point
where the wave function is the generating function of Gromov—Witten invari-
ants of a specific manifold. In general, we guess that symplectic invariance
is only possible when there exists a globally defined underlying geometry.

Our present work extends the range of potential applications of the
topological recursion, and includes the former applications to the large N
expansion of the one-Hermitian matrix model, the two-Hermitian matrix
model, with possibly several cuts. In particular, it allows to treat “gener-
alized matrix models” (also called “repulsive particle systems”), where the
pairwise interaction of eigenvalues described by a squared Vandermonde only
as an asymptotic behavior at short distances. We mention below some more
examples (even with § = 2) of repulsive particle systems.

e Chern—Simons theory with general gauge group G on torus knot com-
plement. The model is described by a measure on the Cartan subalge-
bra of the Lie algebra of G:

(8.1) dw(ty,...,t H sinh ( 5P ) sinh ( > He Pau dt;.

a>0

The case of SO(N)/Sp(2N) is analysed in [25].

e Chern—Simons theory on Seifert manifolds X (%,...,Qm). It was

shown in [107, 110] that the contribution of the trivial flat connec-
tion leads to a repulsive particle system. For G = U(N), it is defined

for x, and replace now X by X' = X\ {a}. Since we are systematically forgetting a
ramification point, it is likely that F9 for (X', —y,x) will be different from F9 for
(X, —y, x), while F9 for (X', z,y) is obviously the same as F9 for (X, x,y). So, the
F9 with the open Riemann surface ¥ as part of the initial data, and w§ coming
from ¥, will not be symplectic invariants.
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by the measure on RY:

msinh (47 )

1 t—t
(8.2) d&(ti,....tn) = =57 1] sinh2< J> 11 —
Zz(v Q 1<i<j<N 2 1—1 sinh (tigtj)

N

He—NV(t) dt;, V(t) = i Qi ﬁ
iy - P, o’

=1

where u = N In ¢, while other contributions correspond to multi-species
analogs of (8.3). The case m = 1 correspond to lens spaces X g , and
coincides with the measure (6.2) relevant for the (P,Q) torus knot
upon the change of variable ¢; — ¢;/Q. The analysis in this model
based on the present theory, in particular the computation of the spec-

tral curve wp 1 and w2 is developed in [25] — for gauge groups of types
SU/SO/Sp.

e ABJM matrix model on S3 with U(Ny) x U(N3) gauge group [111,
114]. The measure to study is

dw(tl,.. . 7tN17517~- . 73N2)
t

ti —t; 8; — 8
_ : 2 7 J : 2 ? J
= | | sinh <2 ) | | sinh (2 )
1<i<j <N, 1<i<j <Ny

Ny 2 N>
X H cosh™? (tZ;S]) (He_“‘gla dti) (He"‘;s dSz‘),
i=1 i=1

1<i< N,
1<j<N»

where the minus sign in the Gaussian potential for s;’s has to be under-
stood as an analytical continuation. w) has been computed (see, e.g.,
[111]), and the same techniques of resolution would lead to an expres-
sion for wy.

With Corollary 3.21, we deduce that the topological expansion in those
models is computed by the topological recursion.

Our formalism opens the way to a systematic study of the (q,t) defor-
mation of matrix models representations for various enumerative geometry
problems [14, 15]. In particular, although it has been found in [31] that the
[ deformation alone [38] of the usual topological recursion could not be
used to extend the BKMP conjecture of [30] to compute refined topological
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strings amplitudes in toric Calabi—Yau 3-folds, we expect that our formalism
contain the appropriate deformation to handle it.

We let to a future work the study of the g deformation of our con-
struction, i.e., the cases where the short distance behavior of the two-point
interaction is described by a Vandermonde to the power 3. This appear, e.g.,
to compute the conformal blocks of Liouville theory on positive genus sur-
faces (as discussed in [32] and Section 7.3), and Nekrasov partition functions
[35, 117, 123]. The two models should be related by AGT conjecture [6]. We
therefore hope that studying them both with the topological recursion would
lead to some insight about the AGT conjecture.

Repulsive particle systems correspond to the case of generalized matrix
models which have an eigenvalue representation. We believe that many other
matrix models where such diagonalization is not possible, should still be
solvable by the topological recursion, as it has already been shown for the
two-Hermitian matrix model [42, 64] (see also Section 7.1) and for the chain
of matrices [69]. The problem is reduced to that of putting the Schwinger—
Dyson in the form of abstract loop equations. For instance, we hope that
the present formalism will be applicable to all quiver matrix models.

We have shown in full generality in Section 5 that maps endowed with
self-avoiding loop configuration of all topologies are enumerated by the topo-
logical recursion, even in cases where w{ and w) is not known in closed
form. The same will be true for maps with a 6-vertex model, for which w?
was found at the critical point [129], and then in the general off-critical
case [103]. Since solving for w{ is not more difficult than solving for wy,
we can now consider that the 6-vertex model is solved explicitly for maps
of all topologies. There exists other statistical physics model on maps, like
the Potts model on maps with controlled face degree [93], the asymmetric
ABAB model [106], for which w? is known (and thus w§ can be obtained
by similarly techniques even if not found in the literature), and it would be
interesting to know if combinatorics leads to loop equations for generating
series of maps with certain boundary conditions, i.e., if the model can be
solved by the topological recursion. We stress that, although the topologi-
cal recursion (2.19) for wj, can be written as a sum over skeletons of genus
g surfaces with n boundaries (see the diagrammatics in [67, Section 3]), it
is not clear if each term counts a certain class of maps (with a statistical
physics model or not). Hence, there is no known bijective interpretation of
(2.19), although its geometric content seems clear.

Let us come to a few technical comments. The key idea in our approach
was to define only local spectral curves, obtained by doubling an open
Riemann surface across cuts. As explained earlier, this local approach is very
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powerful since it allows to effectively deal with supposedly higher dimen-
sional version of the topological recursion, e.g., in the study of Gromov—
Witten theories where the gluing of local spectral curves maps to gluing of
target spaces. We have considered for simplicity only spectral curves having
cuts ending at simple ramification points (see the definition of domains in
Section 2.1), but it seems possible to include ramification points of higher
order, or branching cuts (for instance, tree-like cuts). The analog of the
topological recursion in this case has been proposed in [28, 119], and was
then shown to arise naturally in a limit situation where branch points are
simple but collide [21, 119].

Besides, we observe that cuts which are closed cycles do not give any
contribution to the topological recursion, provided some analyticity assump-
tions. The form of the topological recursion suggest that 1/N corrections in
generalized matrix models where eigenvalues live on a contour I'" come only
from fluctuations around the edges of the large N support I'g C I', while
collective effects do not allow more than O(N~°°) contributions from the
bulk. We are, however, not sure of the interpretation of this observation.
For instance, in unitary matrix models (which are normal matrix models
where eigenvalues live on the unit circle), would it mean that the parti-
tion function and the correlators cannot have an expansion in 1/N, or that
the first subleading term is actually a O(N~°°), unless a singularity in the
potential allows for another behavior?

When all quantities can be continued analytically on a compact Riemann
surface C of genus g (i.e., in the framework of the usual topological recursion
of [67]), the set B of fundamental 2-form of the second kind is an affine space
of dimension g(g+ 1)/2, and specifying normalization on certain A-cycles
selects a unique w9 € B. Let us denote 7 the matrix of periods of C with
respect to a choice of symplectic basis (A, B) of homology cycles on C. One
may consider the w,gl\(eﬁ) produced by the topological recursion from the
initial data twisted by third kind deformations:

g
(8.4) Wde = W + Z 2im e day,
j=1
(8.5) W = wd + Z 27 Kkjk daj @ dayg,
1<j,k<g

where (da;)i1<j<g is a basis of holomorphic 1-forms dual to A-cycles. The
result is that stable wiﬂm are either modular but non-holomorphic in 7 and
satisfy holomorphic anomaly equation, or holomorphic in 7 but non-modular
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[62]. One may wonder if similar “modular” and “holomorphic anomaly prop-
erties” could be formulated in the more general formalism presented here.
“Holomorphic” here refers to the dependence in the moduli of the initial
data, and actually it is not completely clear what should be the good mod-
uli space(s) for the initial data (w?,w9) in the framework of abstract loop
equations.

In repulsive particle systems, the strict convexity assumption (Defini-
tion 3.2) was essential to characterize completely the solution of loop equa-
tions: it implied the “solvability” of loop equations in the sense of Defini-
tion 2.12-(iv). New large N phenomena are expected when this assumption is
not satisfied, and the problem is largely open since even the standard results
of potential theory concerning the leading order cannot be applied. One may
imagine a competition between several equilibrium measures, or/and that
entropic effects become relevant at leading order.
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Appendix A. Some examples of strictly convex interactions

We first make obvious remarks. If Ry(z,y) defines a strictly convex inter-
action on I?, and J C I, then Ro(z,y) defines a strictly convex interaction
on J2. The product of two strictly convex interaction is a strictly convex
interaction. Any positive power of a strictly convex interaction is a strictly
convex interaction. If ¢ : I — J is a diffeomorphism, Ry(x,y) is a strictly
convex interaction on J2 iff then Ro(¢(z), ¢(y)) is a strictly convex interac-
tion on I2.

Lemma A.1. If L : R — R be even function with negative Fourier trans-
form, Ro(z,y) = exp(L(x —y)) defines a strictly convex interaction on R,
and for any p € [~2,2], Ro(z,y) =exp (L(z —y) + 5L(z +y)) defines a
strictly convex interaction on Ry. The same result holds if R is replaced
by R/Z, and the Fourier transform by its discrete analog.

It is straightforward to generalize this result to s species of particles for
s > 1. For instance, p becomes a matrix and a sufficient condition in the
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second case for having strictly convex interactions is that —2 < p <2 as a
matrix. We have seen an avatar of this fact in Lemma 5.5.

Proof. For any signed measure v with total mass 0, we may write

(A1) [fow dvt@ v 1o =) = [ B PP

This expression is non-positive, and the left-hand side is finite iff the right-
hand side is finite. It vanishes iff 7 = 0, i.e., iff v = 0. Similarly, for v a signed
measure with total mass 0 and supported on Ry, and for any p € [—2,2],
we may write

A2, dvi@)dv(y) (Lz —y) + 5L +y)) = /R 2+ p) (Re(s))’
+ (2= p) (Imi(s))* .

This expression is non-positive, and the left-hand side is finite iff the right-
hand side is finite. When p €] — 2, 2], it vanishes as before iff v = 0. When
p = —2, it vanishes iff Re? = 0, which means that for any even bounded
continuous function ¢, we must have v(¢) = 0. Since v is supported on R,
this implies v = 0. A similar proof works for p = 2, replacing Re by Im and
“even” by “odd,” showing that (A.2) vanishes iff v = 0. O

We can apply Lemma A.2 to the following function defined on R:
e "®

— (e —1) ds>

(A.3) L(z) =In|z| = lim (lnn —Re /
n—0 0 S

and to the following functions defined on R/Z:

(A4) L(z)=In|sinmz| = — Z M, L(z) = In|Y;(z|7)|

m=1 m
(o]
= — Z bim,i cos(2mrmax),
m=0
where ¢ = €™ and
(A.5)
1 2q2m 2q2m
bt = (1) hs = 42y = 2
m,1 ( ) m,2 m + m(l _ q2m)’ m,3 ( ) m,4 m(l _ q2m)
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Since, we have

x _ U3(0) Y1()

(4.6) o (2K<k>) = 9200 9@’
sc < xr > _ 193(0) 191(.%')

M\2K (k) )~ 04(0) Da(z)’

a (5 - 730 ()

we can also apply Lemma A.2 to the functions L = sng, sd; and sci defined
on R/(2K (k)Z).

Appendix B. Table of main notations and definitions

Reference Notation Name
C Riemann sphere C U {oo}
Definition 2.1 M(U) Space of meromorphic 1-forms
on U
Definition 2.1 #H(U) Space of holomorphic 1-forms
on U

Definition 2.1 M'({p}) Space of germs of meromorphic
1-forms near p

Definition 2.1 M’ ({p}) Negative Laurent polynomials
at p

Definition 2.4 #HI™(U)  Space of holomorphic 1-forms in
U, continuable across I'

Definition 2.8 L (U)

Definition 2.5 G(z,29) Local Cauchy kernel

Definition 2.7 Space representable by residues

Definition 2.6 Normalized space

Section 2.3 H Image of H by the map (2.6)

Section 2.3 Ha Maximal space representable by
residue for G

Section 2.5 Hy Symmetric n-forms in n vari-

ables
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Reference Notation Name

Definition 2.2 U Domain

Section 2.1 I'=Uj_17 CoU Cuts

Section 2.1 Ur Open Riemann surface con-
taining U as physical sheet

Section 2.1 U;j Neighborhood of v; in the
physical sheet

Section 2.1 V; =U; H%_ U]{ Annular neighborhood of v;
in Up

Section 2.1 V=11V

Section 2.1 L Local involution across the
cuts

C Riemann sphere C U {oo}
Definition 2.9 [fix Set of ramification points

Equation (2.4)
Equation (2.4)

Definition 2.11
Definition 2.10
Definition 2.12
Definition 2.12

Definition 2.13
Equation (2.19)

Equation (2.20)
Section 2.7
Section 2.6
Section 2.14

Section 2.14

Equation (3.2
Equation (3.2
Equation (3.2
Equation (3.1

Sf(z) = f(z) + f(e(2))

Sz=zx<

(fixed points of ¢)

Analytic continuation of
2x (principal value)
Analytic continuation of the
discontinuity of the cut
Stable (n, g)

Off-critical 1-form

Linear loop equations
Solvable linear loop equa-
tions

Quadratic loop equations
Topological recursion for-
mula

Recursion kernel

Free energies

Spectral curve
WDVV-compatible varia-
tion

Infinitesimal deformation of
the initial data

Repulsive particle systems
Potential

Number of particles
Compact integral operator
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Reference Notation Name

Equation (3.2) g Dyson index (power of the Vandermonde
determinant)

Equation (3.2) R Two-point interactions (excluding Van-
dermonde)

Section 3.2 Ry Two-point interactions (including Van-
dermonde)

Equation (3.2) p Power of the two-point interaction (—loop
fugacity)

Definition 3.1 Strongly confining interactions

Definition 3.2 Strictly convex interactions

Proposition 3.14 Ty Range of integration

Proposition 3.14 T Support of the equilibrium measure

Section 3.2 Pi(T) Set of probability measures on I'

Definition 3.5 B(z9,7) Fundamental 2-form of the second kind

Page 77 hj First kind differentials

Definition 3.6 Expansion of topological type

Section 5.1 s Number of colors

Section 5.2.2 M Set of maps

Section 5.1.1 sCMT Set of s-colored maps with tubes

Section 5.3.1 sML Set of s-colored maps with a loop config-
uration

Section 5.1 u, U, Weights per vertex

Section 5.1 th Weights per face

Section 5.1 Okl Weights per face carrying a loop

Section 5.1 —p,—pr,; Loop fugacity (power of the two-point
interaction)

Section 5.1 n Number of boundaries

Section 5.1 g Genus
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