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Cohomological Hall algebra, exponential Hodge

structures and motivic Donaldson–Thomas

invariants
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To a quiver with potential we assign an algebra in the category of
exponential mixed Hodge structures (the latter is also introduced
in the paper). We compute the algebra (which we call Cohomologi-
cal Hall algebra) for quivers without potential and study
factorization properties of its Poincaré–Hilbert series in general
case. As an application we obtain an alternative approach to our
theory of motivic Donaldson–Thomas invariants of 3-dimensional
Calabi–Yau categories and prove their integrality properties. We
discuss the relationship of Cohomological Hall algebra with other
mathematical structures including cluster algebras and Chern–
Simons theory.
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1. Introduction

There is an old proposal in String theory (see [26]) which says that with
a certain class of four-dimensional quantum theories with N = 2 spacetime
supersymmetry one should be able to associate an algebra graded by the
charge lattice, called the algebra of BPS states. The goal of this paper is to
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propose a rigorous mathematical definition of an associative algebra, which
is presumably related to the algebra of BPS states. We call it Cohomo-
logical Hall algebra (which we will sometimes abbreviate as COHA). Our
construction can be applied to a wide class of situations, including repre-
sentations of quivers (or more generally, smooth algebras) and arbitrary
finitely presented algebras. It is also related to multi-matrix integrals. More
general framework for our theory would be the class of ind-constructible
three-dimensional Calabi–Yau categories (see [33]) whose objects form an
ind-Artin stack.

Our definition is similar in the spirit to the conventional definition of the
Hall algebra of an abelian category over a finite field. The main difference is
that we use cohomology of moduli stacks of objects instead of constructible
functions. In particular, Cohomological Hall algebra is different from the
motivic Hall algebra introduced in [33]. In present paper virtual fundamental
classes of proper (maybe singular) varieties classifying subrepresentations of
a given representation serve as structure constants.

In the case of representations of a quiver, our construction is similar to
the one of Lusztig (see [39]) of the canonical basis of the negative part of
quantum enveloping algebra (see also a generalization to the affine case by
Grojnowski [23]). An analogous idea appeared long ago in the work of Naka-
jima (see [43]), although in a slightly different context. That idea was used
in [26] (see also [37]) in an (unsuccessful) attempt to define the associative
algebra of BPS states. We remark that Lusztig’s construction uses certain
categories of equivariant D-modules on representations spaces of quivers (or
rather corresponding perverse sheaves). Our approach is based morally on
the category of coherent sheaves, and it is more direct and elementary. It
would be interesting to clarify the relation between quantum algebras and
COHA.

In this paper, we present two different versions of Cohomological Hall
algebra. The most simple one is the “off-shell” version, related to the so-
called rapid decay cohomology of an algebraic variety endowed with func-
tion (“potential”). We develop a generalization of the theory of mixed Hodge
structures in this “exponential”1 setting. An advantage of rapid decay coho-
mology is that one can use elementary topological methods and obtain very
strong factorization properties for the motivic Donaldson–Thomas series

1Informally speaking, we study integrals of the form
∫

exp(f) where f is the
potential.
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of the corresponding COHA2. As a corollary, we define integer numbers,
which (hypothetically) count BPS states, and satisfy wall-crossing formulas
from [33].

Another goal of the paper is to give an alternative approach to the the-
ory of motivic Donaldson–Thomas invariants introduced in [33]. Having a
quiver with potential one can define an ind-constructible 3CY category. Its
t-structure has the heart consisting of finite-dimensional representations of
the quiver, which are critical points of the potential. This is the framework in
which the theory from [33] can be applied. In order to compare the invariants
from the loc. cit. with those introduced in present paper one needs an “on-
shell” version of Cohomological Hall algebra defined in terms of sheaves of
vanishing cycles. The corresponding cohomology theory is related to asymp-
totic expansions of exponential integrals in the formal neighborhood of the
critical locus of the potential. We call it the critical cohomology. We prove
in Section 7 that the motivic DT-series for the “critical COHA” essentially
coincides with the one introduced in [33]. In order to define critical COHA we
need several foundational results concerning sheaves of vanishing cycles. In
particular, we need a version of Thom–Sebastiani theorem for mixed Hodge
modules (proven by Saito in [50]) as well as the integral identity from [33],
which we prove here in the sheaf-theoretic framework.

As we pointed out above, we expect that the approach of this paper can
be generalized to a wider class of three-dimensional Calabi–Yau categories
(after a choice of generator any such category can be in a sense described
“locally” by a quiver with potential). Restriction to the case of a smooth
algebra with potential allows us to avoid a discussion of some technical diffi-
culties of the general definition from [33]. In particular, there is no problem
with orientation data. Furthermore, we can prove the integrality property
of generating series which is in a sense stronger than the one conjectured
in [33]. The new integrality property has a nice algebraic meaning for our
Cohomological Hall algebra as a kind of Poincaré–Birkhoff–Witt theorem.
The proof is based on the consideration of equivariant cohomology with
respect to the action of maximal tori.

Summarizing, in all cases we define a graded vector space H which is:

(i) An associative algebra (more precisely, with a twisted associativity
in the motivic setting). The algebra itself depends on a quiver with
potential, not on a stability function.

2Motivic DT-series are the generating series for the Serre polynomials of graded
components of COHA.
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(ii) For given stability function, the motivic DT-series of the algebra
admits a factorization (in the clockwise order) into a product of factors
over all possible slopes. Each factor is defined in terms of the moduli
space of semistable objects with a given slope. This factorization prop-
erty is a consequence of an existence of a spectral sequence converging
to the graded components of H.

(iii) The motivic DT-series admits an infinite product expression in terms
of standard q-special functions (basically, shifted quantum
dilogarithms) with integer exponents (the latter should be called
“refined DT-invariants” by analogy with “refined BPS invariants” in
physics).

This product structure is based on the theory of factorization systems intro-
duced in this paper. The reader should keep in mind all the goals (i)–(iii)
while reading about various generalizations and ramifications, which we
discuss in this paper.

Finally, we remark that it would be highly desirable to relate the classi-
cal limits of our motivic Donaldson–Thomas invariants with the invariants
introduced by Joyce and Song (see [28]). More precisely, we expect that the
category of coherent sheaves used in the loc. cit. carries orientation data
and our motivic DT-invariants (see Section 6) give in the classical limit the
invariants introduced there.

Let us briefly discuss the content of the paper.
Section 2 is devoted to the definition of COHA in the case of a quiver

without potential. We also present the formula for the product based on the
toric localization technique and apply it to several examples. We observe that
the canonical grading of COHA by the “charge lattice” can be extended to
a grading by the Heisenberg group which is non-commutative.

Section 3 is devoted to various generalizations of COHA. In particular,
the path algebra of a quiver with the set of vertices I can be replaced by
an I-bigraded algebra, which is smooth in the sense of Cuntz and Quillen.
We also remark that there should be a natural generalization of COHA as
an A∞-algebra in the dg-enhancement of the Voevodsky category of mixed
motives.

In Section 4, we discuss COHA in the case of smooth I-bigraded alge-
bra with potential. The definition is based on the properties of the category
EMHS of exponential mixed Hodge structures introduced in that section.
Objects of EMHS admit weight filtration which allows us to introduce Serre
polynomials of graded components of COHA. There are several realizations
of COHA depending on a choice of cohomology theory (i.e., a cohomology
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functor from the tensor category EMHS to a Tannakian category). For
example, one can choose rapid decay cohomology theory, which corresponds
to the Betti realization of EMHS. Another choice is the de Rham realiza-
tion. The comparison between Betti and de Rham realizations is related to
the theory of matrix integrals, since the conventional pairing between alge-
braic differential forms and algebraic cycles (period map) now becomes a
pairing between “exponential forms” of the type exp(f)α and non-compact
cycles C such that the restriction Re(f)|C is bounded. We end Section 4
with a result that sometimes allows us to reduce computations of COHA
from (cohomological) dimension 3 to dimension 2.

In Section 5, we introduce the notion of stability condition and discuss
the corresponding spectral sequence converging to COHA. We also introduce
motivic DT-series of a smooth I-bigraded algebra with potential and prove
the Factorization formula (a.k.a. wall-crossing formula) similar to the one
from [33]. In the case of a quiver with potential, we study how the DT-series
changes with respect to a mutation (the result agrees with the one from
Section 8 of [33]).

In Section 6, we introduce motivic DT-invariants and discuss the prod-
uct structure of motivic DT-series. Integrality of the exponents in the prod-
uct formula (refined DT-invariants), see Section 6.1, is a non-trivial fact
which follows from the so-called admissibility property of the motivic DT-
series. Corresponding technique of factorization systems and proofs are con-
tained in Section 6. Although COHA and motivic DT-series do not depend
on the stability function (a.k.a. central charge), the motivic DT-invari-
ants do.

Section 7 is devoted to the critical COHA defined in terms of vanish-
ing cycles functor. The corresponding cohomology theory is called critical
cohomology. Some important properties of cohomology theories used in the
previous sections do not hold for critical cohomology, e.g., Thom isomor-
phism. As a result, the very definition of COHA requires much more work.
The situation is in a sense similar to the categorical one from [33]. In par-
ticular, we need to prove in Section 7.8 the integral identity sketched in the
loc. cit. Importance of the critical COHA is explained in Section 7.10, where
we prove that the corresponding motivic DT-series is basically the same as
the “categorical one” from [33].

In the last Section 8 we discuss two speculative applications: categorifica-
tion of COHA and motivic DT-invariants arising in the Chern–Simons the-
ory with complex gauge group. There are many more applications and specu-
lations, which we decided not to include in order to save the
space.
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2. Cohomological Hall algebra of a quiver without potential

2.1. Stacks of representations and their cohomology

Let us fix a finite quiver Q, with the set I of vertices, and aij ∈ Z�0 arrows
from i to j for i, j ∈ I. For any dimension vector

γ = (γi)i∈I ∈ Z
I
�0

consider the space of representations of Q in complex coordinate vector
spaces of dimensions (γi)i∈I

Mγ = MQ
γ �

∏

i,j∈I
C
aijγiγj

endowed with the action by conjugation of a complex algebraic group

Gγ :=
∏

i∈I
GL(γi,C).

The quotient stack Mγ/Gγ is the stack of representations ofQ with dimension
vector γ. We will consider the cohomology of this stack, i.e., the equivariant
cohomology of Mγ with Gγ-action. We use the standard model

Gr(d,C∞) := lim−→Gr(d,CN ), N → +∞

of the classifying space of GL(d,C) for d � 0, and define

BGγ :=
∏

i∈I
BGL(γi,C) =

∏

i∈I
Gr(γi,C∞).

Stack Mγ/Gγ gives the universal family over BGγ

Muniv
γ := (EGγ ×Mγ) /Gγ ,

where EGγ → BGγ is the standard universal Gγ-bundle.
We introduce a Z

I
�0-graded abelian group

H := ⊕γHγ ,

where each component is defined as an equivariant cohomology

Hγ := H•Gγ
(Mγ) := H•(Muniv

γ ) = ⊕n�0H
n(Muniv

γ ).
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Here by cohomology of a complex algebraic variety (or of an inductive limit
of varieties) we mean the usual (Betti) cohomology with coefficients in Z.

Notice that the natural Hodge structure on Hn(Muniv
γ ) is pure of weight

n, i.e., incidentally the cohomological degree coincides with the weight.

2.2. Multiplication

Fix any γ1, γ2 ∈ Z
I
�0 and denote γ := γ1 + γ2. Denote by Mγ1,γ2 the space

of representations of Q in coordinate spaces of dimensions (γi1 + γi2)i∈I such
that the standard coordinate subspaces of dimensions (γi1)i∈I form a subrep-
resentation. Obviously Mγ1,γ2 is an affine space, and also a closed subspace
of Mγ . The group Gγ1,γ2 ⊂ Gγ consisting of transformations preserving sub-
spaces (Cγi

1 ⊂ C
γi

)i∈I (i.e., the group of block upper-triangular matrices),
acts on Mγ1,γ2 . In what follows, we will use the model of BGγ1,γ2 which is
the total space of the bundle over BGγ with the fiber Gγ/Gγ1,γ2 .

Let us consider a morphism

mγ1,γ2 : Hγ1 ⊗Hγ2 → Hγ = Hγ1+γ2 ,

which is the composition of the multiplication morphism (which becomes
Künneth isomorphism after the extension of coefficients for cohomology from
Z to Q)

⊗ : H•Gγ1
(Mγ1)⊗H•Gγ2

(Mγ2) → H•Gγ1×Gγ2
(Mγ1 ×Mγ2),

and of the following sequence of three morphisms:

H•Gγ1×Gγ2
(Mγ1 ×Mγ2)

�→ H•Gγ1,γ2
(Mγ1,γ2) → H•+2c1

Gγ1,γ2
(Mγ) → H•+2c1+2c2

Gγ
(Mγ),

where

(1) the first arrow is an isomorphism induced by natural projections of
spaces and groups, inducing homotopy equivalences

Mγ1 ×Mγ2

∼� Mγ1,γ2 , Gγ1 × Gγ2

∼� Gγ1,γ2 ;

(2) the second arrow is the pushforward map associated with the closed
Gγ1,γ2-equivariant embedding Mγ1,γ2 ↪→ Mγ of complex manifolds;

(3) the third arrow is the pushforward map associated with the fundamen-
tal class of compact complex manifold Gγ/Gγ1,γ2 , which is the product
of Grassmannians

∏
i∈I Gr(γi1,C

γi

).
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Shifts in the cohomological degrees are given by

c1 = dimC Mγ − dimC Mγ1,γ2 , c2 = −dimC Gγ/Gγ1,γ2 .

We endow H with a product m : H⊗H → H, m :=
∑

γ1,γ2
mγ1,γ2 .

Theorem 2.1. The product m on H is associative.

Moreover, it is straightforward to see that the element 1M0 ∈ H0 is the
unit for the product. The proof of Theorem 2.1 will be given in Section 2.3.

Definition 2.1. The associative unital Z
I
�0-graded algebra H with the

product m is called the Cohomological Hall algebra associated with the
quiver Q.

The multiplication does not preserve the cohomological grading. The
shift is given by

2(c1 + c2) = −2χQ(γ1, γ2),

where

χQ(γ1, γ2) := −
∑

i,j∈I
aijγ

j
1γ

i
2 +
∑

i∈I
γi1γ

i
2

is the Euler form on the K0 group of the category of finite-dimensional
representations of Q:

χQ(γ1, γ2) = dim Hom(E1, E2)− dim Ext1(E1, E2) = χ(Ext•(E1, E2)),

where E1 and E2 are arbitrary representations of Q, of dimension vectors
γ1 and γ2.

The multiplication in H can be defined in a slightly different way, which
is maybe more intuitively clear. Namely, consider the following map of man-
ifolds endowed with Gγ-action:

π : Grγ1,γ := Gγ ×Gγ1,γ2
Mγ1,γ2 → Mγ , (g,m) 	→ gm.

Notice that dimGrγ1,γ − dimMγ = χQ(γ1, γ2). The map π is proper, hence
it induces the pushforward (Gysin) morphism:

π∗ : H•Gγ
(Grγ1,γ) → H

•−2χQ(γ1,γ2)
Gγ

(Mγ).
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There are two natural Gγ-equivariant bundles of representations of Q of
dimension vectors γ1 and γ2 on Grγ1,γ . Combining the pullback morphism

H•Gγ1
(Mγ1)⊗H•Gγ2

(Mγ2) → H•Gγ
(Grγ1,γ)

with π∗, we obtain an equivalent definition of the multiplication morphism.
One can make still another reformulation using language of stacks. The

natural morphism of stacks

Mγ1,γ2/Gγ1,γ2 → Mγ/Gγ

is a proper morphism of smooth Artin stacks, hence it induces the pushfor-
ward map on cohomology. Combining it with the pullback by the homotopy
equivalence Mγ1/Gγ1 ×Mγ2/Gγ2 ← Mγ1,γ2/Gγ1,γ2 , we obtain mγ1,γ2 .

2.3. Proof of associativity

For given γ1, γ2, γ3 ∈ Z
I
�0, consider the following commutative diagram

where we omit for the convenience shifts in the cohomological degree:

H•� � �

(
M � � �

)

�
��

� �� H•� � ��

(
M � � ��

)

�
��

�� H•� � ��

(
M � � �� �

)

�
��

�� H•� � �� �

(
M � � �� �

)

�
��

H•� �� �

(
M � �� �

)

��

� �� H•� � �� ��

(
M � � �� ��

)

��

�� H•� � �� ��

(
M � � �� �� �

)
��

��

H•� � �� �� �

(
M � � �� �� �

)

��
H•� �� �

(
M � �� � �

)

��

� �� H•� � �� ��

(
M � � �� � ��

)

����

�� H•� � �� ��

(
M � � �� � �� � �

)
��

��

H•� � �� �� �

(
M � � �� � �� � �

)

��
H•� �� � �

(
M � �� � �

)
� �� H•� � �� � ��

(
M � � �� � ��

)
�� H•� � �� � ��

(
M � � �� � �� � �

)
�� H•� � �� � �� � �

(
M � � �� � �� � �

)

Here we use a shorthand notation for various equivariant cohomology groups,
with dots denoting non-trivial blocks for operators in ⊕i(Cγi

1+γ
i
2+γ

i
3), e.g.,

H•� �� �

(
M � �� � �

)
= H•Gγ1,γ2×Gγ3

(Mγ1+γ2 ×Mγ3).

Traveling first down then right, we obtain the map a1 ⊗ a2 ⊗ a3 	→ (a1 · a2) ·
a3, whereas traveling first right then down we get a1 ⊗ a2 ⊗ a3 	→ a1 · (a2 ·
a3). The associativity of the product on H is proven. �
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2.4. Explicit formula for the product

Here we calculate the product on H using the toric localization formula.
First of all, for any γ the abelian group Hγ is the cohomology of the

classifying space BGγ , as the manifold Mγ is contractible. It is well known
that H•(BGL(n,C)) can be canonically identified with the algebra of sym-
metric polynomials with integer coefficients in n variables of degree +2 for
any n � 0, via the embedding

H•(BGL(n,C)) ↪→ H•(B(C×)n) � Z[x1, . . . , xn],

induced by the diagonal embedding (C×)n ↪→ GL(n,C). Therefore, Hγ is
realized as the abelian group of polynomials in variables (xi,α)i∈I,α∈{1,...,γi}
symmetric under the group

∏
i∈I Symγi of permutations preserving index i

and permuting index α.

Theorem 2.2. The product f1 · f2 of elements fi ∈ Hγi
, i = 1, 2 is given by

the symmetric function g((xi,α)i∈I,α∈{1,...,γi}), where γ := γ1 + γ2, obtained
from the following function in variables (x′i,α)i∈I,α∈{1,...,γi

1} and
(x′′i,α)i∈I,α∈{1,...,γi

2}:

f1((x′i,α)) f2((x′′i,α))

∏
i,j∈I
∏γi

1
α1=1

∏γj
2
α2=1(x

′′
j,α2

− x′i,α1
)aij

∏
i∈I
∏γi

1
α1=1

∏γi
2
α2=1(x

′′
i,α2

− x′i,α1
)

,

by taking the sum over all shuffles for any given i ∈ I of the variables
x′i,α, x

′′
i,α (the sum is over

∏
i∈I
(γi

γi
1

)
shuffles).

Proof. The pushforward map

H•(BGγ1 ×BGγ2) � H•Gγ1,γ2
(Mγ1,γ2) → H•+2c1

Gγ1,γ2
(Mγ) � H•+2c1(BGγ1 ×BGγ2)

is just the multiplication by the equivariant Euler class

eγ1,γ2 ∈ H2c1(BGγ1 ×BGγ2), c1 =
∑

i,j∈I
aijγ

i
1γ
j
2

of the fiber at 0 ∈ Mγ1,γ2 of the normal bundle to Mγ1,γ2 ⊂ Mγ .
The formula for the multiplication implies that f1 · f2 for fi ∈ Hγi

, i =
1, 2 is obtained in the following way. First, we consider two canonical Gγi

-
bundles over Gγ/Gγ1,γ2 for i = 1, 2, which are equivariant with respect to
Gγ-action. Then we take the product of their Gγ-equivariant characteristic
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classes corresponding to symmetric polynomials f1, f2, multiply the result by
the Gγ-equivariant class corresponding to eγ1,γ2 , and then take the integral
over the Gγ-equivariant fundamental class of Gγ/Gγ1,γ2 =

∏
i∈I Gr(γi1,C

γi

).
The result is an element of the cohomology ring of BGγ .

We can use the equivariant cohomology with respect to the maximal
torus Tγ of Gγ , instead of Gγ . The set of fixed points of Tγ on Gγ/Gγ1,γ2 is
the set of collections of coordinate subspaces, i.e., exactly the set of shuffles
of variables x′i,α and x′′i,α. The numerator in the formula in the theorem is the
product of Tγ-weights corresponding to the class eγ1,γ2 . The denominator is
the product of Tγ-weights in the tangent space of Gγ/Gγ1,γ2 . The classical
fixed point formula of Bott gives the result. �

Remark 2.1. The above algebra is a special case of Feigin–Odesskii shuffle
algebra (see [17, 15]).

2.5. Example: quivers with one vertex

Let Q = Qd be now a quiver with just one vertex and d � 0 loops. Then the
product formula from the previous section specializes to

(f1 · f2)(x1, . . . , xn+m)

:=
∑

i1<···<in
j1<···<jm

{i1,...,in,j1,...,jm}=
={1,...,n+m}

f1(xi1 , . . . , xin)f2(xj1 , . . . , xjm)

(
n∏

k=1

m∏

l=1

(xjl − xik)

)
d−1

for symmetric polynomials, where f1 has n variables, and f2 has m variables.
The product f1 · f2 is a symmetric polynomial in n+m variables.

We introduce a double grading on algebra H, by declaring that a homo-
geneous symmetric polynomial of degree k in n variables has bigrading
(n, 2k + (1− d)n2). Equivalently, one can shift the cohomological grading
in H•(BGL(n,C)) by [(d− 1)n2].

It follows directly from the product formula that the bigraded algebra
is commutative for odd d, and supercommutative for even d. The parity in
this algebra is given by the parity of the shifted cohomological degree.

It is easy to see that for d = 0 the algebra H is an exterior algebra (i.e.
Grassmann algebra) generated by odd elements ψ1, ψ3, ψ5, . . . of bidegrees
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(1, 1), (1, 3), (1, 5), . . . . Generators (ψ2i+1)i�0 correspond to the additive gen-
erators (xi)i�0 of

H•(CP∞) = H•(BGL(1,C)) � Z[x] � Z[x1] .

A monomial in the exterior algebra

ψ2i1+1 · · · · ·ψ2in+1 ∈ Hn,
∑n

k=1(2ik+1), 0 � i1 < · · · < in

corresponds to the Schur symmetric function sλ(x1, . . . , xn), where

λ = (in + (1− n), in−1 + (2− n), . . . , i1)

is a partition of length � n.
Similarly, for d = 1 algebra H is isomorphic (after tensoring by Q) to

the algebra of symmetric functions in infinitely many variables, and it is a
polynomial algebra generated by even elements φ0, φ2, φ4, . . . of bidegrees
(1, 0), (1, 2), (1, 4), . . . . Again, the generators (φ2i)i�0 correspond to the addi-
tive generators (xi)i�0 of H•(CP∞) � Z[x]. For any n � 0, the collection of
all monomials of degree n in generators (φ2i)i�0 coincides (up to non-zero
factors) with the monomial basis of the algebra of symmetric functions in n
variables.

Notice that the underlying additive group of the algebra H is equal to
⊕n�0H

•(BGL(n,C))) and hence does not depend on d. The isomorphism
(after tensoring by Q) between the underlying additive groups of the free
polynomial algebra (d = 1) and of the free exterior algebra (d = 0), is in fact
a part of the well-known boson-fermion correspondence.

For general d, the Hilbert–Poincaré series Pd = Pd(z, q1/2) of bigraded
algebra H twisted by the sign (−1)parity is the generalized q-exponential
function:

∑

n�0,m∈Z

(−1)m dim(Hn,m)znqm/2 =
∑

n�0

(−q1/2)(1−d)n2

(1− q) . . . (1− qn)
zn ∈ Z((q1/2))[[z]].

In cases d = 0 and d = 1, this series decomposes in an infinite product:

P0 = (q1/2z; q)∞ =
∏

i�0

(1− qi+1/2z), P1 =
1

(z; q)∞
=
∏

i�0

1
1− qiz

,

where we use the standard notation for the q-Pochhammer symbol:

(x; q)∞ := (1− x)(1− qx)(1− q2x) . . . .
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Our general results in Section 6 will imply the following numerical result.

Theorem 2.3. For any d � 0, there exist integers δ(d)(n,m) for all n � 1
and m ∈ (d− 1)n+ 2Z = (1− d)n2 + 2Z, such that for a given number n
we have δ(n,m) �= 0 only for ‘finitely many’ values of m, and

Pd =
∏

n�1

∏

m∈Z

(
qm/2zn; q

)δ(d)(n,m)

∞
.

The above implies the following decomposition:

Pd(z, q1/2)
Pd(qz, q1/2)

=
∏

n�1

∏

m∈Z

n−1∏

i=0

(
1− qm/2+izn

)δ(d)(n,m)
.

Therefore, the limit

P cld (z) := lim
q1/2→1

Pd(z, q1/2)
Pd(qz, q1/2)

∈ 1 + zZ[[z]]

exists and has the form

P cld =
∏

n�1

(1− zn)nc
(d)(n), c(d)(n) ∈ Z,

where c(d)(n) =
∑

m δ
(d)(n,m). It follows from the result of Reineke (see also

Section 5.6) that P cld is an algebraic series satisfying

P cld (z) = 1 + (−1)(d−1)z(P cld (z))d.

2.6. Symmetric case

In the case when matrix (aij)i,j∈I is symmetric one can repeat essentially
all the considerations made for quivers with one vertex from Section 2.5.

First of all, the algebra H can be endowed with Z
I
�0 × Z-grading:

H = ⊕γ,kHγ,k, Hγ,k := Hk−χQ(γ,γ)(BGγ),

where we recall χQ(γ1, γ2) :=
∑

i∈I γ
i
1γ
i
2 −
∑

i,j∈I aijγ
i
1γ
j
2. The explicit for-

mula for the product implies that

aγ,k · aγ′,k′ = (−1)χQ(γ,γ′)aγ′,k′ · aγ,k.
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This identity does not mean thatH is supercommutative. We will modify
the product on H in certain way, making it supercommutative.

Define a group homomorphism ε : Z
I → Z/2Z by the formula

ε(γ) := χQ(γ, γ) (mod 2).

The bilinear form

Z
I ⊗ Z

I → Z/2Z, γ1 ⊗ γ2 	→ (χQ(γ1, γ2) + ε(γ1)ε(γ2)) (mod 2)

induces a symmetric bilinear form β on Z/2Z-vector space (Z/2Z)I which
gives zero quadratic form.

It is easy to see that there exists a bilinear form ψ on (Z/2Z)I such that

ψ(γ1, γ2) + ψ(γ2, γ1) = β(γ1, γ2).

For example, choose an order on I and define ψ on elements (ei)i∈I of the
standard basis of (Z/2Z)I by

ψ(ei, ej) = β(ei, ej) if i > j, ψ(ei, ej) = 0 if i � j.

We define a modified product on H by

a1 
 a2 := (−1)ψ(γ1,γ2)a1 · a2, a1 ∈ Hγ1 , a2 ∈ Hγ2 .

The conditions on ψ ensure that the new product is again associative, and
(H, 
) is Z

I
�0 × Z-graded supercommutative algebra, with the parity of the

component Hγ,k given by ε(γ). Equivalently, one can use the parity given
by k (mod 2). It does not change the super structure on H because all non-
trivial cohomology groups of BGγ are concentrated in even degrees, hence

k = χQ(γ, γ) = ε(γ) (mod 2).

One can see easily that different choices of bilinear form ψ lead to canonically
isomorphic graded supercommutative algebras.

Here we formulate a general conjecture3.

Conjecture 2.1. In the symmetric case the Z
I
�0 × Z-graded algebra H⊗Q

is a free supercommutative algebra generated by a graded vector space V over

3After the initial version of this text was posted on arXiv, A. Efimov gave a proof
of our conjecture in [14]).
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Q of the form V = V prim ⊗Q[x], where x is an even variable of bidegree
(0, 2) ∈ Z

I
�0 × Z, and for any given γ the space V prim

γ,k �= 0 is non-zero (and
finite-dimensional) only for finitely many k ∈ Z.

In the special case of quiver with one vertex (see Section 2.5) this conjec-
ture implies that all integers δ(d)(n,m) in the decomposition in Theorem 2.3
in Section 2.5 have definite signs:

(−1)m−1δ(d)(n,m) � 0.

One evidence for the above conjecture is the admissibility property of the
generating series from Sections 6.1 and 6.2 (see e.g. Theorem 6.2 and Corol-
lary 6.2 below). Those series generalize the product from Theorem 2.3.

2.7. Grading by the Heisenberg group and twisted graded
algebras

In general, for not necessarily symmetric matrix (aij)i,j∈I , the interaction
of the product in H with the cohomological grading can be treated in the
following way. Let Γ be an abelian group and B : Γ⊗ Γ → Z be a bilinear
form (in our case Γ = Z

I is the group of dimension vectors and B = χQ).
We associate with (Γ, B) the discrete Heisenberg group HeisΓ,B which is the
set Γ× Z endowed with the multiplication

(γ1, k1) · (γ2, k2) := (γ1 + γ2, k1 + k2 − 2B(γ1, γ2)).

Our Cohomological Hall algebra H can be graded by the non-commutative
group HeisΓ,B:

H = ⊕γ,kH(γ,k), H(γ,k) = Hk(BGγ).

This can be generalized such as follows. Let (T ,⊗) be a symmetric
monoidal category endowed with an even invertible object TT , i.e. such an
invertible object that the commutativity morphism TT ⊗ TT → TT ⊗ TT is
the identity morphism. Let us fix (Γ, B) as above. We define a twisted graded
monoid4 in T as a collection of objects (Hγ)γ∈Γ together with a collection

4We use the word “algebra” instead of “monoid” for additive monoidal categories.
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of morphisms

mγ1,γ2 : Hγ1 ⊗Hγ2 → T
⊗B(γ1,γ2)
T ⊗Hγ1+γ2 ,

and a unit morphism 1C → H0, satisfying an obvious extension of the usual
associativity and the unity axioms. In our situation (T ,⊗) is the tensor
category of Z-graded abelian groups (with the usual Koszul sign rule for
the commutativity morphism), and TT = Z[−2] is the group Z placed in
degree +2, i.e., the cohomology of the pair H•(CP 1, pt). Object Hγ is just
H•(Muniv

γ ) = H•(BGγ).
Let us assume additionally that the form B is symmetric, and we are

given an invertible object T
⊗1/2
T ∈ T such that (T⊗1/2

T )⊗2 � TT . Then for
any twisted graded monoid H = (Hγ)γ∈Γ we define the modified graded
monoid by

Hmod
γ := Hγ ⊗ (T⊗1/2

T )⊗B(γ,γ),

which is an ordinary (untwisted) Γ-graded monoid in T . In particular, for
the category of Z-graded abelian groups we take T

⊗1/2
T to be Z in degree +1.

In this way, we obtain another description of the modified product 
 from
the previous section. Notice that in this case object T

⊗1/2
T is not even.

2.8. Non-symmetric example: quiver A2

The quiver A2 has two vertices {1, 2} and one arrow 1 ← 2. The Cohomo-
logical Hall algebra H contains two subalgebras HL, HR corresponding to
representations supported at the vertices 1 and 2, respectively. Clearly each
subalgebra HL, HR is isomorphic to the Cohomological Hall algebra for the
quiver A1 = Q0. Hence, it is an infinitely generated exterior algebra (see Sec-
tion 2.5). Let us denote the generators by ξi, i = 0, 1, . . . , for the vertex 1
and by ηi, i = 0, 1, . . . , for the vertex 2. Each generator ξi or ηi corresponds
to an additive generator of the group H2i(BGL(1,C)) � Z · xi. Then one
can check that ξi, ηj , i, j � 0 satisfy the relations

ξiξj + ξjξi = ηiηj + ηjηi = 0, ηi ξj = ξj+1ηi − ξjηi+1.

Let us introduce the elements ν1
i = ξ0ηi, i � 0 and ν2

i = ξiη0, i � 0. It is easy
to see that ν1

i ν
1
j + ν1

j ν
1
i = 0, and similarly the generators ν2

i anticommute.
Thus we have two infinite Grassmann subalgebras in H corresponding to
these two choices: H(1) �

∧
(ν1
i )i�0 and H(2) �

∧
(ν2
i )i�0. One can directly

check the following result.
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Proposition 2.1. The multiplication (from the left to the right) induces
isomorphisms of graded abelian groups

HL ⊗HR
∼−→ H, HR ⊗H(i) ⊗HL

∼−→ H, i = 1, 2.

In other words, we obtain a canonical isomorphism (depending on i =
1, 2) of graded abelian groups

H•(BGL(n,C)× BGL(m,C))

�
⊕

0�k�min(n,m)

H•(BGL(m− k,C)× BGL(k,C)

× BGL(n− k,C))[−2(n− k)(m− k)].

Passing to generating series we obtain the standard identity

(q1/2ê1; q)∞ · (q1/2ê2; q)∞ = (q1/2ê2; q)∞ · (q1/2ê12; q)∞ · (q1/2ê1; q)∞,

where non-commuting variables ê1, ê2, ê12 satisfy relations of the Heisenberg
group (with −q1/2 corresponding to the central element):

ê1 · ê2 = q−1 ê2 · ê1 = −q−1/2ê12.

The same example of quiver A2 was studied in [33], Section 6.4. The gener-
ating series E(q1/2, x) used there is related with the q-Pochhammer symbol
by the following change of variables:

E(−q1/2, x) = (q1/2x; q)∞,

where both sides are viwed as formal series in x with coefficients in the field
Q(q1/2) of rational functions in variables q1/2.

2.9. Questions about other algebraic structures on H

One may wonder whether H carries other natural algebraic structures. For
example, it would be nice to have a structure of Hopf algebra on H, as a step
towards Conjecture 2.1 from Section 2.6, and also by analogy with quantum
enveloping algebras.
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One can see immediately that H carries a structure of (super) cocom-
mutative coassociative coalgebra with the coproduct

Hγ1+γ2 → Hγ1 ⊗Hγ2

induced by the operation of the direct sum on representations:

Muniv
γ1

×Muniv
γ2

→ Muniv
γ1+γ2

,

which is realized geometrically via any embedding C
∞ ⊕ C

∞ ↪→ C
∞. Unfor-

tunately, this coproduct is not compatible with the product on H. In Section
6.5, we will define a supercommutative associative product on H, which is
also related to the operation of the direct sum, and used in the study of
motivic DT-series of H. We do not know any reasonable relation between
this supercommutative product and the product introduced in Section 2.2.

Another potentially interesting structure is associated with the operation
of taking multiple copies of an object. This gives a morphism of cohomology

Hnγ → Hγ ⊗H•(BGL(n,C))

for any n � 0. It comes from the map

Muniv
γ × BGL(n,C) → Muniv

nγ ,

and is realized geometrically via any embedding C
∞ ⊗ C

n ↪→ C
∞.

3. Generalization of COHA for smooth algebras

Up to now, homotopy types of the moduli stacks of representations were all
very simple, namely, just products of classifying spaces of groups GL(n,C),
n � 0. In this section, we are going to discuss several generalizations of
the Cohomological Hall algebra, in particular for representations of smooth
algebras. Also, we will use not only the usual cohomology with coefficients
in Z, but other cohomology groups of algebraic varieties, like, e.g., de Rham
or étale cohomology.

3.1. Cohomology theories

Here we collect preliminary material about cohomology theories for algebraic
varieties and fix some notations.
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Definition 3.1. Let k be a field, and K be another field, char(K) =
0. Assume that we are given a K-linear Tannakian category C. A pre-
cohomology theory over k with values in C is a contravariant tensor functor
H• from the category of schemes of finite type over k to the tensor category
CZ−gr of Z-graded objects in C endowed with Koszul rule of signs.

Here is the list of standard examples of (pre-)cohomology theories, C =
K −mod:

• (case chark = 0, k ⊂ C): rational Betti cohomology, K = Q,

• (case chark = 0): de Rham cohomology, K = k,

• (case chark �= l for prime l): étale cohomology, K = Ql.

In the case k ⊂ C and Betti cohomology one can enhance C from
Q−mod to the Tannakian category of polarizable mixed Hodge structures.
Similarly, in the étale case we can take C to be the category of continuous
l-adic representations of the absolute Galois group of k.

Definition 3.2. A pre-cohomology theory H• is called cohomology theory
if there exists a fiber functor C → K ′ −mod for some field extension K ′ ⊃ K
such that the resulting pre-cohomology theory is obtained by the extension
of scalars from one of the standard theories.

All the above examples give in fact cohomology theories. Notice that
in our definition one can mention only étale cohomology, since in the case
chark = 0 we have a chain of comparison isomorphisms

de Rham � Betti � étale.

In fact, in what follows we will need only a pre-cohomology theory satisfying
the usual properties of cohomology, and the definition above is given in order
to avoid a long discussion of cohomology theories. The optimal framework
should be that of triangulated category of motives; see Section 3.5.

We denote H2(P1
k) by K(−1) understood as an element of C, and set

T = TH• := K(−1)[−2] ∈ CZ−gr.

3.2. Smooth algebras

Here we recall the notion of a smooth algebra from [32].
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Definition 3.3. An associative unital algebra R over a field k is called
smooth if it is finitely generated and formally smooth in the sense of D.
Quillen and J. Cuntz, i.e., if the bimodule Ω1

R := Ker(R⊗k R
mult−→ R) is pro-

jective. Here mult : R⊗k R→ R is the product.

For a finitely presented algebra R it is easy to check smoothness using a
finite amount of calculations; see [10] or [32], Section 1.1.3. The property of
formal smoothness is equivalent to the lifting property for non-commutative
nilpotent extensions: for any associative unital algebra A over k and a nilpo-
tent two-sided ideal J ⊂ A, Jn = 0 for some n > 0, and any homomorphism
φ : R→ A/J there exists a lifting of φ to a homomorphism R→ A.

Basic examples of smooth algebras are matrix algebras, path algebras of
finite quivers and algebras of functions on smooth affine curves.

The notion of a smooth algebra is invariant under Morita equivalence,
and closed under free products and finite localizations. The latter means that
we can add two-sided inverses to a finite collection of elements in R (or, more
generally, to a finite collection of rectangular matrices with coefficients in
R). For example, the group ring of a free finitely generated group

k[Freed] = k〈x±1
1 , . . . , x±1

d 〉

is a smooth algebra.
For a smooth algebra R and for any finite-dimensional algebra T over k

(e.g. T = Mat(n× n,k)), the scheme of homomorphisms R→ T is a smooth
affine scheme. Indeed, this is a closed subscheme of an affine space A

gR dimT
k

where gR is number of generators of R, hence it is an affine scheme of finite
type over k. Also this scheme enjoys the lifting property for (commutative)
nilpotent extensions (as follows from formal smoothness), hence it is smooth.

If R is smooth then the abelian category of R-modules is hereditary,
i.e., Exti(E,F ) = 0 for for any two objects E,F and any i � 2. If E,F are
finite-dimensional over k then spaces Hom(E,F ), Ext1(E,F ) are also finite-
dimensional.

3.3. Cohomological Hall algebra for an I-bigraded smooth
algebra

For a finite set I, we call an unital associative algebra R/k I-bigraded if R
is decomposed (as a vector space) into the direct sum R = ⊕i,j∈IRij in such
a way that Rij ·Rjk ⊂ Rik. Equivalently, R is I-bigraded if we are given a
morphism of unital algebras kI → R.
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Let now R be an I-bigraded smooth algebra. It follows that any finite-
dimensional representation E of R decomposes into a direct sum of finite-
dimensional vector spaces Ei, i ∈ I.

For any dimension vector γ = (γi)i∈I ∈ Z
I
�0 the scheme Mγ = MR

γ of
representations of R in coordinate spaces Ei = kγ

i

, i ∈ I is a smooth affine
scheme. Any choice of a finite set of I-bigraded generators of R gives a closed
embedding of Mγ into the affine space MQ

γ for some quiver Q with the set
of vertices equal to I.

Let us make the following assumption:
We are given a bilinear form χR : Z

I ⊗ Z
I → Z such that for any two

dimension vectors γ1, γ2 ∈ Z
I
�0 and for any two representations Ei ∈ Mγi

(k)
we have the equality

dim Hom(E1, E2)− dim Ext1(E1, E2) = χR(γ1, γ2).

Here k is an algebraic closure of k, and E1, E2 are considered as represen-
tations of algebra R⊗k k over k. The assumption implies that the smooth
scheme Mγ is equidimensional for any given γ and

dimMγ = −χR(γ, γ) +
∑

i

(γi)2.

For example, if the algebra R is obtained from the path algebra of a
finite quiver Q by a finite number of localizations, then χR = χQ and the
scheme Mγ is a Zariski open subset of the affine space MQ

γ � A

∑
ij aijγiγj

k .
Now we can use any cohomology theory H• and obtain the corresponding

Cohomological Hall algebra, which is a twisted associative algebra (in the
sense of Section 2.7) in tensor category CZ−gr with

TT := T = K(−1)[−2].

The main point is that spaces Mγ1,γ2 of representations of R in block upper-
triangular matrices, are smooth closed subvarieties of Mγ1+γ2 . The defini-
tion of the product and the proof of associativity given in Sections 2.2 and
2.3 work without modifications in the general case of smooth algebras and
cohomology theories. In this way we obtain COHA H := HR for a smooth
I-bigraded algebra R which satisfies the above assumption.
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3.4. Square root of Tate motive and modified product

Let T be a rigid tensor category over field K, and E be an even invertible
object of T . Then one can formally add to T an even tensor square root
E⊗1/2 (see Section 2.7). Moreover, if T is Tannakian, then the new tensor
category T (E⊗1/2) is also Tannakian. This can be explained explicitly as
follows. Let us assume that we are given a fiber functor T → K −mod, i.e.,
identify T with the tensor category of finite-dimensional representations of
a pro-affine algebraic group G over K. Object E gives a homomorphism
t : G→ Gm,K � Aut(E). Denote by G(2) the fibered product

G(2) := lim←−

⎛

⎜
⎜
⎝

Gm

λ
→λ2

⏐
⏐
�

G
t−−−−→ Gm

⎞

⎟
⎟
⎠ .

Then T (E⊗1/2) is canonically equivalent to the tensor category of represen-
tations of G(2). It is easy to see that the ring K0(G(2) − Rep) is canonically
isomorphic to K0(G− Rep)[x]/(x2 − [E]), where x 	→ [E⊗1/2].

One can apply these considerations to the Tannakian category C asso-
ciated with a cohomology theory H•. We take E := K(−1). The square
root E⊗1/2 can be denoted by K(−1/2). Usually, there is no square root
of K(−1) in C. For classical cohomology it exists only when k has positive
characteristic and a square root is one of summands of H1(C) where C is
a supersingular elliptic curve. In Section 4, we will develop a generalization
of cohomology for varieties with potential. In this more general framework
a square root of K(−1) exists much more often, e.g., it is enough to assume
that k contains a

√
−1. Anyhow, in what follows we will assume that the

Tannakian category C for the cohomological theory contains a chosen square
root K(−1/2) (if it cannot be found in the original category, we will add it
formally as explained above). We will also denote

T
⊗1/2 := K(−1/2)[−1] ∈ CZ−gr.

Let H = ⊕γ∈ZI
�0
Hγ be the Cohomological Hall algebra of an I-bigraded

smooth algebra R.

Definition 3.4. The modified Cohomological Hall algebra Hmod is given
by

Hmod := ⊕γ∈ZI
�0
Hmod
γ , Hmod

γ := Hγ ⊗
(
T
⊗1/2
)⊗χR(γ,γ)

.
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For any sublattice Γ ⊂ Z
I such that the restriction of χR to Γ is sym-

metric, the restricted modified algebra

⊕

γ∈Γ∩ZI
�0

Hmod
γ

is an associative Γ-graded algebra in tensor category CZ−gr.

3.5. Algebra in the triangulated category of motives

We can try to use a more refined object instead of graded cohomology spaces
(for some classical cohomology theory). A natural candidate is the motive of
the ind-schemes Muniv

γ understood as an element of Voevodsky triangulated
category of motives (see [54]). More precisely, we should maybe use a dg
enhancement constructed in [9] and in [5]. We expect that the Cohomological
Hall algebra has a natural enhancement to an A∞-algebra in the tensor dg-
category of mixed motives, with higher multiplications somehow governed
by manifolds of flags of representations. Those are the spaces Mγ1,...,γn

from
the proof of Theorem 5.1 in Section 5.2 below. The invertible object T used
in the definition of a twisted associative algebra (see Section 2.7) is the
graded space Z(−1)[−2], the Tate motive of the cohomology of pair (P1, pt).

3.6. Equivariant parameters in arrows and families of quivers

Let us consider for simplicity the case of the path algebra of a quiver. One
can introduce a torus action on the path algebra by rescaling independently
individual arrows. Then the representation varieties will be endowed with
the action of an additional torus T, and one can use the T-equivariant coho-
mology. In this way, we define COHA as H•(BT)-module. This is a partic-
ular case of a more general construction, when one has a family over some
base B of smooth I-bigraded algebras. The case of T-action corresponds to
B := BT (the classifying space of T).

3.7. Complex cobordisms

The natural framework for the theory of virtual fundamental classes in the
case of almost complex manifolds and complex obstruction bundles is not
the usual cohomology theory but the complex cobordism theory. For an ele-
ment (f : Y → X) ∈ Ωn(X) of the nth bordism group of X, where Y is a
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compact manifold with stable complex structures, and a homogeneous mono-
mial of characteristic classes α = c1(TY )a1 . . . ck(TY )ak , one can define the
corresponding element f∗[P.D.(α)] ∈ H•(X). Here P.D.(α) is the Poincaré
dual homology class to α. This means that after tensoring by Q we replace
the cohomology by the tensor product of cohomology with H•(BU(∞))
(the graded version of the algebra of symmetric polynomials). In order to
pass back to complex bordisms groups we should keep track of the action
of characteristic classes of the virtual tangent bundles of the Grassmanni-
ans and of the moduli stacks on their virtual fundamental classes. There-
fore, if we define the Cohomological Hall algebra using complex bordisms
instead of cohomology groups, we obtain H•(BU(∞),Q)-linear product on
H•(BU(∞),Q)⊗H. It can be considered as a deformation of the original
COHA with the base SpecH•(BU(∞),Q) � A

∞
Q

.

4. Exponential Hodge structures and COHA for a smooth
algebra with potential

4.1. Short synopsis

Definition 4.1. For a complex algebraic variety X and a function f ∈
O(X) regarded as a regular map f : X → C, we define the rapid decay coho-
mology H•(X, f) as the limit for real t→ −∞ of the cohomology of the pair
H•(X, f−1(St)), where

St := {z ∈ C | Re z < t}.

The cohomology stabilizes at some t0 ∈ R, t0 � 0 (also in the definition
one can replace f−1(St) by f−1(t)). The origin of the term “rapid decay”
will become clear later in Section 4.5.

The cohomology H•(X, f) behaves similarly to the usual cohomology. In
particular, for a map π : Y → X compatible with functions fY ∈ O(Y ), fX ∈
O(X) in the sense that fY = π∗fX , we have the pullback π∗ : H•(X, fX) →
H•(Y, fY ). If π is proper and both X and Y are smooth, then we have the
pushforward morphism π∗ : H•(Y, fY ) → H•+2(dimC(X)−dimC(Y ))(X, fX).

Similarly to the usual cohomology, there is a multiplication (Künneth)
morphism

⊗ : H•(X, fX)⊗H•(Y, fY ) → H•(X × Y, fX � fY ),
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where the Thom–Sebastiani sum � is given by

fX � fY := pr∗X×Y→XfX + pr∗X×Y→Y fY .

For any smooth I-bigraded algebra R as in Section 3.3 and any element
W ∈ R/[R,R] we obtain a function Wγ on Mγ which is invariant under
Gγ-action. It is given by the trace of W in a representation. Hence we can
apply the formalism of Sections 2.1–2.3 to rapid decay cohomology and
define the Cohomological Hall algebra as

H = ⊕γHγ , Hγ := H•Gγ
(Mγ ,Wγ).

In the case when R is the path algebra of a quiver Q, the element W can be
considered as a linear combination of cyclic paths in Q. It can be thought
of as a potential for a general multi-matrix model (see e.g. [16]).

In the next sections we will define an analog of mixed Hodge structure
on H•(X, f)⊗Q, in particular an analog of the weight filtration. There is a
topological formula for the weight filtration similar to the classical case.

4.2. Exponential mixed Hodge structures

The goal of this section is to define a cohomology theory for pairs (X, f)
consisting of a smooth algebraic variety X over C and a function f ∈ O(X),
with values in certain Tannakian Q-linear category EMHS (see Definition
4.2 below) which we call the category of exponential mixed Hodge structures.
Definition of the category EMHS will be based on the properties of two
equivalent Tannakian categories A0 and B0 described below. The discussion
below is essentially a reformulation of well-known results of N. Katz (see
[29], Chapter 12) on the additive convolution of D-modules and perverse
sheaves on the affine line A

1
C
.

First, consider the abelian category A = Holrs(A1
C
) of holonomic D-

modules with regular singularities on the standard affine line endowed with
coordinate x. By Fourier transform FT this category is identified with the
category B � FT(A) of holonomic D-modules M on the dual line (endowed
with the canonical coordinate y = −d/dx) such that the direct image of M
to CP

1 has a regular singularity at 0, no singularities at A
1
C
− {0}, and a pos-

sibly irregular singularity at ∞ of the exponential type. The latter condition
means that after the base change to C((y−1)) we have

M ⊗C[y] C((y−1)) �
⊕

i

exp(λiy)⊗C((y−1)) Mi,
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where λi ∈ C run through a finite set I, and Mi are regular holonomic
D-modules on the formal punctured disc Spf(C((y−1))). Here exp(λiy) denotes
the D-module on Spf(C((y−1))) which is a free module over C((y−1)) with
generator e satisfying the same equation

(d/dy − λi) · e = 0

as the exponential function exp(λiy).
Let us denote by B0 the abelian category of holonomic D-modules on

A
1
C
− {0} with no singularities at A

1
C
− {0}, such that its direct image to CP

1

has a regular singularity at 0 and an exponential type singularity at ∞. In
particular, any object of B0 is an algebraic vector bundle over A

1
C
− {0} =

Spec C[y, y−1] endowed with a connection. The inclusion

j : A
1
C − {0} ↪→ A

1
C

gives two adjoint exact functors

j∗ : B → B0, j∗ : B0 → B

such that j∗ ◦ j∗ = idB0 (hence B0 can be considered as a full abelian sub-
category of B) and Π := j∗ ◦ j∗ is an exact idempotent endofunctor of B,
given by the tensor product M 	→ C[y, y−1]⊗C[y] M . A D-module M ∈ B

belongs to B0 if and only if the operator of multiplication by y is invertible
in M . In what follows, we will use the same notation Π for exact idempotent
endofunctors in several abelian categories closely related with the category
B � A, we hope that this will not lead to a confusion.

Obviously, the category B0 is closed under the tensor product over
C[y, y−1], and is a Tannakian category over C, with the fiber functor to
complex vector spaces given by the fiber at any given non-zero point in
the line Spec C[y]. More precisely, we obtain a local system of fiber func-
tors over C− {0}. By homotopy invariance, it gives rise to a local system
of fiber functors over the circle S1 of tangent directions at ∞ ∈ CP

1 with
coordinate y.

Translating everything back by the inverse Fourier transform, we obtain
a full-abelian subcategory

A0 ⊂ A, FT(A0) = B0

equivalent to B0. This category consists of holonomic D-modules N on A
1
C

with regular singularities, such that the operator d/dx is invertible on N . In
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other words,
RHomDb

hol(DA1
C

)(OA1
C
, N) = H•DR(N) = 0.

The category A0 is closed under the additive convolution in Db(DA1
C
−mod)

given by
N1 ∗+ N2 := sum∗(N1 �N2),

where sum : C× C → C is the addition morphism (x1, x2) 	→ x1 + x2. More-
over, A0 ⊂ A is the image of an exact idempotent functor Π : A → A given
by the convolution with j!OA1

C
−{0}[1] = FT−1(C[y, y−1]),

Π(N) = N ∗+ j!(OA1
C
−{0}[1]).

Duality functor on the tensor category A0 is given by

DA0N = Π(r∗(DD
A1

C

−modN)),

where r : A
1
C
→ A

1
C
, r(x) = −x is the antipodal map, and DD

A1
C

−mod is the
standard duality in Db(DA1

C
−mod).

Tensor category A0 also admits a local system of fiber functors over
the circle S1 of tangent directions at the point ∞ in the complex line
endowed with the coordinate x. Namely, any object N ∈ A0 gives an analytic
D-module Nan, which is a complex analytic vector bundle with connection
∇ on a complement to a finite subset of C. The fiber functor associated with
an angle φ ∈ R/2πZ assigns to N the space of flat sections of Nan on the
ray [R,+∞) · exp(iφ) for sufficiently large R� 0.

Here we describe a canonical isomorphism between the two local systems
of fiber functors: the one described in terms of the category A0 and another
one described in terms of the category B0. What will follow is basically
a reformulation of the classical results of B. Malgrange on the comparison
isomorphism between the topological Fourier–Laplace transform and the
algebraic Fourier transform for regular holonomic D-modules on A

1(C), see
his book [41] devoted to this subject.

For any N ∈ A and a given non-zero point y0 ∈ C− {0} on the dual line,
the fiber of FT(N) at y0 is equal to

H1
DR(expy0 ·N) = Coker(d/dx+ y0 : N → N),

where expy0 is analytic function x 	→ exp(xy0) on C. Suppose that we are
given a vector v in this fiber, represented in the de Rham complex by
expy0 Pdx for some P ∈ N . Then for any point xt ∈ C lying outside of
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singularities of N , the same expression expy0 Pdx can be considered as
representing a class in

H1
DR(expy0 ·N [xt]), N [xt] := N ⊗C[x] C[x, 1/(x− xt)].

Passing to analytic functions, we obtain a class in

H1
DR(expy0 ·N [xt]an) � H1

DR(N [xt]an) � H1
DR(N [xt]),

where the first isomorphism is given by multiplication by exp−y0 , and the
second one follows from the assumption that N has regular singularities.
Now, if we assume that N ∈ A0, i.e., H•DR(N) = 0, then H1

DR(N [xt]) coin-
cides with the fiber of N at xt. Hence, varying xt we obtain a holomorphic
section of the D-module Nan outside of the set of singularities. This sec-
tion is not flat, but is exponentially close to a unique flat section along the
ray R�0 · y−1

0 at infinity. Moreover, this flat section does not depend on the
choice of a representative P of the cohomology class, and gives a vector

v′ ∈ Γ([R,+∞) · exp(−iφ), (Nan)∇)

corresponding to v, where R� 0 and φ = Arg(−y0). The correspondence
v 	→ v′ gives an identification of two fiber functors evaluated at the
object N .

An informal meaning of the above construction is that we integrate
differential 1-form expy0 Pdx over an appropriate non-compact chain with
coefficients in the constructible sheaf associated with the dual object
DD

A1
C

−mod(N) via the Riemann–Hilbert correspondence. The integral is con-
vergent because of the exponential decay of expy0 along the chain. The role
of the point xt in the above construction is to approximate the integral over
a non-compact chain by an integral over a compact chain with boundary at
xt where the exponential factor exp(xty0) is very small.

Let us apply the Riemann–Hilbert correspondence. The category A is
equivalent to the abelian category of middle perversity constructible sheaves
of C-vector spaces on A

1(C). The subcategory A0 goes to the full subcate-
gory Perv0(A1(C),C) consisting5 of objects E• such that RΓ(E•) = 0. The

5In [29] the subcategory Perv0(A1(C),C) was denoted by PervA(C). Moreover,
in [30] it was proven that any object of A0 is in fact a usual constructible sheaf
shifted by [1].
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additive convolution ∗+

Db(Perv(A1(C),C))×Db(Perv(A1(C),C)) → Db(Perv(A1(C),C))

is given by the same formula as for D-modules. Projector Π in the category
of perverse sheaves of C-vector spaces is given by

Π(F ) = F ∗+ j!(CA1(C)[1]).

The conclusion is that the Tannakian category B0 is equivalent to the
abelian Tannakian C-linear category Perv0(A1(C),C)) which is defined
purely topologically, endowed with the tensor product given in terms of
constructible sheaves. The latter category has a local system of fiber func-
tors over the circle S1 about the point ∞ given by stalks (shifted by [-1]) at
points approaching ∞ along straight rays.

It is clear that one can define an exact idempotent functor

Π(F ) = F ∗+ j!(QA1(C)[1])

on the Q-linear category Perv0(A1(C),Q) ⊂ Db(Perv(A1(C),Q)) of perverse
sheaves of Q-vector spaces. The convolution on Perv0(A1(C),Q) is exact in
each argument. Also the category Perv0(A1(C),Q) is a Tannakian category,
with the local system of fiber functors over S1.

Now we can use the theory by M. Saito of mixed Hodge modules (see [49]
or [46]). For a smooth complex algebraic variety X/C we denote by MHMX

the category of mixed Hodge modules on X. The category MHMA1
C

is a
Q-linear abelian category endowed with an exact faithful forgetting functor
to Perv(A1(C),Q) (Betti realization). This category is also endowed with
an exact idempotent endofunctor Π given by the addtitve convolution with
j!(QA1(C)[1]) considered as an object of MHMA1

C
.

Definition 4.2. The category of exponential mixed Hodge structures
EMHS is the full subcategory of the category MHMA1

C
consisting of objects

M such that the corresponding perverse sheaf belongs to Perv0(A1(C),Q).
Equivalently, it is the image of endofunctor Π. It is a Tannakian category
with the tensor product given by the additive convolution.

The tensor category of ordinary mixed Hodge structures MHMpt can be
identified with a full Serre subcategory of EMHS closed under the tensor
product and duality. Namely, with any M0 ∈ MHMpt we associate an object
Π(s∗M0) ∈ EMHS, where s : {0} → A

1(C) is the obvious embedding.
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4.3. Realization functors for exponential mixed Hodge structures

We have already mentioned that the C-linear tensor category A0 � B0 has
two canonically equivalent local systems of realization functors, defined in
terms of stalks of bundles with connections either for the original holonomic
D-module with regular singularity or for its Fourier transform.

Definition 4.3. For an object N ∈ EMHS and a non-zero complex number
u we define de Rham realization of N at the point u to be the fiber of
C[y]-module FT(NMHM

DR ) at the point u−1 ∈ Spec C[y], where NMHM
DR is the

algebraic holonomic D-module underlying N , where N is considered as an
object of MHMA1

C
. We denote this fiber by NMHM

DR .

It follows directly from the definition that we have a natural isomorphism

NDR,u � H1
DR(A1

C, N
MHM
DR ⊗ exp(u−1x))

= Coker(d/dx+ u−1 : NMHM
DR → NMHM

DR ).

Varying point u we obtain an algebraic vector bundle of realization func-
tors DRu with connection over the punctured line of u ∈ C− {0}. The con-
nection has exponential type at u→ 0 and a regular singularity at u→∞.
It is easy to see that for ordinary mixed Hodge structures (considered as
objects of EMHS) the fiber functor DRu is canonically isomorphic to the
usual de Rham realization.

Definition 4.4. For an object N ∈ EMHS and a non-zero complex number
u we define Betti realization of N at point u to be the space of flat sec-
tions on the ray [R,+∞) · u for sufficiently large R� 0 of the constructible
sheaf NMHM

Betti [−1]. Here NMHM
Betti is the object of Perv(A1(C),Q) underlying

N , where N is considered as an object of MHMA1
C
. We denote this fiber by

NBetti,u.

Varying point u we obtain a local system of realization functors Bettiu
in vector spaces over Q. Again, for usual mixed Hodge structures considered
as objects of EMHS, realization Bettiu has trivial monodromy in parameter
u and is canonically isomorphic to the usual Betti realization.

The canonical isomorphism of fiber functors mentioned above gives a
comparison isomorphism

NDR,u � NBetti,u ⊗Q C
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extending the standard comparison isomorphism for usual mixed Hodge
structures.

Finally, following an idea of M. Saito, one can define an analog of Dol-
beault (or Hodge) realization for an object of EMHS. This realization can
be considered as a “limit” at u→ 0 of de Rham realizations DRu.

Recall that for any object M ∈ MHMX for any smooth algebraic vari-
ety X/C we have a canonical admissible increasing filtration FiMDR of the
underlying algebraic holonomic D-module MDR. In particular, for X = A

1
C

the admissibility of filtration means that

(d/dx)FiMDR = Fi+1MDR

for all i� 0.

Definition 4.5. For an object N ∈ EMHS we define complex vector space
NDR,0 to be the quotient

(d/dx)−jFjNMHM
DR /(d/dx)−jFj−1N

MHM
DR

for sufficiently large j � 0.

Here we use the fact that the operator d/dx is invertible for N ∈ EMHS.
Equivalently, NDR,0 is canonically isomorphic (by applying power of d/dx)
to the quotient FjNMHM

DR /Fj−1N
MHM
DR for large j � 0.

For the usual mixed Hodge structures the realization DR0 is canonically
isomorphic to the usual Dolbeault/Hogde realization, i.e., to the functor

M ∈ MHMpt 	→ ⊕i griFMDR,

where F is the usual (decreasing) Hodge filtration.
The following result is not difficult to prove. Since we will not use it, the

proof is omitted.

Theorem 4.1. Functor DR0 from EMHS to the category of C-vector
spaces is exact, faithful and commutes with the tensor product.

One can see easily that functors DRu for u �= 0 and DR0 glue together
to an algebraic vector bundle of fiber functors on EMHS over the affine
line Spec C[u], with flat connection having pole of order 2 at u = 0. Hence,
we obtain a so-called nc Hodge structure in the sense of [30], i.e., a germ
of a holomorphic vector bundle near 0 ∈ C together with a meromorphic
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connection with second-order pole at 0, and a rational structure on the
corresponding local system on the circle S1 of directions about the point
0. Moreover, all terms of the Stokes filtration are rational vector subspaces
with respect to the Q-structure.

We should warn the reader that there are natural examples of nc Hodge
structures appearing in mirror symmetry and in singularity theory which do
not come from EMHS. In particular, for a general (not quasi-homogeneous)
isolated singularity of a holomorphic function the corresponding nc Hodge
structure does not come from an exponential one. For example, it is easy to
construct a non-trivial family of isolated singularities with constant Milnor
number over A

1
C
, giving a non-trivial variation of non-commutative Hodge

structures6. On other side, any variation of EMHS over C
1 (with tame sin-

gularity at infinity) is trivial. Similarly, for the nc Hodge structure associ-
ated with a non-Kähler compact symplectic manifold with symplectic form
rescaled by a sufficiently large factor, there is no reasons to expect that there
exists an underlying object of EMHS.

4.4. Weight filtration in the exponential case

Let us denote by i the natural inclusion functor EMHS ↪→ MHMA1
C

and by
p : MHMA1

C
→ EMHS its left adjoint. Both functors are exact, and

p ◦ i = idEMHS, i ◦ p = Π,

where we use the same notation Π (as for categories A � Perv(A1
C
)) for an

exact idempotent functor of MHMA1
C

given by

Π : M 	→M ∗+ j!(Q(0)A1
C
[1]).

Definition 4.6. The weight filtration of an exponential mixed Hodge
structure is defined by the formula

WEMHS
�n M = WEMHS

n M := p(Wn(i(M))),

where in the RHS we consider the usual weight filtration for mixed Hodge
modules.

6See e.g. Section 3.3 in the third part of [36], on the period map for E12 singu-
larities. In this book the nc Hodge structure for an isolated singularity is encoded
by the equivalent notion of a Brieskorn lattice.
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Proposition 4.1. The endofunctor grW,EMHS
• of EMHS obtained by tak-

ing the associated graded object with respect to the filtration WEMHS
• is exact

and faithful.

Proof. The exactness follows from exactness of functors i, p, and of the endo-
functor grW• of MHMA1

C
. To prove the faithfulness we use the existence of the

fiber functor on the tensor category EMHS. Namely, any object M ∈ EMHS
has rk(M) � 0, and M = 0 if and only if rk(M) = 0. Endofunctor grW,EMHS

•
preserves the rank because

WEMHS
n M = 0, for n� 0, WEMHS

n M = M, for n� 0.

Let α : M → N be a morphism such that grW,EMHS
• (α) = 0. The exactness

of grW,EMHS
• implies that

grW,EMHS
• (Kerα) = Ker(grW,EMHS

• α) = grW,EMHS
• (M).

Hence the rank of Kerα is equal to the rank of M , and we conclude that
rk(M/Kerα) = 0. Therefore M = Kerα and α = 0. �

Definition 4.7. An object M ∈ EMHS is called pure of weight n ∈ Z if
WEMHS
n M = M and WEMHS

n−1 M = 0.

Graded factors of the weight filtration of an object in EMHS are pure.
The next proposition describes the structure of pure objects in EMHS.

Proposition 4.2. The full subcategory of direct sums of pure objects in
EMHS is a semisimple abelian category. Moreover, it is equivalent to a
direct summand of the semisimple category of pure objects in MHMA1

C
, with

the complement consisting of constant variations of pure Hodge structures
on A

1(C).

Proof. Obviously, the image of any pure F ∈ MHMA1
C

of weight n ∈ Z by
projection p is a pure object of EMHS of the same weight. Conversely, any
pure object E ∈ EMHS of weight n is the image of a pure object of weight
n in MHMA1

C
. Indeed, we have

p(Wn(i(E))) = E, p(Wn−1(i(E))) = 0

and by exactness of p we conclude that

E = p(Wn(i(E))/Wn−1(i(E))) = p(grWn (i(E))).
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Also, it is easy to see that the kernel of the projector Π on Perv(A1(C),Q)
consists of constant sheaves. Any pure object of MHMA1

C
whose underlying

perverse sheaf is constant is a constant variation of pure Hodge structure.
Hence, we conclude that the set of isomorphism classes of pure objects of
weight n in EMHS is in one-to-one correspondence with pure objects of
weight n in MHMA1

C
, which have no direct summands which are constant

variations.
For any pure object F of weight n in EMHS without constant direct sum-

mand the corresponding pure object E = p(F ) has the following structure.
The corresponding object i(E) = Π(F ) has two-step weight filtration:

Π(F ) = WnΠ(F ) ⊃Wn−1Π(F ) ⊃Wn−2Π(F ) = 0

with grWn Π(F ) = F and grWn−1 Π(F ) being a constant variation of Hodge
structures of weight n− 1.

We have to check for any two pure objects E1, E2 ∈ EMHS of weights
n1, n2 ∈ Z the following isomorphism holds:

Hom(E1, E2) � Hom(grWn1
(i(E1)), grWn2

(i(E2))).

First, in the case n1 �= n2 the LHS vanishes by the faithfulness of the functor
grW,EMHS
• , and the RHS vanishes by the faithfulness of grW• .

Consider now the case of equal weights n1, n2 and denote Fj :=
grWn (i(Ej)), j = 1, 2 the corresponding pure objects of MHMA1

C
. Adjunction

morphisms
Fi → Π(Fi), Π = i ◦ p

induce (after composition with grW• ) isomorphisms Fj � grWn (Π(Fj)). We
have

Hom(E1, E2) � Hom(p(F1), p(F2)) � Hom(F1,Π(F2))

↪→ Hom(grW• (F1), grW• (ΠF2)) � Hom(F1, grWn i(E2)) � Hom(F1, F2)

by faithfulness of the functor grW• . Hence rk Hom(E1, E2) � rk Hom(F1, F2).
On the other hand, we have natural transformations of functors

idMHM
A1

C

→ Π → Π/(Wn−1 ◦Π)

which induce isomorphisms

Fj → Π(Fj) → Π(Fj)/Wn−1Π(Fj) � grWn (Π(Fj)) � Fj .
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Hence Hom(F1, F2) is a retract of Hom(Π(F1),Π(F2)) � Hom(E1, E2). We
conclude that Hom(F1, F2) � Hom(E1, E2). �

Proposition 4.3. The weight filtration on EMHS is strictly compatible
with the tensor product.

Proof. We start with the following lemma.

Lemma 4.1. Let E,F ∈ Db(MHMA1
C
) and

G = Cone(sum!(E � F ) → sum∗(E � F )).

Then Π(G) = 0.

Proof of the Lemma. We first observe that we can assume that E and F
are just constructible sheaves (since the forgetful functor to constructible
sheaves is faithful). We will show that G is a constant sheaf. The fiber of G
at x ∈ A

1(C) is canonically isomorphic to H•(S1
x,R, E � F ), where S1

x,R ⊂
sum−1(x) is a circle of a sufficiently large radius R with any given center.
Obviously the cohomology groups do not depend on x. Hence, they form
a constant sheaf on A

1(C). In order to finish the proof of the lemma we
observe that the functor Π kills all constant sheaves on A

1(C). �

Let us return to the proof of the proposition. It is enough to prove that
pure objects in EMHS are closed under the tensor product, and weights
behave additively.

Assume that Ej ∈ EMHS, j = 1, 2 are objects of pure weights nk, k =
1, 2. Then Ej = p(Fj) for some pure objects Fj in MHMA1

C
, j = 1, 2. In the

category EMHS we have:

E1 ⊗EMHS E2 = p(sum∗(F1 � F2)) = p(sum!(F1 � F2)),

where the second equality follows from the lemma. Since both objects F1

and F2 are pure, we see that F1 � F2 is pure. It is well known (see e.g. [46])
that sum∗(F1 � F2) has weights (in the derived sense) greater or equal than
n1 + n2 while sum!(F1 � F2) has weights less or equal than n1 + n2.

Let us denote by H0
perv(F ) the zeroth middle perverse cohomology of an

object F ∈ Db(MHMA1
C
). Then

p ◦ sum∗(F1 � F2) = p ◦ (H0
perv(sum∗(F1 � F2)),
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and similarly for sum!(F1 � F2) (recall that the functor p is exact). There-
fore,

E1 ⊗EMHS E2 = p(H0
perv(sum∗(F1 � F2))) = p(H0

perv(sum!(F1 � F2))).

We see that E1 ⊗EMHS E2 is the image by p of an object of MHMA1
C

of
the weight � (n1 + n2). But it is also the image by p of an object of the
weight � (n1 + n2). Notice that the exact functor p maps weight filtration
in MHMA1

C
to the weight filtration in EMHS, as follows from our description

of pure objects in EMHS. Therefore E1 ⊗EMHS E2 is pure of weight n1 + n2.
This concludes the proof of the proposition. �

Let us define ‘Serre polynomial’ of an exponential mixed Hodge structure
E as

S(E) =
∑

i

rk grW,EMHS
i (E)qi/2 ∈ Z[q±1/2].

By additivity we extend S to a functional on the K0-group of the bounded
derived category of EMHS. By Proposition 4.3 the map S is a ring homo-
morphism.

4.5. Cohomology of a variety with function

For any separated scheme of finite typeX/C and a function f ∈ O(X) (some-
times called potential) we define exponential cohomology (which will be an
exponential mixed Hodge structure) H i

EMHS(X, f) for integers i � 0 in the
following way:

H i
EMHS(X, f) := Π(H i

MHM
A1

C

f∗QX) = H i
MHM

A1
C

(Πf∗QX) ∈ EMHS,

where we interchange Π and cohomology in Db(MHMA1
C
) using the exactness

of the functor Π.
If f is the restriction of a function f ′ defined on a bigger variety X ′ ⊃ X

then we will abuse the notation denoting both functions by the same symbol.
The rapid decay cohomology of the pair (X, f) does not depend on such an
extension. We will see in Section 7 that for the so-called critical cohomology
(defined in terms of the vanishing cycles functor) the situation is different,
and the result depends on the extension of the function.
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As follows directly from definitions, the Betti realization of H i
EMHS(X, f)

is given by the cohomology of pair

H i
Betti,u(X, f) := H i

Betti(X(C), f−1(−c · u); Q),

H i
Betti(X, f) := H i

Betti,1(X, f),

where c� 0 is a sufficiently large positive real number. Cohomology groups
are identified for different large values of c via the holonomy along the ray
R<0 · u.

We define Betti cohomology with integer coefficients as

H i
u(X, f) := H i(X(C), f−1(−c · u); Z), H i

Betti,u(X, f) � H i
u(X, f)⊗Z Q.

The cohomology H•(X, f) := H•1 (X, f) behaves similarly to the usual coho-
mology. In particular, for a map π : Y → X compatible with functions fY ∈
O(Y ), fX ∈ O(X) in the sense that fY = π∗fX , we have the pullback π∗ :
H•(X, fX) → H•(Y, fY ). When π is proper and both X and Y are smooth
we have the pushforward morphism π∗ : H•(Y, fY ) → H•+2(dimC(X)−dimC(Y ))

(X, fX). All these morphisms induce morphisms of exponential mixed Hodge
structures (for the pushforward we should twist by a power of the Tate mod-
ule T). The proof is a straightforward application of the standard formalism
of six functors.

As for usual cohomology, there is a multiplication morphism

⊗ : H•(X, fX)⊗H•(Y, fY ) → H•(X × Y, fX � fY ),

where the Thom–Sebastiani sum � is given by

fX � fY := pr∗X×Y→XfX + pr∗X×Y→Y fY .

This morphism is well-defined because when the real part of the sum of two
functions tends to −∞, then the real part of at least one of the functions also
tends to −∞. The multiplication morphism becomes an isomorphism after
the extension of coefficients for cohomology from Z to Q. The multiplication
morphism gives an isomorphism of exponential mixed Hodge structures

H•EMHS(X, fX)⊗H•EMHS(Y, fY ) ∼→ H•EMHS(X × Y, fX � fY ).

For smooth X the de Rham realization of H i
EMHS(X, f) (at a point

u ∈ C
∗) is given by the de Rham cohomology of X with coefficients in



Cohomological Hall algebra 271

the holonomic DX -module exp(u−1 · f) · OX . In other words, it is a finite-
dimensional Z-graded vector space over C, which is the hypercohomology in
Zariski topology

H•DR,u(X, f) := H
•(XZar, (Ω•X , d+ u−1 df ∧ ·)), H•DR(X, f) := H•DR,1(X, f).

The abstract comparison isomorphism between complexified Betti and
de Rham realization (see Section 4.3, and also Theorem 1.1 in [48] and
references therein) is

H•DR(X, f) � C⊗H•(X, f).

In the affine case it is given by the integration of complex-analytic closed
forms on X(C) of the type exp(f)α, where α is an algebraic form on X such
that

dα+ df ∧ α = 0 ⇐⇒ d (exp(f)α) = 0,

over closed real semi-algebraic chains with the “boundary at infinity” in the
direction Re(f) → −∞. The integral is absolutely convergent because the
form exp(f)α decays rapidly at infinity. This explains the term “rapid decay
cohomology”.

An important example of a (graded) EMHS is

T
⊗1/2 := H•(A1

C,−z2),

which is an odd one-dimensional space in degree +1 corresponding to the
period integral

∫ +∞
−∞ exp(−z2)dz =

√
π. This structure is a “square root” of

the shifted Tate structure T = Q(−1)[−2], and is a pure EMHS of weight
+1 and degree +1.

Notice that de Rham cohomology can be defined for a pair (X, f) where
X is a smooth scheme over arbitrary field of characteristic zero, and f ∈
O(X). If (X0, f0) is defined over Q then the comparison isomorphism (say,
at the point u = 1) gives two rational structures on the same complex vector
space. These two structures are related by a period matrix whose coefficients
are exponential periods in the sense of Section 4.3 in [35].

One can also define the exponential cohomology with compact support
by

H•c,EMHS(X, f) := Π(H•MHMA1
C

f!QX).

They satisfy the following Poincaré duality for smooth X of dimension d:

H•c,EMHS(X, f)∨ � H•EMHS(X,−f)⊗Q(d)[2d].
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Also, one can define exponential cohomology of pairs by

H•EMHS(X,Y, f) := Π(H•MHM
A1

C

f∗Cone(QX → (Y → X)∗QY ))[−1].

For a smooth closed Z ⊂ X of codimension d′ in smooth X we have the
Thom isomorphism

H•EMHS(X,X − Z, f) � H•EMHS(Z, f)⊗Q(d′)[2d′].

If affine algebraic group G acts on a scheme of finite type X preserving
f ∈ O(X), we define equivariant exponential cohomology as

H•G,EMHS(X, f) := H•EMHS(X
univ, funiv),

where Xuniv is the universal bundle over BG endowed with the induced
function funiv. This cohomology depends only on the quotient stack X/G
and on f ∈ O(X/G), so we will sometimes denote it by H•EMHS(X/G, f).

We will also need exponential cohomology with compact support, which
can be defined for a quotient Artin stack endowed with a function in the
following way. We can always assume that our stack is represented as X/G
where G = GL(n,C) for some n. The standard classifying space BG =
lim−→(BG)N (where N →∞) is the union of finite-dimensional Grassman-
nians (BG)N := Gr(n,CN ) which are compact smooth varieties. Then we
have an inductive system XN → (BG)N of locally trivial bundles endowed
with functions fN . Then we define the exponential cohomology with compact
support of the stack X/G with function f as

H•c,EMHS(X/G, f) := lim−→
N

H•c,EMHS(XN , fN )⊗ T
⊗−dim((BG)N×G),

where connecting maps are Gysin morphisms. Cohomology groups
H•c,EMHS(X/G, f) stabilize in each degree and are concentrated in cohomo-
logical degrees bounded from above. For smooth equidimensional X coho-
mology groups H•EMHS(X/G, f) and H•c,EMHS(X/G,−f) satisfy Poincaré
duality in dimension dim(X/G) := dim(X)− dim(G)7. In what follows, we
will often omit the word “exponential” if it is clear that we are talking about
exponential cohomology.

Definition 4.8. A Z-graded object E• = ⊕n∈ZE
n of EMHS is called pure

if for any n ∈ Z component En is pure of weight n.

7Cohomology of Artin stacks are discussed in different settings and approaches in
e.g.[2, 8, 38]. We use here a more direct approach that is sufficient for our purposes.
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Similarly to the classical situation without potential we have

Proposition 4.4. For a pair (X, f) over C such that X is smooth and the
natural morphism H•c,EMHS(X, f) → H•EMHS(X, f) is an isomorphism, the
cohomology H•c,EMHS(X, f) is pure.

Proof. This follows from the fact that f∗QX ∈ Db(MHM(A1
C
)) has weights

� 0 (in the derived sense), while f!QX has weights � 0. �

In particular, the conditions of the Proposition hold for a pair (X, f)
such that X is smooth and f : X → A

1
C

is proper. More generally, f could
be cohomologically tame (see e.g. [12, 44]), e.g. when X is an affine space and
f is a quasi-homogeneous polynomial with isolated singularity. For example,
the graded EMHS given by T

⊗1/2 is pure.
If H•EMHS(X, f) is pure then the Serre polynomial

S(H•EMHS(X, f)) =
∑

n∈Z

(−1)nS(Hn
EMHS(X, f)) ∈ Z[q1/2]

coincides with the Poincaré polynomial ofH i
Betti(X(C), f−1(c · u); Q) in vari-

able (−q1/2), and the evaluation at q1/2 = 1 coincides with the Euler char-
acteristic

χ(X, f) := χ(H•EMHS(X, f)).

Using the purity of H•EMHS(X, f) for smooth X and proper f , we can
obtain an elementary topological description of the weight filtration in the
more general case when X is smooth but f is not necessarily proper. Namely,
for any smooth X/C and f ∈ O(X) there exist smooth X ⊃ X and f ′ ∈
O(X) such that f ′|X = f , the map f ′ : X → A

1
C

is proper, and the comple-
ment D = X −X is a divisor with normal crossings. Then the term Wk of
the weight filtration on H i

EMHS(X, f) is given by the image of H i
EMHS(X

(j),
f ′|X(j)) where X(j) is the complement in X to the union of j-dimensional
strata in D, for j = k − i− 1. The same is true for H•DR and H•Betti.

Also, similarly to the case of usual mixed Hodge structures, one can
describe the associated graded space with respect to the weight filtration
entirely in terms of pure structures. For that purpose, it is more convenient
to use cohomology with compact support. Let us make a simplifying assump-
tion that D = X −X is the union of smooth divisors D1, . . . , DN intersect-
ing transversally. Then grWk H l

c,Betti(X, f) is isomorphic to the cohomology
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group in degree n = l − k of the complex
⊕

0�n�N

⊕

1≤i1<···<in�N
Hk

Betti(Di1 ∩ · · · ∩Din , f)

with the differential given by the restriction morphisms.

4.6. Étale case

Let k be any field and l be a prime, l �= char(k). With any scheme of finite
type X/k and f ∈ O(X) we associate perverse l-adic sheaves on A

1
k by the

formula

H i
l (X, f) := Π(H i

Pervl A1
k
f∗Ql,X),

where the functor Π on the category Pervl A1
k of l-adic perverse sheaves on

A
1
k is defined similarly to the constructible case and k = C. These sheaves

are killed by the functor R Γ.
If chark = 0 then by the comparison isomorphism we obtain just another

realization of the “exponential motive” associated with (X, f). All previous
considerations concerning the weight filtration hold in l-adic case as well.
In the case k = Q one can define an exponential motivic Galois group (see
Chapter 4 and in particular Section 4.3 in [35]) whose representations have
both l-adic and EMHS realizations.

The situation is more complicated if p := chark is non-zero. In this
case one can apply Fourier transform using the standard exponential sheaf
depending on the choice of a primitive pth root of unity in Ql.

The restriction of FT(f∗Ql,X) to A
1
k − {0} coincides with FT(Π(f∗Ql,X)).

Perverse sheaves FT(H i
l (X, f)) are in general not lisse.

Picking any non-zero point u in A
1(k) (e.g. point u = 1) one obtains

a cohomology theory for pairs (X, f) with values in Ql-linear representa-
tions of Gal(ksep/k), by taking H i of the fiber of FT(f∗Ql,X) at u. For this
cohomology theory (which one can denote by H•l,u(X, f)) one can define
the weight filtration, Serre polynomial, and also a multiplicative Ql-valued
numerical invariant (in fact it is a Q(exp(2πi/p)-valued invariant) obtained
by taking the supertrace of Frobenius.

ForX = A
1
k and any λ ∈ k∗ the exponential l-adic structure⊗T

1/2
λ,l corre-

sponding to (A1
k, λz

2), where z is a coordinate on A
1
k, is a tensor square root

of T = Tl = Ql(−1)[−2], if and only if k contains
√
−1. Different choices of λ

give in general non-isomorphic objects which differ by quadratic characters
of Gal(ksep/k).
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4.7. Cohomological Hall algebra in the case of a smooth algebra
with potential

Let R be a smooth I-bigraded algebra over field k endowed with a bilinear
form χR on Z

I compatible with Euler characteristic as in Section 3.3.
Let us assume that we are given an element

W ∈ R/[R,R]

represented by some element W̃ ∈ R, W = W̃ (mod [R,R]). The element
W (or its lifting W̃ ) is called a potential8. Then for any γ ∈ Z

I
�0 we obtain

a function Wγ on the affine variety Mγ , invariant under the action of Gγ .
The value of Wγ at any representation is given by the trace of the image of
W̃ . For any short exact sequence

0 → E1 ↪→ E � E2 → 0

of representations of R we have Wγ1+γ2(E) = Wγ1(E1) +Wγ2(E2), where γi,
i = 1, 2 are dimension vectors of Ei, i = 1, 2.

Let us denote by H one of the cohomology theories considered above (i.e.
EMHS, Betti, de Rham or étale cohomology), with values in an appropriate
Tannakian category C.

Definition 4.9. The Cohomological Hall algebra of (R,W ) (in realization
H) is an associative twisted graded algebra in C defined by the formula

H := ⊕γHγ , Hγ := H•(Mγ/Gγ ,Wγ) := H•(Muniv
γ ,W univ

γ ) ∀γ ∈ Z
I
�0

in the obvious notation. (The definition of the product and the proof of asso-
ciativity are completely similar to the case of an algebra without potential).

More precisely, all the morphisms (the Künneth isomorphism, the pull-
back and the Gysin map) which appear in the definition of the product in
Section 2.2 induce morphisms in realization H. In the case k ⊂ C the commu-
tativity of nine small diagrams in Section 2.3 follows from the corresponding
commutativity in Betti realization and from the comparison isomorphism.
Alternatively, one can use the formalism of six functors for general k.

8We also use sometimes the same word “potential” for a function on an algebraic
variety when we consider exponential Hodge structures. We hope it will not lead
to a confusion.
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As an example, we describe the algebra H in the case of the quiver Q =
Q1 with one vertex and one loop l, and potential W =

∑N
i=0 cil

i, cN �= 0,
given by a polynomial of degree N ∈ Z�0 in one variable. Dimension vector
γ for such Q is given by an integer n � 0. For simplicity, we consider Betti
realization.

In the case N = 0, the question reduces to Q without potential, and was
considered above. Algebra H is the polynomial algebra of infinitely many
variables (see Section 2.5).

In the case N = 1 the cohomology of pair vanishes for matrices of size
greater than 0, hence H = H0 = Z.

In the case N = 2 we may assume without loss of generality that
W = −l2. It is easy to see that the cohomology of

(Mat(n× n,C), x 	→ −Tr(x2))

can be identified under the restriction map with the cohomology

(Herm(n), x 	→ −Tr(x2)),

where Herm(n) is the space of Hermitean matrices. The latter cohomology
group is same as H∗(Dn2

, ∂Dn2
), where Dn2

is the standard closed unit ball
in R

n2 � Herm(n). Hence H•(Mat(n× n,C), x 	→ −Tr(x2)) is isomorphic
to Z concentrated in the cohomological degree n2. Moreover, one can use
the unitary group U(n) instead of the homotopy equivalent group GL(n,C)
in the definition of equivariant cohomology. Group U(n) acts on the pair
(Dn2

, ∂Dn2
), and Thom isomorphism gives a canonical isomorphism of coho-

mology groups

Hn � H•(BGL(n,C))[−n2] � H•U(n)(D
n2
, ∂Dn2

).

Let us endow H with the natural bigrading which was used in the case of a
symmetric incidence matrix in Section 2.6. Then an easy calculation shows
that H coincides as a bigraded abelian group with the algebra associated
with the quiverQ0 with one vertex and zero arrows. Furthermore, comparing
Grassmannians which appear in the definition of the multiplication for the
quiver Q0 (see Section 2.2), with those which arise for Q1 with potential
W = −l2, one can check that the multiplications coincide as well. Hence the
algebra H = H(Q,W ) is the exterior algebra with infinitely many generators.

In the case of degree N � 3, one can show that the bigraded algebra H is
isomorphic to the (N − 1)-st tensor power of the exterior algebra correspond-
ing to the case N = 2. The proof will be given in Section 7, using so-called
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critical cohomology theory. In this particular case, the critical cohomology
coincides with the rapid decay one.

Let us assume that for the Tannakian category C (target of the coho-
mology functor) we have the notion of weight filtration. We will say that
COHA H is pure if for any γ the graded space H•(Muniv

γ ,W univ
γ ) is pure,

i.e., its nth component is of weight n for any n ∈ Z. In order to prove that
H is pure it is sufficient to check that H•(Mγ ,Wγ) is pure. Indeed, in this
case the spectral sequence

H•(Mγ ,Wγ)⊗H•(B Gγ) =⇒ H•(Muniv
γ ,W univ

γ )

collapses because H•(B Gγ) is pure, and hence for every weight n we have
a complex supported only in degree n. Examples of pure COHA include all
quivers with zero potentials as well as the above example of Q1 with one
vertex, one loop and an arbitrary potential. For R = C[t, t−1] (quiver Q1

with an invertible loop), and W = 0, the corresponding COHA is not pure.

Remark 4.1. (a) In the case when R is the path algebra of a quiver Q,
the space of representations Mγ is the space of collections of matri-
ces. Integrals of exp(Wγ/u) over appropriate non-compact cycles in
Mγ (usually over the locus of Hermitean or unitary matrices) are
exactly objects of study in the theory of matrix models in mathe-
matical physics. Those integrals are encoded in the comparison iso-
morphism between Betti and de Rham realizations of H•EHMS(Mγ/Gγ)
and can be interpreted as periods of the corresponding “exponential
motives”.

(b) The non-zero constant u parametrizing the comparison isomorphism
corresponds to the string coupling constant gs. Notice that the param-
eter u is the same for all dimension vectors γ. Moreover, we do not
have neither a distinguished integration cycle nor a volume element.
As a result we do not consider the “large N” (in our notation “large
|γ|”) behavior of matrix integrals.

(c) Barannikov developed (see [4]) a generalization of the notion of Calabi–
Yau algebra in terms of BV-formalism for multi-trace functionals (i.e.,
products of trace functionals). It seems that in his formalism there
is a distinguished volume element. The connection of his approach to
our work is not clear, because multi-trace functionals do not enjoy the
additivity property with respect to the direct sum of representations.
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4.8. Example: linear potentials and cohomological dimension 2

We calculate an exponential motive in the following general situation. Let
π : X → Y be a fibration by affine spaces between smooth equidimensional
algebraic varieties over k endowed with an action of an affine algebraic group
G, and f ∈ O(X)G be a function which is affine along fibers of π (i.e., f is
a polynomial of degree � 1 on π−1(y) for ∀y). Denote by Z ⊂ Y the closed
subvariety Z ⊂ Y of points y ∈ Y such that f is constant on π−1(y), and let
fZ be the induced function on Z.

Proposition 4.5. Under the above assumptions, there is a natural isomor-
phism

H•(X/G, f) � H•c(Z/G,−fZ)∨ ⊗ T
⊗dimY/G,

where the cohomology of a stack is defined via the universal bundle construc-
tion as in Section 1.

Proof. Notice first that

H•(X − π−1(Z), f) � 0,

because f∗(QX−π−1(Z)) is a constant sheaf on A
1
k, and the projector Π used

in the definition of exponential cohomology in any realization kills constant
sheaves. The same is true for equivariant cohomology. Applying the duality
we see that H•c((X − π−1(Z))/G,−f) vanishes. Hence, (from the long exact
sequence of pair (X,X − π−1(Z))) we see that the direct image induces an
isomorphism

H•c(π
−1Z/G,−f|π−1(Z)) � H•c(X/G,−f).

Applying Poincaré duality for X/G and Thom isomorphism for the affine
fibration π−1(Z) → Z, we obtain the statement of the Proposition. �

Let R0 be an I-bigraded smooth algebra and N be a finitely generated
projective R0-bimodule. Then the free algebra R generated by N over R0,

R = R0 ⊕N ⊕ (N ⊗R0 N)⊕ . . .

is again an I-bigraded smooth algebra. We assume that both Euler forms
for R and R0 are represented as pullbacks of forms χR and χR0 on Z

I . For
example, R0 can be the path algebra of a quiver Q0 with vertex set I, and
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R can be the path algebra of a larger quiver Q ⊃ Q0 with the same vertex
set.

Let W = W (0) +W (1) ∈ R/[R,R] be a potential which comes from an
element W̃ = W̃ (0) + W̃ (1) ∈ R0 ⊕N ⊂ R. Then for any dimension vector
γ ∈ Z

I
�0 the representation space Mγ for R is a vector bundle over the space

M0
γ parametrizing γ-dimensional representations of R0, and the potential

Wγ is affine along fibers. Hence, we can apply the above Proposition.
We obtain

Hγ � H•c(M
1
γ/Gγ ,−W (0)

γ )∨ ⊗ T
−⊗χR0 (γ,γ),

where M1
γ ⊂ M0

γ is a closed Gγ-invariant subvariety parametrizing fibers of
fibration Mγ → M0

γ along which W̃
(1)
γ vanishes. It is easy to see that M1

γ is
the variety of representations of a certain quotient algebra R1 = R0/J of
R0. The two-sided ideal J is the image of the evaluation morphism

HomR0−mod−R0(N,R0) → R0, φ 	→ φ(W̃ (1)).

For example, if R0 is path algebra of a quiver Q0 with vertex set I, a
larger quiver Q is obtained from Q0 by adding finitely many edges, and the
potential W (1) is a cyclic polynomial in arrows of Q, which is linear in new
edges, then R1 is the quotient of R0 by the relations ∂W (1)/∂α = 0 for all
α ∈ Edges(Q)− Edges(Q0). In particular, any finitely presented I-bigraded
algebra can be obtained in such a way as R1 = R0/J .

Algebra R1 is isomorphic to H0(R′1), where R′1 is a differential graded
algebra concentrated in non-positive degrees. Forgetting the differential we
see that the algebra R′1 is smooth. It is generated (over the algebra R0 placed
in degree 0) by the bimodule M := HomR0−mod−R0(N,R0 ⊗R0) placed in
degree −1. Element W̃ gives a differential d : α 	→ mult ◦ α(W̃ ), α ∈M ,
where mult : R0 ⊗R0 → R0 is the product. Clearly d(α) = 0 for α ∈ R0.
If R1 is quasi-isomorphic to R′1 then R1 has global cohomological dimen-
sion � 2. Examples include preprojective algebras and algebras of functions
on smooth affine surfaces. In general, the abelian category of R1-modules
admits a natural dg-enhancement such that for any two objects one has
Ext-groups only in degrees 0, 1, 2.

Remark 4.2. This construction indicates that it should be possible to
define Cohomological Hall algebra for a larger class of abelian categories than
R-mod, e.g., for the category of coherent sheaves on any smooth projective
surface. For such categories moduli stacks of objects are not smooth (and
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not of finite type), but have virtual fundamental classes (as functionals on
the cohomology with compact support) as well as virtual dimensions.

5. Stability conditions, wall-crossing and motivic DT-series

In this section, we introduce the generating series which is an analog of the
motivic Donaldson–Thomas series from [33]. It is defined in terms of COHA
of a smooth I-bigraded algebra with potential. A choice of stability function
gives rise to a “PBW decomposition” of the generating series with factors
parametrized by different rays in the upper-half plane. We also study how
the series changes under a mutation of quiver with potential.

5.1. Stability and Harder–Narasimhan filtration

Let us fix a smooth I-bigraded algebra R over k (possibly endowed with a
potential, or even with a closed 1-form), for a given finite set I. Also we fix
an algebraic closure k of the ground field k. We have two abelian categories:
A which is k-linear and whose objects are k-points of schemes Mγ , and its
k-linear cousin Ak which is k-linear and whose objects are k-points of Mγ .
We will work mostly with Ak.

Definition 5.1. For given I, a central charge Z (a.k.a. stability function)
is an additive map Z : Z

I → C such that the image of any of the standard
base vectors lies in the upper-half plane H+ := {z ∈ C | Im(z) > 0}. Central
charge Z is called ‘generic’ if there are no two Q-independent elements of
Z
I
�0, which are mapped by Z to the same straight line.

Let us fix a central charge Z. Then for any non-zero object 0 �= E ∈
Ob(Ak) one defines

Arg(E) := Arg(Z(cl(E))) ∈ (0, π),

where γ = cl(E) ∈ Z
I
�0 is the dimension vector of the object E, i.e., E ∈

Mγ(k). We will also use the shorthand notation Z(E) := Z(cl(E)).

Definition 5.2. A non-zero object E is called semistable (for the central
charge Z) if there is no non-zero subobject F ⊂ E such that Arg(F ) >
Arg(E).
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It is easy to see that the set of semistable objects is the set k-points of a
Zariski open Gγ-invariant subset Mss

γ ⊂ Mγ(k) defined over k. In particular
it is smooth.

Any non-zero object E of Ak admits a canonical Harder–Narasimhan
filtration (HN-filtration in short), i.e., an increasing filtration 0 = E0 ⊂ E1 ⊂
· · · ⊂ En = E with n � 1 such that all the quotients Fi := Ei/Ei−1, i =
1, . . . , n are semistable and

Arg(F1) > · · · > Arg(Fn).

It will be convenient to introduce a total order ≺ (a lexicographic order
in polar coordinates) on the upper-half plane by

z1 ≺ z2 iff Arg(z1) > Arg(z2) or {Arg(z1) = Arg(z2) and |z1| > |z2|}.

One can show easily that if 0 = E0 ⊂ E1 ⊂ . . . is a HN-filtration of a non-
zero object E, then E does not contain a subobject F ⊂ E with

Z(F ) ≺ Z(E1),

and the unique non-zero subobject F ′ of E with Z(F ′) = Z(E1) is F ′ = E1.
For a non-zero γ ∈ Z

I
�0 let us denote by P(γ) the set of collections

γ• = (γ1, . . . , γn), n � 1, such that
n∑

i=1

γi = γ,

where γi, i = 1, . . . , n are non-zero elements of Z
I
�0 satisfying

Arg(Z(γ1)) > Arg(Z(γ2)) > · · · > Arg(Z(γn)).

We introduce a partial “left lexicographic” order on by P(γ) by the formula

(γ′1, . . . , γ
′
n′) < (γ1, . . . , γn) if ∃i, 1 � i � min(n, n′) such that

γ′1 = γ1, . . . , γ
′
i−1 = γi−1 and Z(γ′i) ≺ Z(γi).

This order is in fact a total order for generic Z. We denote by Mγ;γ1,...,γn

the constructible subset of Mγ whose k-points are objects E ∈ Mγ(k) which
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admit an increasing filtration 0 = E0 ⊂ E1 ⊂ · · · ⊂ En such that

cl(Ei/Ei−1) = γi, i = 1, . . . , n.

One can see that the subset Mγ;γ1,...,γn
is closed, because Mγ;γ1,...,γn

is the
image under projection to Mγ of a closed subset in the product of Mγ and
of the appropriate flag varieties associated with the vertices of the quiver.

Lemma 5.1. For any non-zero γ ∈ Z
I
�0 and any γ• ∈ P(γ) the complement

Mγ,γ• − ∪γ′•<γ•Mγ,γ′•

coincides with the constructible subset MHN
γ,γ• ⊂ Mγ consisting of representa-

tions whose HN-filtration has type γ•.

Proof. First, take E ∈ MHN
γ,γ• and assume that E ∈ Mγ,γ′• for some γ′• < γ•.

Hence we have two filtrations on E, the HN-filtration EHN
• and a filtration E′•

with quotients with dimension vectors γ′•. Denote by i the minimal index for
which γi �= γ′i. It is easy to show by induction that both filtrations coincide
up to index i− 1, and that the inequality Z(γ′i) ≺ Z(γi) is not compatible
with the stability of the quotient EHN

i /EHN
i−1. Hence our assumption cannot

be satisfied.
Conversely, let us assume that E ∈ Mγ,γ• does not belong to MHN

γ,γ• .
Denote by EHN

• the HN-filtration for E, and by E• any filtration with dimen-
sions of quotients given by the vector γ•. Let us denote by i the minimal
index for which γHN

i �= γi. We have as above Ej = EHN
j for all j < i, and

Ei �= EHN
i . Then EHN

i /EHN
i−1 is the lowest non-zero term in the HN-filtration

for E/EHN
i−1, and Ei/E

HN
i−1 �= EHN

i /EHN
i−1. Hence we have Z(γHN

i ) ≺ Z(γi).
Therefore, we have γHN

• < γ•, and E belongs to the union ∪γ′•<γ•Mγ,γ′• . �
For any non-zero γ ∈ Z

I
�0 and any γ• ∈ P(γ), we define a closed set

Mγ,�γ• := ∪γ′•�γ•Mγ,γ′• .

Let us assume for simplicity that Z is generic, hence the partial order <
is a total order. Above considerations imply that we get a chain of closed
sets whose consecutive differences are exactly sets MHN

γ,γ• . Taking the com-
plements, we obtain a chain of open subspaces

∅ = U0 ⊂ U1 ⊂ · · · ⊂ UNγ
= Mγ ,

where Nγ := #P(γ) is the number of elements of the finite set P(γ). The
consecutive differences Ui − Ui−1 are exactly locally closed spaces MHN

γ,γ• .
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This chain is obviously invariant under the action of Gγ , and we obtain a
chain of open subspaces

Uuniv
l ⊂ Muniv

γ , l = 0, . . . , Nγ .

5.2. Spectral sequence converging to Hγ

The chain of open subspaces (Ul)l=0,...,Nγ
introduced above, leads to a spec-

tral sequence converging to Hγ = H•Gγ
(Mγ ,Wγ) with the first term

Nγ⊕

l=1

H•Gγ
(Ul, Ul−1,Wγ).

Theorem 5.1. In the above notation, the first term is isomorphic to

⊕

n�0

⊕

γ1,...,γn∈ZI
�0−0

Arg γ1>···>Arg γn

H•∏
i∈I Gγi

(Mss
γ1
× · · · ×Mss

γn
,Wγ)⊗ T

⊗
∑

i<j(−χR(γi,γj)).

Proof. First, for a given decomposition γ• = (γ1, . . . , γn) ∈ P(γ), we define
Mγ1,...,γn

⊂ Mγ as the space of representations of R in coordinate spaces,

such that collections of standard coordinate subspaces (k
∑

j�k γ
j
i )i∈I form a

subrepresentation of R for any k = 0, . . . , n. This space is smooth, because
it is the scheme of representations of R in a finite-dimensional algebra (the
product over i ∈ I of algebras of block upper-triangular matrices). Denote
by Mss

γ1,...,γn
⊂ Mγ1,...,γn

the open subspace consisting of representations such
that the associated subquotients of dimension vectors γi, i = 1, . . . , n are
semistable. In particular, Mss

γ1,...,γn
is smooth.

It follows from definitions that

MHN
γ,γ• � Gγ ×Gγ1,...,γn

Mss
γ1,...,γn

,

where Gγ1,...,γn
⊂ Gγ is the group of invertible block upper-triangular matri-

ces, acting naturally on Mγ1,...,γn
and on Mss

γ1,...,γn
. This formula shows that

MHN
γ,γ• is a smooth manifold. Its codimension in Mγ can be easily calculated:

codim MHN
γ,γ• = −

∑

i<j

χR(γi, γj).
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For given γ• ∈ P(γ), the component of the first term of the spectral sequence,
corresponding to MHN

γ,γ• , has the form

H•Gγ
(Ul, Ul−1,Wγ)

for some l, 1 � l � Nγ , where MHN
γ,γ• is a closed Gγ-invariant submanifold of

the manifold Ul, with the complement Ul −MHN
γ,γ• equal to Ul−1. Hence, by

Thom isomorphism we see that this component can be written as

H•Gγ
(MHN

γ,γ• ,Wγ)⊗ T
⊗(−

∑
i<j χR(γi,γj)).

Finally, using the isomorphism

H•Gγ
(MHN

γ,γ• ,Wγ) � H•Gγ1,...,γn
(Mss

γ1,...,γn
,Wγ)

and A
1-homotopies

Mss
γ1
× · · · ×Mss

γn
∼ Mss

γ1,...,γn
, Gγ1 × · · · × Gγn

∼ Gγ1,...,γn
,

we obtain the statement of the theorem. �

Alternatively, one can use cohomology with compact support of smooth
Artin stacks MHN

γ,γ•/Gγ with potential Wγ ; see Section 5.4.
Let V ⊂ H+ be a sector, i.e., V=V + V=R>0 · V and 0 /∈ V . Denote by

MV,γ ⊂ Mγ the set of all representations whose HN-factors have classes in
Z−1(V ). It is easy to see that for any γ the set MV,γ is Zariski open and
Gγ-invariant. We define the Cohomological Hall vector space by

HV := ⊕γHV,γ = ⊕γH•Gγ
(MV,γ ,Wγ).

Similarly to Theorem 5.1, one has a spectral sequence converging to HV

where we use only rays lying in V . In general the space HV does not carry
a product, because the corresponding Grassmannians are not necessarily
closed. Nevertheless, for V being a ray l = exp(iφ) · R>0 (as well as for V
equal to the whole upper-half plane), the product is well defined (and is
twisted associative) because the corresponding Grassmannians are closed.

If we assume that the restriction of the bilinear form χR to the sublattice
Z−1(exp(iφ) · R) is symmetric (e.g., it always holds for generic Z), then we
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have the modified untwisted associative product on

Hmod
l := ⊕γ∈Z−1(l) Hl,γ ⊗

(
T
⊗1/2
)⊗χR(γ,γ)

, l := exp(iφ) · R>0

The decomposition in Theorem 5.1 means that the twisted algebra H =
HH+ “looks like” (i.e., related by a spectral sequence with) a clockwise
ordered product of twisted algebras Hl over the set of rays l. This is similar
to a decomposition for universal enveloping algebras which follows from the
Poincaré–Birkhoff–Witt theorem. Namely, if g = ⊕γ∈ZI

�0−{0}gγ is a graded
Lie algebra (over any field), then for any ray l ⊂ H+ we have Lie subalgebra
gl := ⊕γ∈Z−1(l)gγ , and

�⊗

l

Ugl
∼−→ Ug.

In the case of COHA the twisted algebras Hl are not naturally realized as
twisted subalgebras of H, there is only a homomorphism of graded spaces
H → Hl given by the restriction morphism for the inclusions Mss

γ ↪→ Mγ .
In the special case of quiver A2 and Betti cohomology, there are embed-

dings of algebras Hl ↪→ H (with cohomological Z/2Z-grading), as follows
from direct calculations (see Section 2.8), and the clockwise ordered prod-
uct indeed induces an isomorphism

�⊗

l

Hl
∼−→ H.

Finally, we should warn the reader of a possible caveat. Namely, the
calculation from section 4.8 is not applicable to HV,γ for general V because
corresponding spaces MV,γ are only Zariski open subsets, and do not form
themselves fibrations by affine spaces. Therefore, the stability in the ambi-
ent category of cohomological dimension 1 is not directly related with the
stability in the smaller category of cohomological dimension 2.

5.3. Generating series and quantum tori

The cohomology theory H• used in the definition of Cohomological Hall
algebra takes values in a Tannakian category C. In other words, cohomology
carries an action of a pro-affine algebraic group, which we call the motivic
Galois group Galmot

H for the theory H. We assume that there is a notion of
weight filtration in C. For example, in the case of rapid decay Betti (ten-
sored by Q) or de Rham cohomology we consider H•(X) for any variety
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X as a vector space graded by cohomological degree and endowed with the
weight filtration. In terms of Galmot

H this means that we have an embedding
w : Gm ↪→ Galmot

H (defined up to conjugation) such that the Lie algebra of
Galmot

H has non-positive weights with respect to the adjoint Gm-action. For
any representation E of Galmot

H the weight filtration is defined by

WiE := ⊕j�iEj , i, j ∈ Z,

where Ej ⊂ E is the eigenspace of w(Gm) with weight j.
Let us consider the K0-ring M of tensor category C (i.e., of the category

of finite-dimensional representations of Galmot
H ). It contains an invertible

element L corresponding to the Tate motive H2(P1) of weight +2. We com-
plete M by adding infinite sums of pure motives with weights approaching
to +∞. Notice that this completion (which we denote by M̂) differs from
the completion used in the theory of motivic integration, where weights are
allowed to go to −∞.

With any I-bigraded smooth algebra R and a bilinear form χR compat-
ible with the Euler form, we associate the following series with coefficients
in M̂:

A = A(R,W ) :=
∑

γ∈ZI
�0

[Hγ ] eγ ,

where variables eγ are additive generators of the associative unital algebra
R+ over M isomorphic to the subalgebra of the motivic quantum torus R
introduced in [33]. The relations are given by the formulas

eγ1 · eγ2 = L
−χR(γ1,γ2)eγ1+γ2 ∀γ1, γ2 ∈ Z

I
�0, e0 = 1,

and the coefficient of the series A is given by

[Hγ ] :=
∑

k�0

(−1)k[Hk
Gγ

(Mγ ,Wγ)] ∈ M̂.

Series A belongs to the completion R̂+ consisting of infinite series in eγ .
It has the form

A = 1 + higher order terms

and is therefore invertible.

Definition 5.3. We call A the motivic Donaldson–Thomas series of the
pair (R,W ).
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The series A can be written in a more explicit form using the following
result.

Lemma 5.2. For any scheme X of finite type endowed with an action of
the affine algebraic group G =

∏
i GL(ni) and a function f ∈ O(X)G, one

has the following identity in M̂:

[H•G(X, f)] = [H•(X, f)] · [H•(BG)] =
[H•(X, f)]

∏
i(1− L) . . . (1− Lni)

.

Proof. There is a filtration of (a finite approximations of) the classifying
space BG by open subschemes such that the universal G-bundle is triv-
ial in consecutive differences. The spectral sequence associated with such a
filtration gives the result. �

In the basic example of the quiver Q0 = A1 with one vertex and no edges,
the motivic DT-series is

A = 1 +
1

1− L
e1 +

1
(1− L)(1− L2)

e2 + . . .

=
∑

n�0

L
n(n−1)/2

(1− L) . . . (1− Ln)
en1 = (−e1; L)∞ =

∏

n�0

(1 + L
ne1).

Let Z : Z
I → C be a central charge. Then for any sector V ⊂ H+ we

define the motivic DT-series associated with V such as follows:

AV :=
∑

γ∈ZI
�0

[HV,γ ] eγ .

The spectral sequence from Section 5.2 implies the following Factorization
Formula:

A = AH+ =
�∏

l

Al,

where the product is taken in the clockwise order over all rays l ⊂ H+

containing non-zero points in Z(ZI�0) (i.e., in the decreasing order of the
arguments of complex numbers). Each factor Al corresponds to semistable
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objects with the central charge in l:

Al = 1 +
∑

γ∈Z−1(l)

∑

k�0

(−1)k[Hk
Gγ

(Mss
γ ,Wγ)] eγ ∈ R̂+.

Also, for any pair of disjoint sectors V1, V2 ⊂ H+ whose union is also a sector,
and such that V1 lies on the left of V2, we have

AV1∪V2 = AV1AV2 .

It will be convenient also to rewrite series A in rescaled variables. Let
us add an element L

1/2 to M̂, satisfying the relation (L1/2)2 = L and define
rescaled quantum variables by

êγ := (−L
1/2)−χR(γ,γ) eγ .

The rescaled variables satisfy the relation

êγ1 · êγ2 = (−L
1/2)−〈γ1,γ2〉êγ1+γ2 ,

where

〈γ1, γ2〉 := χR(γ1, γ2)− χR(γ2, γ1)

is a skew-symmetric bilinear form on Z
I . Then we have:

A =
∑

γ∈ZI
�0

(−L
1/2)χR(γ,γ)[Hγ ] êγ =

∑

γ∈ZI
�0

(−L
1/2)χR(γ,γ)[H•(Mγ ,Wγ)]∏
i(1− L) . . . (1− Lγ

i)
êγ

=
∑

γ

(−L
1/2)− dim Mγ/Gγ [H•Gγ

(Mγ ,Wγ)]êγ .

In the basic example of quiver Q0 the motivic DT-series is A = (L1/2ê1; L)∞.
In the case when χR is symmetric (i.e., 〈, 〉 = 0), the rescaled variables

are monomials in commuting variables

êγ1 · êγ2 = êγ1+γ2 ,

and the motivic DT-seriesA is the generating series for the Serre polynomials
of graded components of the associative (non-twisted) algebra Hmod with



Cohomological Hall algebra 289

the modified product (see Section 2.7):

A =
∑

γ∈ZI
�0

[Hmod
γ ] êγ .

In general, coefficients of the series A are rational functions in the variable
L

1/2 with coefficients in M.
There is a natural homomorphism given by the Serre polynomial

S : M[L±1/2] → Z[q±1/2], S([E]) :=
∑

n∈Z

dim GrWn (E) qn/2, S(L1/2) := q1/2,

where GrWw denotes the graded component of weight w with respect to the
weight filtration. Applying S to A we obtain a series S(A) =

∑
γ S([Hγ ])eγ

in quantum variables with coefficients in

Z[q±1/2, ((1− qn)−1)n=1,2,...] ⊂ Q((q1/2)).

For pure COHA the series S([Hγ ]) for any γ ∈ Z
I
�0 coincides with the

Hilbert–Poincaré series of the graded space Hγ in variable (−q1/2). There-
fore for the quiver Qd with zero potential, we obtain the same generating
series as in Section 2.5.

5.4. Reformulation using cohomology with compact support

It is instructive to revisit the factorization formula for the generating func-
tions using cohomology with compact support. If we apply the involution
D : M→M given by passing to dual motive, and extend it to the square
root of Tate motive by

D(L1/2) = L
−1/2,

we obtain the series

D(A) =
∑

γ∈ZI
�0

[Hc,Gγ
(Mγ ,−Wγ)]D(eγ) =

∑

γ∈ZI
�0

[Hc(Mγ ,−Wγ)]
[Hc(Gγ)]

D(eγ)

=
∑

γ∈ZI
�0

(−L
1/2)χR(γ,γ)[H•c(Mγ ,−Wγ)]∏

i(Lγ
i − 1) . . . (Lγi − Lγ

i−1)
D(êγ),
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where the dual quantum variables satisfy the relations:

D(eγ1) ·D(eγ2) = L
−χR(γ2,γ1)D(eγ1+γ2),

D(êγ) = (−L
1/2)−χR(γ,γ)D(eγ), D(êγ1) ·D(êγ2) = (−L

1/2)+〈γ1,γ2〉D(êγ1+γ2).

The series D(A) is analogous to the generating series considered in [33]
(up to the sign change L

1/2 	→ −L
1/2). Namely, we can associate with R an

ind-constructible three-dimensional Calabi–Yau category with the
t-structure whose heart is equivalent to the full subcategory of the cate-
gory of finite-dimensional R-modules, consisting of critical points of Wγ ,
γ ∈ Z

I
�0. This category is ind-constructible, it carries a canonical orienta-

tion (in the sense of [33]), and its motivic DT-series introduced in the loc.cit.
has essentially the same form as D(A), but with the rapid decay cohomol-
ogy replaced by the cohomology with coefficients in the sheaf of vanishing
cycles. All this will be discussed in Section 7.10.

The argument with spectral sequences in Section 5.2 becomes more
direct for the compactly supported cohomology. Namely, for any stratified
Artin stack S endowed with a function f we have the identity

[Hc(S, f)] =
∑

α

[Hc(Sα, f)],

where (Sα) are strata.
The calculation in Section 4.8 is also more convenient in the case of

cohomology with compact support. We will illustrate it below in Section 5.6.
In particular, in the case when the potential is linear in additional arrows
we obtain series

∑

γ

[Hc(Sγ)] · (−L
1/2)− dimvirt SγD(êγ),

where Sγ = M1
γ/Gγ is the stack of representations of the dg-algebra R′1 (in

the notation from Section 4.8) of dimension vector γ. The virtual dimension
of Sγ is equal to −χR′

1
(γ, γ), where χR′

1
is a lift to Z

I of the Euler form of
the dg-category of finite-dimensional R′1-modules.

In the case when the ground field k = Fq has finite characteristic p > 0
we can apply the multiplicative numerical invariant from Section 4.6. The
resulting series is

∑

γ∈ZI
�0

∑

E∈Mγ(k)/ iso

exp
(
−2πi

p TraceFq/Fp
(W (E))

)

|Aut(E)| D(eγ).
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Also, the multiplication of the variables D(eγ) has a very transparent form:

1
|Aut(E1)|

D(eγ1) ·
1

|Aut(E2)|
D(eγ2)

=
∑

E1→E→E2

1
|Aut(E1 → E → E2)|

D(eγ1+γ2),

where E1, E2 have dimension vectors γ1, γ2 respectively.

5.5. Classical limit

Let us add to the quantum torus additional invertible generators (fi)i∈I
satisfying the relations

fi · fj = fj · fi, fi · eγ = L
γi

eγ · fi ∀i, j ∈ I, γ ∈ Z
I .

For any i0 ∈ I we define an invertible series A(i0) in variables eγ by the
formula

A · fi0 ·A−1 = A(i0) · fi0 ⇔ A(i0) := A · (fi0A f−1
i0

)−1.

More generally, we define an element A(γ) for any γ ∈ Z
I such as follows:

A(γ) := A · (fγA f−γ)−1, fγ :=
∏

i∈I
fγ

i

i .

It is equal to a finite product of elements A(i) and of conjugates of these
elements by monomials in fj (or inverses of such expressions). Also one has

A · eγ ·A−1 = A(γ′) · eγ , (γ′)i :=
∑

j

cijγ
j .

where (cij)i,j∈I is the matrix in the standard basis of the skew-symmetric
form 〈, 〉 = χR − (χR)t on Z

I . E.g. for the case of a quiver in notation of
Section 2.1 one has

cij = aji − aij .

Theorem 5.2. For every γ ∈ Z
I each coefficient of the series A(γ) belongs

to the subring M of M̂.
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Therefore, we can apply Euler characteristic and obtain a symplecto-
morphism T of the classical symplectic double torus9 with coordinates

(ecli , f
cl
i )i∈I ,

given by the following automorphism of the algebra of functions:

ecli 	→
∏

j∈I
(A(j),cl)cjiecli , f cli 	→ A(i),cl f cli ,

where A(i),cl is a series with integer coefficients in variables (eclj )j∈I given by

A(i),cl := χ(A(i)).

Here χ denotes the Euler characteristic. Symplectomorphism T is the clas-
sical limit limq1/2→1 Ad(S(A)) where S denotes Serre polynomial (cf. [33]).

Proof. It is sufficient to prove that A(i) has coefficients in M for any i ∈ I.
Let us fix a vertex i = i0 ∈ I. Let us consider a larger index set Ĩ = I  {i∗0},
where i∗0 is a new vertex, and a larger algebra R̃ bigraded by Ĩ in such a
way that a representation Ẽ of R̃ is the same as a triple (E, V, φ), where E
is a representation of R, vector space V = Ei∗0 := pi∗0(Ẽ) is associated with
i∗0, and φ is a map from V to the space pi0E. Here pi denotes the projector
corresponding to the vertex i. If R is the path algebra of a quiver Q with
the set of vertices I, then R̃ is the path algebra of a new quiver Q̃ obtained
from Q by adding a new vertex i∗0 and an arrow from i∗0 to i0. We extend
the potential from R to R̃ ⊃ R in a straightforward way.

For the representations of the modified algebra R̃ we consider two sta-
bility conditions Z = (zi)i∈Ĩ : one with zi∗0 very far to the left of all (zi)i∈I ,
and the one with zi∗0 on the right. For these two stability conditions we
compare the coefficients of the monomials in the Factorization formula from
Section 5.2 with dimension at i∗0 equal to one. This leads to the following
equality:

⎛

⎝
∑

γ∈ZI
�0

[H•(M(i0)
γ /Gγ ,Wγ)] eγei∗0

⎞

⎠ ·A = A · ei∗0

9Symplectic double torus is naturally associated with the “double” lattice Z
I ⊕

(ZI)∨; see [33].
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where M
(i0)
γ is the set of pairs (E, v), where E is a representation of R with

dimension vector γ and a cyclic vector v ∈ Ei0 . Therefore, we have:

A(i0) =
∑

γ∈ZI
�0

[H•(M(i0)
γ /Gγ ,Wγ)]eγ .

The gauge group Gγ acts freely on M
(i0)
γ , hence cohomology of the quotient

is finite-dimensional. �

All the above considerations can be generalized to the case of a stability
condition and of a sector V ⊂ H+. Finiteness of coefficients of the series
A

(i),cl
V cannot be proven in the same way as above, but it can be deduced

from a very powerful integrality result proven in the next section.

5.6. Examples

First of all, any quiver with zero potential gives a kind of q-hypergeometric
series:

A =
∑

γ∈ZI
�0

[H•(BGγ)] eγ =
∑

γ∈ZI
�0

(−L
1/2)χQ(γ,γ)

∏
i(1− L) . . . (1− Lγ

i)
êγ .

Applying mutations from the next section, one can get further examples
with non-zero potentials.

One can easily write an explicit formula for the symplectomorphism T
in the case of a quiver with zero potential. This is a result of Reineke (see
[47]). We give a sketch of the proof for completeness.

Theorem 5.3. For a quiver Q with incidence matrix (aij)i,j∈I and zero
potential, series A(i),cl are algebraic functions, and they form a unique solu-
tion (in invertible formal series) of the system of polynomial equations

A(i),cl = 1 + ecli ·
∏

j∈I
(A(j),cl)aij .

Proof. We have to calculate the Euler characteristic of the non-commutative
Hilbert scheme, parameterizing representations with cyclic vector (see proof
of Theorem 5.2). First, we parametrize the set of arrows between vertices
i, j ∈ I by α, 1 � α � aij . Then one can apply the action of the torus G

∑
ij aij

m

acting by rescaling arrows of the quiver. A fixed point of this action is either
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the trivial 0-dimensional representation, or it corresponds to a collection of∑
j aij torus-invariant representations with cyclic vectors uj,α for j ∈ I, 1 �

α � aij , such that the cyclic vector v in the original representation is mapped
to uj,α by the arrow i→ j corresponding to α. The proof follows. �

If the quiver is acyclic then all the series A(i),cl are rational functions,
and the symplectomorphism T gives a birational map. The same is true for a
quiverQ given by a clockwise orientedN -gon for anyN � 3. It was suggested
in [33], Section 8.4, that in such a situation it is natural to compose map T
with the antipodal involution of the classical symplectic double torus. Using
the relation of symplectomorphisms and mutations as in [33] one obtains
the following result, which we formulate using the standard terminology of
cluster algebras (see e.g. [19, 18]).

Theorem 5.4. Let Q be an acyclic quiver which is obtained by mutations
from a Dynkin quiver. Then the birational map given by

xi 	→ x̃i :=

⎛

⎝xi
∏

j

g
aij−aji

j

⎞

⎠

−1

, yi 	→ ỹi := (giyi)−1

where (gi)i∈I is the unique solution of the system of equations

gi = 1 + xi
∏

j

g
aij

j ∈ Z[[(xj)j∈I ]],

induces the birational automorphisms of X -torus with coordinates (xi)i∈I
and A-torus with coordinates (yi)i∈I of the order either h+ 2 or (h+ 2)/2
depending on the Dynkin diagram, where h is the Coxeter number (cf. with
Coxeter automorphism from [57]).

Here X -torus is a quotient of the double torus under the projection
((xi)i∈I , (yi)i∈I) 	→ (xi)i∈I , and A-torus is a subtorus of the double torus
given by the system of equations xi =

∏
j∈I y

aij−aji

j , i ∈ I (see [18] for the
details).

Here we the use alleviated notation xi = ecli , yi = f cli , gi = A(i),cl.
The formula for the transformation from variables (xi)i∈I to (x̃i)i∈I can

be rewritten in a more symmetric form:

xi =
gi − 1
∏
j g

aij

j

, x̃i =

∏
j g

aji

j

gi − 1
.
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In the next example, Q = Q3 is the quiver with one vertex and three
loops x, y, z, and the potential is W = xyz − zyx.

Proposition 5.1. For A := A(Q3,W ) we have the following formula:

A =
∏

n,m�1

(1− L
m−2 ên1 )−1.

Therefore A(1),cl =
∏
n�1(1− (ecl1 )n)−n is the MacMahon series (cf. [3]).

Proof. It is convenient to use the duality and the approach from Section 4.8.
Potential W is linear in variable z, hence we have:

D(A) =
∑

n�0

[H•c(Xn)] tn, t := D(ê1),

where Xn is the stack of n-dimensional representations of the polynomial
algebra k[x, y]. The virtual dimension of Xn is zero.

In general, for any stack S endowed with a map w : S → Z≥0 (the target
is a countable set understood as a stack), such that for any k ≥ 0 the fiber
w−1(k) is an Artin stack of finite type, we denote by H•c(S) an infinite series∑

k≥0[H
•
c(w

−1(k))]tk, with coefficients of the λ-ring M̂. The action of λ-
operations on the variable t is defined as λ�2(t) = 0. Hence we can write
D(A) = [H•c(X)] where X :=  n≥0Xn, w(Xn) := {n}.

It is a general property of λ-rings that any series F of the form 1 +
· · · ∈ M̂[[t]] can be written uniquely as Sym(G), where the series G has
zero constant term (see e.g. [31] or Section 6.1 below). We will denote G
by Logλ(F ). Explicitly it is given by Harrison complex of a commutative
algebra, see Section 6.6 for a related material.

It is convenient to introduce the following notation: for a stackA endowed
with a map w : A→ Z≥1 with fibers w−1(k), k ≥ 1 of finite type, and for
another stack B of fintie type, we denote

(pt  A)B :=  n≥0(An × (Bn −DiagBn ))Symn

by analogy with the Newton formula

(1 + a)b =
∑

n≥0

an · b(b− 1) . . . (b− n+ 1)
n!

.
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Here DiagBn ⊂ Bn is the union of all diagonals, and the “weight” function w
is defined on (pt  A)B by the formula

w([a1, . . . , an, b1, . . . , bn)]) =
∑

i

w(ai).

Then one can check easily that

Logλ([H
•
c((pt  A)B)]) = [H•c(B)] · Logλ([H

•
c(pt  A)]).

Now we apply this formula to our situation. Let us denote by X
(0)
+ ⊂

 n�0Xn the substack consisting of nilpotent representations of k[x, y] (i.e.,
for any n ≥ 1 both x, y act in the n-dimensional representation by operators
whose nth power is zero). Then we have a constructible isomorphism of
Z≥0-graded stacks

(pt  X(0)
+ )A2

k � X.

The reason for this identity is that any finite-dimensional k[x, y]-module
is canonically isomorphic to a direct sum of shifts of non-trivial nilpotent
modules by (x 	→ x+ c1, y 	→ y + c2) with where (c1, c2) ∈ G

2
a,k are different

points of a finite subset of A
2
k. This implies the identity

Logλ

⎛

⎝
∑

n�0

[H•c(Xn)] tn

⎞

⎠ = L
2 Logλ

⎛

⎝
∑

n�0

[H•c(X
(0)
n )] tn

⎞

⎠ ,

where the factor L
2 is equal to [H•c(A

2
k)] and X(0)

n = X(0) ∩Xn.
Similarly, we have

Logλ

⎛

⎝
∑

n�0

[H•c(X
(1)
n )] tn

⎞

⎠ = (L− 1) Logλ

⎛

⎝
∑

n�0

[H•c(X
(0)
n )] tn

⎞

⎠ ,

where X(1) denotes the stack of representations of k[x, y] in which x is
nilpotent and y is invertible. We claim that

∑

n�0

[H•c(X
(1)
n )] tn =

∏

n�1

(1− tn)−1.

Indeed, the contribution of any stratum of X(1)
n corresponding to a given

conjugacy class of the nilpotent operator x (i.e., corresponding to a partition
of n) is equal to [H•c(Gx/Gx)], where Gx is the normalizer of x in GLk(n),
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and we consider the stack Gx/Gx given by the adjoint action of Gx on
itself. Group Gx is the group of invertible elements in a finite-dimensional
associative algebra, hence it is an extension of the product of general linear
groups by a unipotent group. We can use Lemma 5.2 from Section 5.3 for
the calculation of the class, and obtain the equality

[H•c(Gx/Gx)] = 1.

Therefore, the generating series for [H•c(X
(1)
n )], n ≥ 0 is just the usual gen-

erating series for partitions. This implies the formula

Logλ

⎛

⎝
∑

n�0

[H•c(X
(1)
n )] tn

⎞

⎠ =
∑

n�1

tn,

and hence

D(A) = Sym

⎛

⎝L
2/(L− 1) ·

∑

n�1

tn

⎞

⎠ =
∏

n,m�1

(1− L
2−m tn)−1.

Applying the duality D we obtain the desired formula for A. �

In the final example quiver Q has three vertices I = {1, 2, 3}, six arrows
α12, α23, α31, β12, β23, β31 and potential

W = α31 · α23 · α12 + β31 · β23 · β12.

This example is interesting because it is invariant under mutations (cf.
[33], Section 8.4). Again, using the fact that W is linear in α31, β31, we
reduce the question to the calculation of [H•c(Sγ)], where Sγ , γ ∈ Z

3
�0 is the

stack of representations of Q of dimension vector γ with removed arrows
α31, β31, and relations α23 · α12 = β23 · β12 = 0. It has the same cohomol-
ogy as a similar stack for the quiver Q′ with five vertices I = 1, 1′, 2, 3, 3′,
six arrows α12, α23, β1′2, β23, β23′ , δ11′ , δ33′ with relations α23 · α12 = 0, β23′ ·
β1′2 = 0 and conditions that δ11′ , δ33′ are invertible. If one removes from Q′

the arrows δ11′ , δ33′ (which corresponds to the division by a simple factor
[H•c(GL(γ1)×GL(γ2))]) then one obtains a tame problem of linear algebra
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with 13 indecomposable objects and with dimension vectors
{

(γ1, γ1′
, γ2, γ3, γ3′

) | γi ∈ {0, 1}, γ1γ2γ3 = γ1′
γ2γ3′

= 0
}
.

The result is a complicated sum (over 13 indices) of q-hypergeometric type.
We do not know yet an explicit formula for the symplectomorphism T .

We should warn the reader that this example does not coincide with the
one from [33], Section 8.4. Namely, the mutation of quivers in the sense of
Fomin and Zelevinsky corresponds to quivers with generic formal potentials.
One of representatives of such a potential is

W ′ := W + α31 · β23 · α12 · β31 · α23 · β12.

Incidentally, such apotential is also polynomial and invariant under muta-
tions (simultaneously as polynomial and as a formal power series). For
potentials which are formal series one should use another cohomology the-
ory (critical cohomology from Section 8). The motivic DT-series for (Q,W )
and (Q,W ′) differ by some unknown factor 1 + · · · ∈ M̃[[e111]] in central
variable e111.

5.7. Mutations of quivers with potentials

Here we study an application of the product formula to the tilting (mutation)
of quivers with polynomial potentials. Results of this Section will not be used
in the rest of the paper, so the reader can jump to Section 6.1.

Let (Q,W ) be a quiver with potential. We fix a vertex i0 ∈ I of Q which
is loop-free (i.e., ai0i0 = 0 for the incidence matrix (aij)i,j∈I). We will write
the potential W as a finite k-linear combination of cycles (in other words,
cyclic paths) σ in Q

W =
∑

σ

cσσ,

where k is the ground field. For any vertex i ∈ I we have the corresponding
cycle (i) of length 0 (the image of the projector corresponding to i).

We define below the (right) “mutation” (Q′,W ′) of (Q,W ) at the vertex
i0. Our goal in this section is to establish a relation between generating series
A(Q,W ) and A(Q′,W ′) similar to the one from [33], Section 8.4.

The definition of (Q′,W ′) is similar to the standard one from [56] (in
the context of quivers whose potentials are formal cyclic series).

(1) The set of vertices of Q′ is the same set I.
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(2) The new set of arrows and new matrix (a′ij)i,j∈I are defined such as
follows:

a′i0i0 = 0;
a′i0j = aji0 , a

′
ji0

= ai0j for any j �= i0 (in terms of arrows: we reverse each
arrow α which has head or tail at i0, i.e., replace α by a new arrow α∗);

a′j1j2 = aj1j2 + aj1i0ai0j2 for j1, j2 �= i0 (in terms of arrows: for every pair

of arrows i0
β→ j2, j1

α→ i0, we create a new arrow j1
[βα]→ j2)10.

(3) The mutated potential W ′ is defined as a sum of three terms:

W ′ = W1 +W2 +W3,

where

W1 =
∑

j1
α→i0

β→j2

β∗ · [βα] · α∗,

W2 =
∑

σ �=(i0)

cσσ
mod,

W3 = c(i0)

⎛

⎝−(i0) +
∑

j
α→i0

(j)

⎞

⎠ = c(i0)

⎛

⎝−(i0) +
∑

j∈I
aji0(j)

⎞

⎠ .

Let us explain the notation in the formulas for Wi, i = 1, 2, 3.
The summand W1 consists of cubic terms generated by cycles from i0

to i0 of the form β∗ · [βα] · α∗, and it can be thought of as a “Lagrange
multiplier”.

The summand W2 is obtained from W by modifying each cycle σ (except
(i0)) to a cycle σmod such as follows: for each occurrence of i0 in the cycle
σ (there might be several of them) we replace the consecutive two-arrow

product
(
i0

β→ j′
)
·
(
j
α→ i0

)
of σ by an arrow

[βα]

j → j′. New cycle is denoted
by σmod, and it is taken with the same coefficient cσ. In particular, if σ does
not contain i0 then σmod = σ. This modification procedure is not applicable
only to the cycle (i0) of zero length.

The last summand W3 can be thought of as a modification of the term
in W corresponding to the exceptional cycle (i0). There is also a version of
W3 for the left mutation in which the same sum is taken over all arrows
with the head (and not the tail) at i0.

10Since we use left kQ-modules our notation for the composition of arrows is
compatible with the notation for the composition of linear operators.
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Our goal in this section is to establish a relation between generating
series A(Q,W ) and A(Q′,W ′) similar to the one from [33], Section 8.4. Each of
the two series uniquely determines the other one.

Let us choose a central charge Z : Z
I
�0 → H+, where H+ is the (open)

upper-half plane. It is completely determined by its values on the standard
basis vectors, so we identify Z with a collection of complex numbers (zi)i∈I
belonging to H+. We impose the condition that

Arg(zi0) > Arg(zi), ∀i �= i0.

Denote by H(Q,W ) the Cohomological Hall algebra corresponding to (Q,W )
and by H(Q,W )

V the Cohomological Hall vector space corresponding to a
subsector V ⊂ H+, with the apex at the origin. For V = l (a ray in H+) this
vector space is in fact a Cohomological Hall algebra, as we explained before.
Let us introduce a ray l0 = R>0zi0 , and a sector V0,+ = {z ∈ H+|Arg(z) <
Arg(zi0)}. The Factorization formula implies

A(Q,W ) = A
(Q,W )
l0

A
(Q,W )
V0,+

.

We observe that H(Q,W )
l0

corresponds to the category of representations
of Q supported at the vertex i0. Since it is the same as the category of
representations of the quiver A1 with trivial potential, we can use the results
of Section 2 and see that H(Q,W )

l0
is a free exterior algebra, and

A
(Q,W )
l0

= (−ei0 ; L)∞ = (L1/2êi0 ; L)∞.

Similarly, let us choose for the quiver Q′ a central charge Z ′ such that for
the corresponding collection of complex numbers (z′i)i∈I ∈ H+ the inequali-
ties

Arg(z′i) > Arg(z′i0), ∀i �= i0

hold. Consider the ray l′0 := R>0z
′
i0

and sector V ′0,− := {z ∈ H+|Arg(z) >
Arg(z′i0)}. Then we use again the Factorization formula

A(Q′,W ′) = A
(Q′,W ′)
V ′

0,−
A

(Q′,W ′)
l′0

and the equality

A
(Q′,W ′)
l′0

= (L1/2ê′i0 ; L)∞.

Comparison of the generating functions for (Q,W ) and (Q′,W ′) is based
on the following result.
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Proposition 5.2. Let γ, γ′ ∈ Z
I are related as

(γ′)i = γi for i �= i0, (γ′)i0 =
∑

j

ai0jγ
j − γi0 .

Then there is an isomorphism of graded cohomology spaces

H(Q,W ),•
V0,+,γ

⊗ T

∑
j aji0γ

j(γ′)i0 � H(Q′,W ′),•
V ′

0,−,γ
′ .

Corollary 5.1. After the identification of quantum tori

êγ ↔ ê′γ′ , eγ ↔ L

∑
j aji0γ

j(γ′)i0
e′γ′ ,

where γ and γ′ are related as in the Proposition, the series A(Q,W )
V0,+

and

A
(Q′,W ′)
V ′

0,−
coincide with each other.

Corollary implies the comparison formula for A(Q,W ) and A(Q′,W ′) which
coincides with the one from Section 8.4 in [33] (called there the property 3)
of the generating series EQ).

Proof of Proposition. By definition,

H(Q,W ),•
V0,+,γ

= HGγ
(MQ

V0,+,γ
,Wγ),

where MQ
V0,+,γ

∈ MQ
γ is a Gγ-invariant Zariski open subset consisting of repre-

sentations of Q which do not have a non-trivial subrepresentation supported
at the vertex i0. In other words, a representation E = ⊕iEi (over k) belongs
to MQ

V0,+,γ
if and only if the homomorphism

Ei0 → ⊕j �=i0 ⊕i0 β→j Ej

given by the direct sum of all arrows with tail at i0, is a monomorphism.
Similarly, we have

H(Q′,W ′),•
V ′

0,−,γ
′ = HGγ′ (M

Q′

V ′
0,−,γ

′ ,W
′
γ′),

where MQ′

V ′
0,−,γ

′ ⊂ MQ′

γ′ is given by the condition that

⊕j �=i0 ⊕i0β∗
←j

E′j → E′i0

is an epimorphism.
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Let us denote by Q′′ the quiver obtained from Q′ by removing all arrows
j
α∗
← i0 with tail at i0. The condition on a representation E′ of Q′ to belong

to MQ′

V ′
0,−,γ

′ depends only on the restriction of the action of Q′ to Q′′, and we
get a fibration by affine spaces

π : MQ′

V ′
0,−,γ

′ → MQ′′

V ′
0,−,γ

′ .

Potential W ′γ′ is at most linear along fibers of π. Hence, the closed sub-
scheme of MQ′

V ′
0,−,γ

′ consisting of points at whichW ′γ′ has zero derivative along
the fiber of π, is the pullback by π of a closed subscheme Zγ′ . It is straight-
forward to see (considering terms of type W1 in the formula for W ′) that
Zγ′ ⊂ MQ′′

V ′
0,−,γ

′ is the closed Gγ′-invariant subscheme given by the condition

∀k �= i0, ∀k α∗
← i0,

∑

j �=i0

∑

i0
β∗
←j

β∗ · [βα] = 0 ∈ Hom(Ek, E′i0).

In other words, Zγ′ is given by the equation ∂W1/∂α
∗ = 0, ∀k α∗

← i0.

Lemma 5.3. Scheme Zγ′ is smooth, and we have a natural equivalence of
stacks

MQ
V0,+,γ

/Gγ � Zγ′/Gγ′

identifying restrictions of potentials Wγ and W ′γ′, respectively.

Proof of Lemma. This is a version of the classical Gelfand-Ponomarev cor-
respondence. Namely, if E is a representation of Q which belongs to MQ

V0,+,γ
/

Gγ
11, then we associate with it a representation E′ of Q′′ by

E′j := Ej for j �= i0, E
′
i0 := Coker

(
Ei0 ↪→ ⊕j �=i0 ⊕i0 β→j Ej

)
,

and the action of arrows in Q′′ given in the following way. First, for any
“old” arrow j1 → j2 with j1, j2 �= i0 its action in E and E′ is the same. The
action of arrow β∗ : E′j0 = Ej0 → E′i0 for any i0

β→ j0 in the original quiver

11We will abuse the notation identifying a representation with the corresponding
point of the stack.
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Q is the composition

Ej0 ↪→ ⊕j �=i0 ⊕i0 β→j Ej � E′i0

of the natural inclusion of the direct summand, and of the projection to the
cokernel. The action of [βα] in E′ is defined as the composition of arrows
corresponding to α and β in Q. The dimension vector of E′ is γ′ as defined
in the Proposition.

It is easy to see that E′ belongs to MQ′

V ′′
0,−,γ

′/Gγ′ , and for any arrow
α : j → i0 in Q the equation

∑

β

β∗ · [βα] = 0

is satisfied. Hence E′ belongs to Zγ′/Gγ′ .
Conversely, for any representation E′ of Q′′ lying in Zγ′/Gγ′ we define

the corresponding representation E of Q by

Ej := E′j for j �= i0, Ei0 := Ker
(
⊕j �=i0 ⊕i0β∗

←j
E′j � E′i0

)
,

and the action of arrows of Q is determined uniquely in such a way that E′

is obtained from E by the formulas given at the beginning of the proof.
Hence, we conclude that stacks MQ

V0,+,γ
/Gγ and Zγ′/Gγ′ are naturally

equivalent, and therefore the scheme Zγ′ is smooth (because MQ
V0,+,γ

/Gγ is
a smooth stack).

A straightforward check shows that on π−1(Zγ′) the component of W ′γ′

corresponding to the term W1 vanishes, the component corresponding to W2

matches Wγ − ci0 dimEi0 , and the value of constant given by W3 coincides
with ci0 dimEi0 . �

In order to finish the proof of Proposition we apply Proposition 4.5 from
Section 4.8 with the following choices of spaces and functions:

X = MQ′

V ′
0,−,γ

′ , Y = MQ′′

V ′
0,−,γ

′ , G = Gγ′ , Z = Zγ′ , f = W ′γ′ ,

together with Poincaré duality for the smooth stack Zγ′/Gγ′ . The shift

d =
∑

j

aji0γ
j(γ′)i0

is the dimension of fibers of fibration π. Proposition is proven. �
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6. Factorization systems and integrality of exponents

6.1. Admissible series and integrality properties

We will work in the framework of λ-rings (see e.g. [25, 31, 40]). Recall that for
such a ring B we have a collection of operations λn : B → B,n � 0 satisfying
the natural properties of the operations of wedge power on the K0-group of
the Tannakian category G−mod of finite-dimensional representations of an
affine algebraic group G (see loc. cit. for precise definition).

Definition 6.1. An element x of a λ-ring is called line element if x is
invertible and

λi(x) = 0, ∀i � 2.

For example, for the K0-ring of the tensor category of finite-dimensional
representations of a pro-affine algebraic group over a field, the class of any
one-dimensional representation is a line element. The set of line elements in
B is a subgroup of B×.

If B is λ-ring and t is a variable (which we treat as a line element) then

B[t], B[t, t−1], B[[t]], B((t))

are again λ-rings.

Definition 6.2. For a λ-ring B and a finite set I, a series

F ∈ B((q1/2))[[(xi)i∈I ]],

where q1/2, (xi)i∈I are line elements (variables) is called admissible if it has
a form

F = Sym

⎛

⎝
∑

γ∈ZI
�0−{0}

⎛

⎝fγ ·
∑

n�0

qn ·
∏

i∈I
xγ

i

i

⎞

⎠

⎞

⎠ ,

where fγ ∈ B[q±1/2] for any γ = (γi)i∈I ∈ Z
I
�0 − {0}, and

Sym(b) :=
∑

n�0

Symn(b) =
∑

n�0

(−1)nλn(−b) =

⎛

⎝
∑

n�0

(−1)nλn(b)

⎞

⎠

−1

.
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Coefficients of an admissible series belong to the ring

B [q±1/2, ((1− qn)−1)n=1,2,...] ⊂ B((q1/2)).

In the case B = Z and |I| = 1 a series F in one variable x with coefficients
in Z((q1/2)) is admissible if and only if it can be represented as a product

F =
∏

n�1

∏

i∈Z

(qi/2xn; q)c(n,i)∞ ∈ 1 + x · Z((q1/2))[[x]],

where c(n, i) ∈ Z for all i, n, and for any given n we have c(n, i) = 0 for
|i| � 0. Equivalently,

F = exp

⎛

⎝−
∑

n,m�1

fn(qm/2)
m(1− qm)

xnm

⎞

⎠ ,

where fn = fn(t) belongs to Z[t±1] for all n � 1. The equivalence of two
descriptions follows from the identity

log(qi/2xn; q)∞ = −
∑

m�1

(qm/2)i

m(1− qm)
xnm.

It is easy to see that any series which belongs to the multiplicative group

1 + x · Z[q±1/2] [[x]]

is admissible. Indeed, such a series can be written uniquely as a product
∏

n�1

∏

i∈Z

(1− qi/2xn)b(n,i) =
∏

n�1

∏

i∈Z

(
(qi/2xn; q)b(n,i)∞ (qi/2+1xn; q)−b(n,i)∞

)
,

where b(n, i) ∈ Z ∀i, n, and for any given n we have b(n, i) = 0 for |i| � 0.
Admissibility of a series F = F (x; q1/2) ∈ Z((q±1/2))[[x]] implies certain

divisibility properties. Namely, let us define a new series by the formula

G(x; q1/2) :=
F (x; q1/2)
F (qx; q1/2)

∈ Z[q±1/2] [[x]].

Then the evaluation at q1/2 = 1 of the series G is of the form

G(x; 1) := limq1/2→1G(x; q1/2) =
∏

n�1

(1− xn)nc(n) ∈ 1 + xZ[[x]], c(n) ∈ Z.
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Obviously, admissible series form a group under multiplication. The next
result shows that the admissibility is preserved by a non-trivial transforma-
tion.

Theorem 6.1. For a given symmetric integer matrix B = (bij)i,j∈I , a series

F =
∑

γ∈ZI
�0

aγx
γ ∈ B((q1/2))[[(xi)i∈I ]], xγ :=

∏

I

xγ
i

i , aγ ∈ B((q1/2))

is admissible if and only if

F̃ :=
∑

γ∈ZI
�0

(−q1/2)
∑

ij bijγiγj

aγx
γ

is admissible.

Proof will be given in Section 6.9.
This theorem implies that one can define admissible series in quantum

variables. Namely, let us assume that we are given a skew-symmetric inte-
ger bilinear form 〈, 〉 : Z

I ⊗ Z
I � ∧2(ZI) → Z. We define the quantum torus

associated with 〈, 〉 as an associative algebra over Z((q1/2)) generated by the
elements êγ , γ ∈ Z

I subject to the relations given in Section 5.3 (with the
identification q1/2 = L

1/2):

êγ1 êγ2 = (−q1/2)−〈γ1,γ2〉êγ1+γ2 , ê0 = 1.

Let us choose an ordered basis (γ1, . . . , γk), k = |I| of the lattice Z
I . To

a “quantum” series

F =
∑

γ∈ZI
�0

aγ · êγ , aγ ∈ B((q1/2))

we can assign the corresponding “classical” series in commuting variables
(xi)i∈I in the following way. First, we rewrite F as a series in ordered mono-
mials

F =
∑

γ=
∑

i niγi∈ZI
�0

ãγ · ên1
γ1
. . . ênk

γk
, ãγ ∈ B((q1/2))

and then replace noncommuting variables by commuting ones:

Fcl :=
∑

γ∈ZI
�0

ãγ · xγ ∈ B((q1/2))[[(xi)i∈I ]].
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For different choices of ordered bases the coefficients ãγ differ by the mul-
tiplication by a power of (−q1/2) with the exponent given by an integer
symmetric bilinear form evaluated at γ ⊗ γ.

Definition 6.3. We say that the quantum series F is quantum admissible
if for some (and hence by Theorem 6.1 any) choice of the ordered basis the
corresponding classical series Fcl is admissible.

Proposition 6.1. Let us choose a generic central charge Z : Z
I
�0 → H+.

Then the set of quantum admissible series coincides with the set of products

�∏

l=R>0Z(γ0)

Fl(êγ0),

where the product in the clockwise order is taken over all rays generated by
primitive vectors γ0 ∈ Z

I
�0, and Fl(t) is an admissible series in one variable.

Proof. Denote by R+ the ring of series in (êγ)γ∈ZI
�0

with coefficients in
B((q1/2)), and by m ⊂ R+ the maximal ideal generated by êγ , γ �= 0. Notice
that the definition of quantum admissible series makes sense in all quotients
R+/m

N , N = 1, 2, . . . , and a series F is admissible if and only if all its images
in R+/m

N , N � 1 are admissible. Because of that we are going to assume
that F ∈ R+/m

N is a quantum admissible truncated series for a given N .
Hence we can write

F =
∑

|γ|<N
aγ êγ = 1 + . . . , where |γ| :=

∑

i

γi.

If F �= 1 then there exists a primitive vector γ0 ∈ Z
I
�0 with |γ0| < N such

that for some k � 1 one has akγ0 �= 0, and arg(Z(γ0)) is the largest among
all arg(Z(γ)) for which aγ �= 0, γ �= 0. Quantum admissibility of F implies
quantum admissibility of the following truncated series in one variable

Fγ0 :=
∑

|kγ0|<N
akγ0 êkγ0 .

Let us choose an ordered basis γ1, . . . , γk, k = |I| of Z
I such that γ1 = γ0.

Notice that the multiplication from the left by any quantum admissible
series f(êγ0) commutes with the correspondence F 	→ Fcl. It follows that
the series (Fγ0)−1F is quantum admissible. Then we proceed by induction
in the decreasing order of arg(Z(γ)) for all non-zero primitive vectors γ
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which appear in the series F with non-zero coefficient aγ . Since for a fixed
N we have only finitely many rays, this proves that F is quantum admissible
modulo mN . Then, as we said above, we take the projective limit N →∞.
This proves that F factorizes into a clockwise ordered product over the set
of rays of quantum admissible series in one variable. The converse statement
(such a product is quantum admissible) can be proved in a similar way. �

Proposition 6.2. The set of quantum admissible series forms a subgroup
under multiplication.

Proof. As in the above proof we will consider all series modulo mN . Let
F1, F2 be quantum admissible series. Let us choose a generic central charge
Z. Then, by the previous Proposition we have

F1 =
�∏

l

F1,l,

where the product is taken over all rays as above, and F1,l are quantum
admissible series in one variable. It suffices to prove that for any ray l and any
quantum admissible series F the product F1,lF is quantum admissible (then
we proceed by induction). If l = R>0Z(γ0) then we choose an ordered basis
γ1, . . . , γk of Z

I such that γ1 = γ0. As in the proof of the previous Proposition
we conclude that the multiplication from the left by any quantum admissible
series in êγ0 preserves the set of quantum admissible series. This implies the
desired statement. Similarly, one proves that if F is quantum admissible
then its inverse F−1 is quantum admissible as well. �

Corollary 6.1. For quantum variables yx = qxy the collection of elements

�∏

(a,b)∈Z2
�0−{0}

∏

|k|�const(a,b)
((−1)abqk/2xayb; q)c(a,b;k)∞

with c(a, b; k) ∈ Z, is closed under the product.

The corresponding group can be called the quantum tropical vertex group
(cf. [24]) since for a quantum admissible series F the automorphism Ad(F )
in the limit q1/2 → 1 gives rise to a formal symplectomorphism of the sym-
plectic torus considered in [34, 24].
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6.2. Admissibility of generating series and motivic
Donaldson–Thomas invariants

Let R be an I-bigraded smooth algebra endowed with a potential W and
satisfying the Assumption of Section 3.3. Let us choose a central charge
Z : I → H+. We also fix a cohomology theory H• with values in the category
CZ−gr associated with a Tannakian category C (see Section 3.1). Also we
choose a degree +1 tensor square root T

⊗1/2 of T ∈ Ob(CZ−gr) (see Section
2.7).

Let us denote by BC the λ-ring which is the K0-ring of the subcategory
of C consisting of objects of weight 0. Hence we have:

K0(C) = BC [q±1/2], q1/2 := L
1/2 = [T⊗1/2[1]].

Theorem 6.2. For any sector V ⊂ H+ the generating series AV is quan-
tum admissible.

The proof will be given in Section 6.9.

Corollary 6.2. Let us assume that for some ray l = exp(iφ)R>0 ⊂ H+ the
restriction of the form χR to the sublattice Γl := Z−1(exp(iφ)R) ⊂ Z

I is
symmetric. Then for some elements Ωmot(γ) ∈ K0(C) the following formula
holds

∑

γ∈Z−1(l)

[Hmod
l,γ ]xγ = Sym

⎛

⎝
∑

γ∈Z−1(l)

Ωmot(γ) · [H•(P∞)] · xγ
⎞

⎠ .

Definition 6.4. Under the above assumptions the element Ωmot(γ) is called
motivic Donaldson–Thomas invariant of the pair (R,W ), stability function
Z and dimension vector γ.

We can apply homomorphism of λ-rings K0(C) → Z[q±1/2] and get the
so-called refined (or quantum) Donaldson–Thomas invariants, or we can
apply Euler characteristic K0(C) → Z (i.e., evaluate at q1/2 = 1) and obtain
numerical Donaldson–Thomas invariants (cf. [33]).

Remark 6.1. The reader should not mix motivic DT-series and motivic
DT-invariants Ωmot(γ) with motivic DT-invariants of 3CY categories intro-
duced in [33], although the latter should be better called motivic DT-series.
In fact motivic DT-series for the 3CY category which is generated by crit-
ical points of W is not necessarily related to Ωmot(γ) and to the motivic
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DT-series of the algebra with potential (R,W ). This reflects the difference
between the rapid decay cohomology used in the definition of COHA given
above and the critical cohomology discussed in Section 7 and used for the
definition of critical COHA. The DT-series for the latter are related to those
from [33].

Recall that the assumption that (χR)|Γl
is symmetric (which holds e.g.

for any generic central charge Z) implies that we have an ordinary associa-
tive (super) algebra Hmod

l graded by Γl ⊕ Z, where the second Z-grading
is the cohomological grading (which differs from the cohomological grading
for non-modified COHA by χR(γ, γ), γ ∈ Γl). The parity is given by the
cohomological grading modulo 2.

We pointed out at the end of Section 5.2 an analogy between the product
decomposition by slopes from Theorem 5.1 and the Poincaré–Birkhoff–Witt
theorem. In particular, the algebra Hmod

l can be thought of as an analog of
the universal enveloping algebra for some Lie (super) algebra.

Question. Is it true that Hmod
l is the universal enveloping algebra Ug,

where g = ⊕γ∈Γl
gγ is an infinite-dimensional Γl ⊕ Z-graded Lie super alge-

bra in C, which (as Z-graded ind-object of C) has the form g = gprim ⊗
(⊕n�0T

⊗n), where gprim has finite-dimensional graded components for each
grading γ ∈ Γl ∩ Z

I
�0?

This question is closely related with Conjecture 2.1 from Section 2.6.
The main evidence in favor of the positive answer to the above Question
is Theorem 6.2. In all examples which we have studied so far the algebras
Hmod
l for generic Z were in fact supercommutative. Hence the hypothetical

Lie super algebra g is abelian in these examples.

6.3. Equivariant cohomology with respect to maximal tori

Let R be a smooth I-bigraded algebra over k, and H• be a cohomology
theory with values in the tensor category of Z-graded vector spaces over
the field K, char(K) = 0 used in the definition of the Cohomological Hall
algebra. Then for every γ ∈ Z

I
�0 the space Hγ is a module over H•(B Gγ).

Let us introduce a more refined version of the graded component, namely

H′γ := H•Tγ
(Mγ),
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where
Tγ =

∏

i∈I
(Gm,k)γ

i ⊂ Gγ =
∏

i∈I
GLk(γi)

is the canonical maximal algebraic torus in Gγ . The Weyl group of Gγ , which
is the product of symmetric groups

Symγ :=
∏

i∈I
Symγi

acts on Tγ and on Mγ . Also H′γ is a module over the ring H•(B Tγ), which
is the polynomial ring with

∑
i γ

i generators in degree 2. We see that
H′γ , treated as a super vector space over K (we reduce the cohomologi-
cal Z-grading on H′γ to Z/2Z-grading), is the space of sections of a Symγ-
equivariant super quasi-coherent sheaf Fγ on

A
γ
K :=

∏

i∈I
A
γi

K .

The latter affine space can be considered as the space of configurations of∑
i γ

i points in the affine line A
1
K over K. The original space Hγ coincides

with the space of Symγ-invariants in H′γ (because H•(Gγ/(Symγ �Tγ)) =
H•(pt)), and it is a module over

H•(B Gγ) = (H•(B Tγ))Symγ .

Lemma 6.1. Space H′γ is a finitely generated H•(B Tγ)-module.

Equivalently, the super quasi-coherent sheaf Fγ is coherent. Lemma
implies also that Hγ is a finitely generated H•(B Gγ)-module.

Proof. Notice that the stabilizer in Tγ of any point in Mγ is a connected
subtorus of Tγ , and for a given γ there are finitely many different stabi-
lizers T′ ⊂ Tγ . Consider the finite increasing filtration M�k

γ of Mγ by Tγ-
invariant Zariski open subspaces consisting of points for which the dimen-
sion of the stabilizer is at most k, k = 0, . . . ,dimTγ . Let us calculate first
term of the corresponding spectral sequence. The contribution of the locus
M=T′
γ of points in Mγ with stabilizer exactly equal to some T′ is

H•(B T′)⊗H•((M=T′
γ /Tγ)coarse)⊗ T

⊗ codim M=T′
γ

by Thom isomorphism. Here (M=T′
γ /Tγ)coarse is the scheme-theoretical quo-

tient, not a stack. This is obviously a finitely generated module because
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dimH•((M=T′
γ /Tγ)coarse) <∞. In terms of sheaves it corresponds to a triv-

ial super vector bundle of finite rank over an affine subspace

SpecH•(B T′) ⊂ SpecH•(B Tγ).

Lemma is proven. �

Obviously, all the above considerations extend to the case when we have
a potential W ∈ R/[R,R], and also when we are given a stability function Z
and a sector V ⊂ H+. We denote by FV,γ the corresponding super coherent
sheaves. In the next section, we axiomatize some algebraic properties of the
collection of sheaves (FV,γ)γ∈ZI

�0−0 (the case γ = 0 is trivial).

6.4. Factorization systems

Let G be a pro-algebraic group over a field K, char(K) = 0, endowed with a
homomorphism

t1/2 : G→ Gm,K .

For us the basic example will be the motivic Galois group (or its double
cover) with t1/2 corresponding to the square root of Tate motive K(−1/2).
We define

G̃ := G� Ga,

where G acts on the additive group Ga = Ga,K via the homomorphism

G
t−1

→ Gm = Aut Ga.

We denote by T
1/2
0 the representation of G corresponding to the charac-

ter t1/2. We set T0 = (T1/2
0 )⊗2. Also, we denote by q1/2 the class of T

1/2
0 in

K0(G−mod).
Group scheme G̃ maps to Aff(1) := Gm � Ga, and therefore acts on A

1
K

by affine transformations. Hence G̃ acts naturally on any coordinate affine
space A

N
K = (A1

K)N , N � 0.
In the case of the motivic Galois group the algebra of functions O(A1

K)
is isomorphic as G-module to H•(P∞) = ⊕n�0K(−n).

Definition 6.5. For a given finite set I and pair (G, t1/2) as above, an
I-colored factorization system is given by the following data:
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• (equivariant sheaf) for a given γ = (γi)i∈I ∈ Z
I
�0 − 0 a G̃× Symγ-equivariant

super coherent sheaf Fγ on

A
γ
K :=

∏

i∈I
A
γi

K ,

where the group Symγ =
∏
i∈I Symγi acts by the permutation of coor-

dinates in A
γi

K , i ∈ I.
• (multiplication) For ∀ γ1, γ2 ∈ Z

I
�0 − 0 a multiplication isomorphism

μγ1,γ2 : (Fγ1 � Fγ2)|Uγ1,γ2

∼→ Fγ1+γ2 |Uγ1,γ2
,

where Zariski open affine subscheme

Uγ1,γ2 ⊂ A
γ1+γ2

K � A
γ1

K × A
γ2

K

is defined as
{(

(xi,α)i∈I,1�α�γi
1
, (yj,β)j∈I,1�β�γj

2

)
|xi,α �= yj,β ∀ i, α, j, β

}
.

These data are subject to the following conditions:

• (equivariance of multiplication) ∀γ1, γ2 ∈ Z
I
�0 − 0 the isomorphism

μγ1,γ2 is equivariant with respect to the action of G̃× Symγ1
×Symγ2

;

• (commutativity) ∀ γ1, γ2 ∈ Z
I
�0 − 0 we have

μγ2,γ1 = σγ1,γ2 ◦ μγ1,γ2 ◦ σ12,

where σγ1,γ2 ∈ Symγ1+γ2
is the collection of permutations for i ∈ I act-

ing on A
γi
1+γ

i
2

K by

(xi,1, . . . , xi,γi
1
, yi,1, . . . , yi,γi

2
) 	→ (yi,1, . . . , yi,γi

2
, xi,1, . . . , xi,γi

1
)

and σ12 is the standard permutation of indices;

• (associativity) ∀ γ1, γ2, γ3 ∈ Z
I
�0 − 0 two isomorphisms

(Fγ1 � Fγ2 � Fγ3)|Uγ1,γ2,γ3

∼→ Fγ1+γ2+γ3 |Uγ1,γ2,γ3

given by two ways to put brackets coincide with each other, i.e., we
have in a simplified notation

μγ1+γ2,γ3 ◦ (μγ1,γ2 � idγ3) = μγ1,γ2+γ3 ◦ (idγ1 �μγ2,γ2).
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Here Uγ1,γ2,γ3 ⊂ A
γ1+γ2+γ3

K is the intersection of pullbacks of open sets
Uγi,γj

, 1 � i < j � 3.

We will also need a closely related notion.

Definition 6.6. For given I and (G, t1/2), a non-singular I-colored fac-
torization system is a factorization system together with a G̃× Symγ1

×
Symγ2

-equivariant extension of μγ1,γ2 to a morphism of super coherent
sheaves

Fγ1 � Fγ2 → Fγ1+γ2

satisfying (in the notation of the previous definition) the constraints of com-
mutativity and associativity on whole spaces A

γ1+γ2

K (resp. A
γ1+γ2+γ3

K ).

6.5. Equivariant cohomology as a factorization system

Let us return to the collection of torus equivariant cohomology for γ �= 0:

H′γ = H•Tγ
(Mγ)

interpreted as global sections of super coherent sheaves Fγ . Here we omit
the potential W and sector V in order to simplify the notation.

Our goal in this subsection is to define a structure of non-singular fac-
torization system on the collection of sheaves F ′γ = F ′γ ⊗ T

⊗
∑

i,j aijγiγj

, with
multiplication induced in a sense by the operation of direct sum of repre-
sentations.

Lemma 6.2. For any γ1, γ2 ∈ Z
I
�0 − 0 there is a natural isomorphism

H•Tγ1+γ2
(Mγ1+γ2 ,Mγ1+γ2 −Mγ1 ×Mγ2)

� H•Tγ1
(Mγ1)⊗H•Tγ2

(Mγ2)⊗ T
⊗
∑

i,j aij(γi
1γ

j
2+γj

1γ
i
2).

Proof. This is just the Thom isomorphism. Notice that Tγ1+γ2 = Tγ1 × Tγ2

and
∑

i,j

aij(γi1γ
j
2 + γj1γ

i
2) = dimMγ1+γ2 − dim(Mγ1 ×Mγ2).

�
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The standard map from the long exact sequence

μ̃γ1,γ2 : H•Tγ1+γ2
(Mγ1+γ2 ,Mγ1+γ2 −Mγ1 ×Mγ2) → H•Tγ1+γ2

(Mγ1+γ2)

gives a morphism of sheaves

Fγ1 � Fγ2 ⊗ T
⊗
∑

i,j aij(γi
1γ

j
2+γj

1γ
i
2) → Fγ1+γ2 ,

where T can be interpreted at the trivial line bundle on A
γ1+γ2

K with the
equivariant G̃ structure given by the character t.

Proposition 6.3. For any γ1, γ2 ∈ Z
I
�0 − 0 the support of H•(B Tγ1+γ2)-

module
H•Tγ1+γ2

(Mγ1+γ2 −Mγ1 ×Mγ2)

belongs to the closed subset A
γ1+γ2

K − Uγ1,γ2.

Proof. We will give a proof in the case when char(k) = 0. The general case
is similar. Using the comparison isomorphism, we may assume that k = C

and H• = H•Betti. We will need the following lemma.

Lemma 6.3. Let Tc be a compact torus acting on a complex algebraic
variety X. Then for any locally closed real semi-algebraic subset Z ⊂ X the
Z-graded dual space to the cohomology

H•c,T(Z,Q)

is a finitely generated H•(BTc,Q)-module with the support belonging to the
union of affine spaces SpecH•(BTc

α,Q) ⊂ SpecH•(BTc,Q), where Tc
α ⊂ Tc

are stabilizers of points in Z.

Proof of Lemma. We can stratify Z by locally closed subspaces according
to the dimension of the stabilizer in Tc. By spectral sequences, the question
reduces to the case when the stabilizer of any point z ∈ Z is a given subgroup
Tc
α ⊂ Tc. Let us choose a “complementary” connected subtorus T̃c

α ⊂ T such
that the multiplication Tc

α × T̃c
α → Tc is surjective with finite kernel. Torus

T̃c
α acts almost freely (with finite stabilizers) on Z. Hence

H•c,Tc(Z,Q) � H•c,Tc
α
(Z/T̃c

α,Q) � H•c,Tc
α
(pt,Q)⊗H•c (Z/T̃c

α,Q).

Rational cohomology with compact support of any real semi-algebraic set is
a finite-dimensional space, hence we obtain by duality a finitely generated
module supported on SpecH•(BTc

α,Q). �
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In order to prove the Proposition we will apply the previous Lemma to
X = Mγ1+γ2 , T = Tγ1+γ2 and Z = Mγ1+γ2 −Mγ1 ×Mγ2 . In this case, Z is an
open subset of X, hence it is smooth. By Poincaré duality H•c,T(Z,Q) is dual
to H•T(Z,Q) (up to shift).

For any γ ∈ Z
I
�0 and any point in Mγ its stabilizer in Tγ = G

|γ|
m , |γ| :=∑

i γ
i, corresponds to an equivalence relation ∼ on the finite set

{1, . . . , |γ|} =  i∈I{1, . . . , γi},

and consists of sequences of scalars (λk ∈ K×)1�k�|γ| such that λk = λk′ if
k ∼ k′. The equivalence relation is defined such as follows. The super coher-
ent sheaf corresponding to the contribution of points with such a stabilizer
is a super vector bundle on the affine subspace consisting of configurations
of points (xi,α)i∈I,1�α�γi such that

xi,α = xi′,α′ for (i, α) ∼ (i′, α′).

For γ = γ1 + γ2 and any point in Mγ1+γ2 −Mγ1 ×Mγ2 its stabilizer corre-
sponds to an equivalence relation which in terms of points (xi,α)i∈I,1�α�γi

1
,

(yj,β)j∈I,1�β�γj
2

means that there exist i1, α1, j1, β1 such that

xi1,α1 = yj1,β1 .

This is exactly the condition which defines the complement to Uγ1,γ2 . �

From the long exact sequence and the previous lemma it follows that
the restriction of μ̃γ1,γ2 to Uγ1,γ2 is an isomorphism.

Theorem 6.3. The collection of super coherent sheaves

F ′γ := Fγ ⊗ T
⊗
∑

i,j aijγiγj

0 ,

with the multiplication isomorphisms obtained from μ̃γ1,γ2 by tensoring with
the identity automorphism of a tensor power of T0, is a non-singular fac-
torization system.

Proof. Straightforward. �
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6.6. From factorization systems to admissible series

Let F = (Fγ) be a non-singular factorization system. Then the multiplica-
tion morphisms endow the space

AF+ := ⊕γ∈ZI
�0−0A

F
γ , AFγ := Γ(Fγ)Symγ

with a super-commutative associative non-unital product.

Theorem 6.4. Under the above assumptions, there exists a collection of
finite-dimensional super representations (Eγ)γ∈ZI

�0−0 of G such that two
Z
I
�0-graded super representations of G, the spaces AF+ and

Sym+(⊕γEγ ⊗ (⊕n�0T
⊗n))

have the same classes in K0(G−mod) in each graded component with respect
to the Z

I
�0-grading.

Corollary 6.3. Let G = G0 ×Gm,K , B = K0(G0 −mod). Then the series
∑

γ∈ZI
�0

[AFγ ]xγ

is admissible.

The proof of the Theorem is quite involved, but in the special case when
F comes from Cohomological Hall algebra associated with some pair (R,W )
one can make a much shorter and clear argument which we explain in the
next section. Nevertheless, we give here the proof in complete generality
having in mind applications to certain generalizations of the Cohomological
Hall algebra (see Section 7.6).

Before giving the proof we collect some preparatory material concerning
Harrison homology. Recall (see e.g. [1] or in modern language [22]) that the
homological Harrison complex of any non-unital supercommutative algebra
A is defined as the free Lie supercoalgebra generated by A[1], with the
differential arising from the product on A. Explicitly, we have

CHarr(A) := ⊕k�1(L(k)⊗ (A[1])⊗k)Symk ,

where L(k) is a representation of Symk of dimension (k − 1)!, the tensor
product of the contragredient to the representation Lie(k) of the operad of
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Lie algebras, and of the sign representation, i.e.,

L(k) = Lie(k)∨ ⊗ signk.

If A = Sym+(V ) is a free non-unital supercommutative algebra, then Harri-
son homology of A is isomorphic to V [1]. In general, the non-unital symmet-
ric algebra generated by the Harrison homology HHarr

• (A) (shifted by [−1])
is quasi-isomorphic to A, with certain explicit homotopy. Also we will use
the following statement.

Lemma 6.4. Let B,C be two non-unital supercommutative algebras, and

A = B ⊕ C ⊕ (B ⊗ C)

with the obvious product. Then inclusions B ↪→ A and C ↪→ A induce an
isomorphism

HHarr
• (B)⊕HHarr

• (C) � HHarr
• (A).

Idea of the proof. Using spectral sequence one can see that the statement
of Lemma follows from the special case when multiplication on B and C
vanishes. Hence we have a purely operadic identity. �

Proof of Theorem 6.4. In our case there is a Z
I
�0 − {0}-grading of both: of

the algebra A = AF+ and of its Harrison complex. This grading ensures an
appropriate finiteness, and hence we have the following identity in the com-
pleted K0-group:

∑

γ

[AF+,γ ]x
γ = Sym+

(

−
∑

γ

[HHarr
•,γ (AF+)]xγ

)

.

Component of degree γ of the Harrison complex of AF is the space of
global sections of a complex of G̃-equivariant super coherent sheaves on the
quotient scheme

Xγ := A
γ
K/Symγ .

Proposition 6.4. For any γ �= 0 super vector space HHarr
•,γ (AF+) is a super

coherent sheaf on Xγ supported on the main diagonal

Xdiag
γ � A

1
K ⊂ Xγ .
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Proof of Proposition. Recall that our factorization systems are defined over
the field K of characteristic 0. Hence, we can safely assume that K = C.
In what follows, it will be convenient for us to use analytic topology12 on
A

1(C) = C.
Let U ⊂ C be an open subset. We define a nuclear Z

I
�0-graded non-unital

Fréchet super algebra AFU by taking spaces of analytic sections over powers
of U . We define analytic Harrison complex of AFU by taking completed tensor
products. Obviously HHarr

•,γ,an(A
F
U ) coincides with the space of analytic sec-

tions of the algebraic super coherent sheaf corresponding to HHarr
•,γ (AF ), over

the Stein subset Uγ ⊂ Xan
γ (C) consisting of configurations of points on U .

Let x ∈ Xγ be a point which does not belong to the main diagonal. Then
x corresponds to a finite subset S ⊂ C which has at least two elements.
Therefore, we can find two disjoint non-empty sets U ′, U ′′ ⊂ C such that

x /∈ U ′γ , x /∈ U ′′γ , x ∈ Uγ for U := U ′ ∪ U ′′.

Then we have

AFU � AFU ′ ⊕AFU ′′ ⊕
(
AFU ′⊗̂AFU ′′

)
.

Applying Lemma 6.4 we conclude that the Harrison cohomology of AFU in
degree γ ∈ Z

I corresponds to a super coherent sheaf supported on U ′γ ∪ U ′′γ .
In particular, it vanishes in a neighborhood of x. Therefore HHarr

•,γ (AF ) van-
ishes near x. We proved that HHarr

•,γ (AF ) is supported on the main
diagonal. �

Any G̃-equivariant super coherent sheaf on Xγ supported on the main
diagonal is invariant under the action of the shift group Ga � Xdiag

γ . Hence
it admits a canonical finite filtration with quotients isomorphic to sums of
copies of O(Xdiag

γ ). Moreover, as G(2)-modules these quotients are of the
form

E ⊗O(Xdiag
γ ) = E ⊗ (⊕n�0T

⊗n),

where E is a finite-dimensional representation of G. Hence HHarr
•,γ (AF+) has

the same class in the completedK0-ring ofG(2) as Eγ ⊗ (⊕n�0T0)⊗n for some
finite-dimensional G-module Eγ . This concludes the proof of Theorem 6.4.

�

12A purely algebraic proof exists, but it is less transparent.
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6.7. Admissibility in the geometric case

Let us assume that we are given a smooth I-bigraded algebra R/k with
potential W and a cohomology theory H•. All the arguments below will
work also if we fix a central charge Z and a sector V . In order to shorten
the formulas, we will skip V from the notation.

Definition 6.7. A non-trivial representation of R in coordinate spaces is
called T -indecomposable if it can not be decomposed into the direct sum of
two non-trivial subrepresentations in coordinate subspaces.

The set of T -indecomposable representations of R with dimension vector
γ is a Zariski open subset (hence smooth)

MT−ind
γ ⊂ Mγ ,

which is invariant under the action of Symγ �Tγ .
Let us consider the ind-Artin stack

 γ∈ZI
�0

Mγ/(Symγ �Tγ).

It carries a natural stratification with smooth strata by the dimension of
the stabilizer. Strata are labeled by sequences (γ1, . . . , γk), k � 1 of non-zero
vectors γi ∈ Z

I
�0 such that

∑k
i=1 γi = γ, up to the action of the permuta-

tion group Symk. Point E ∈ Mγ belongs to the stratum corresponding to
(γ1, . . . , γk) if and only if the representation E can be decomposed into a
direct sum of T -indecomposable subrepresentations Ej , j = 1, . . . , k in coor-
dinate subspaces of dimension vectors γj .

Then we can use spectral sequences and Thom isomorphisms as in Sec-
tion 5.2, and obtain an identity between generating series. At this point it
is convenient to use cohomology of stacks with compact support. We have a
constructible equivalence of ind-Artin stacks

 γ∈ZI
�0

Mγ/(Symγ �Tγ) � Sym
(
 γ∈ZI

�0−{0}M
T−ind
γ /(Symγ �Tγ)

)
,
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where for any ind-Artin stack X we define Sym(X) :=  k�0X
k/Symk. The

constructible equivalence implies the identity
∑

γ∈ZI
�0

[H•c,Tγ
(Mγ ,−Wγ)Symγ ]xγ

= Sym

⎛

⎝
∑

γ∈ZI
�0−{0}

[H•c,Tγ
(MT−ind

γ ,−Wγ)Symγ ]xγ

⎞

⎠ .

Passing to the dual spaces, and making the change of line variables xγ 	→
L

dim Tγxγ , we obtain the following formula (see Section 5.3 for the definition
of [Hγ ]):

∑

γ∈ZI
�0

[Hγ ] L−dim Mγxγ

= Sym

⎛

⎝
∑

γ∈ZI
�0−{0}

[H•Tγ
(MT−ind

γ ,Wγ)Symγ ] L−dim Mγxγ

⎞

⎠ .

Notice that for any γ ∈ Z
I
�0 − {0} one has an exact sequence of groups

1 → G
diag
m → Tγ → PTγ → 1,

where G
diag
m is the naturally embedded diagonal subgroup of Tγ , and PTγ

is the quotient group. Subgroup G
diag
m acts trivially on MT−ind

γ , and the
quotient group PTγ acts freely on MT−ind

γ . Therefore we have

H•Tγ
(MT−ind

γ ,Wγ)Symγ � H•(MT−ind
γ /PTγ ,Wγ)Symγ ⊗H•(BG

diag
m ),

where in RHS we take ordinary cohomology of the quotient variety endowed
with a function. Hence we have proved the following result that is parallel
to Theorem 6.2 from Section 6.2:

The series
∑

γ∈ZI
�0

[Hγ ] L− dim Mγxγ is admissible.

6.8. One-dimensional factorization systems

There is an operation of tensor product (over (O(Aγ
K))γ∈ZI

�0−{0}) on factor-
ization systems, and moreover the product of two non-singular systems is
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again non-singular. In this section, we will define a class of invertible fac-
torization systems such that underlying sheaves are super line bundles on
configuration spaces. These systems form a subgroup of the Picard group of
the tensor category of factorization systems.

Let B = (bij)i,j∈I be an integral symmetric matrix. Denote by ε : Z
I →

Z/2Z the group homomorphism given by

ε(γ) :=
∑

i∈I
biiγ

i mod 2.

By the arguments from Section 2.6 there exists a homomorphism (bilinear
form)

φ : Z
I ⊗ Z

I → Z/2Z

such that
∑

i,j

bijγ
i
1γ
j
2 + ε(γ1)ε(γ2) + φ(γ1, γ2) + φ(γ2, γ1) = 0 mod 2, ∀ γ1, γ2 ∈ Z

I .

Let us choose such a bilinear form φ. We define a collection of super coherent
sheaves LBγ as trivialized line bundles on A

γ
K (with generators denoted by sγ)

endowed with the parity ε(γ). We define the action of Symγ to be the stan-
dard action on LBγ = OA

γ
K

via permutation of coordinates. The group G̃ acts
on the canonical generator of LBγ via the representation (K(−1/2))⊗

∑
i,jbijγiγj

,
where K(−1/2) is the square root of the Tate motive.

Next, the multiplication isomorphism on Uγ1,γ2 is defined on the standard
generators such as follows:

μγ1,γ2 : sγ1 ⊗ sγ2 	→ φ(γ1, γ2)
∏

i,α,j,β

(xi,α − yj,β)bijsγ1+γ2 .

Lemma 6.5. The collection (LBγ ) of equivariant super coherent sheaves
together with isomorphisms μγ1,γ2 defined above, forms a factorization sys-
tem. It is a non-singular factorization system if bij � 0 for all i, j ∈ I.

Proof. The associativity is obvious, the commutativity follows by a straight-
forward check from the relation between (bij), ε, φ. �

Similar to Section 2.6, one can show that (LBγ ) does not depend (up to
an isomorphism) on the choice of the bilinear form φ, and moreover the
identification can be made canonical.
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In the non-singular case when bij � 0 for all i, j ∈ I, this factorization
system admits a very explicit geometric interpretation. Namely, let us con-
sider a quiver QB with the set of vertices I and bij arrows between vertices
i and j. We endow this quiver with the non-degenerate quadratic potential

WB =
∑

i�=j

∑

1�l�bij

xi,j;lx
∗
i,j;l +

∑

i∈I

∑

1�l�bii

(yi;l)2.

Here {xi,j;l}1�l�bij
is the set of all arrows in QB connecting vertices i and

j �= i, and ∗ denotes an involution on arrows reversing orientation. Also
{yi;l}1�l�bii

is the set of loops at the vertex i.
Pair (QB,WB) gives a non-singular factorization system

FBγ = H•Tγ
(MQB

γ ,WBγ )⊗ T
−⊗
∑

ij bijγiγj

0 .

Function WBγ is a non-degenerate quadratic form on the affine space
MQB
γ . By purity, we have

H•Tγ
(MQB

γ ,WBγ ) � H•(BTγ)⊗H•(MQB
γ ,WBγ ).

Let us assume that the cohomology theory H• does not distinguish quadratic
forms of the same ranks (like e.g. EMHS). In this case we can write

H•(MQB
γ ,WBγ ) � (T⊗1/2)⊗

∑
ij bijγiγj

,

where T
⊗1/2 = H•(A1

k,−z2) = T
⊗1/2
0 [−1]. The action of the permutation

group Symγ on one-dimensional space H•(MQB
γ ,WBγ ) is trivial.

A straightforward check shows that factorizations systems (FBγ ) and
(LBγ ) are isomorphic.

6.9. Approximation by large integers and end of the proof of
Theorems 6.1 and 6.2

The statement of Theorem 6.1 is a certain universal identity in λ-rings,
where the coefficients of polynomials fγ in the notation of Definition 6.2
are free λ-variables. First, we will prove it in the case when bij � 0 ∀i, j ∈ I.
This can be done in a “model-theory fashion”, i.e., by using certain universal
identities in λ-rings.

We start with a non-singular I-colored factorization system, where G =
Gα ×Gm,K for some algebraic group Gα, and t1/2 : G→ Gm,K is the pro-
jection to the second factor (see Definition 6.5). Let Bα denotes the λ-ring
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K0(Gα −mod) and yγ ∈ Bα[q±1/2] be a collection of elements parametrized
by γ ∈ Z

I
�0 − {0}. Then there exists a non-singular factorizations system

and the corresponding collection (Eγ)γ∈ZI
�0−{0} of super representations (see

Theorem 6.4) such that yγ = [Eγ ] ∈ K0(Gα −mod). This can be shown by
induction by the norm |γ| (for any choice of the norm). Namely, we can con-
sider free non-singular system generated by arbitrary G̃× Symγ-equivariant
super coherent sheaves on A

γ
K supported on the main diagonal for γ �= 0.

Next, we can twist the factorization system by the one-dimensional sys-
tem (FBγ ) (see Section 6.8) and obtain another non-singular factorization sys-
tem by Theorem 6.3. Then Theorem 6.4 gives a new collection (E′γ)γ∈ZI

�0−{0}
and the corresponding classes y′γ ∈ Bα[q±1/2]. By Corollary to Theorem 6.4
we obtain the admissibility property.

In order to prove Theorem 6.1 for general λ-rings it suffices to have it for
infinitely generated free λ-rings. Those can be “approximated” by λ-rings
of the type K0(Gα −mod) such as follows. Let us fix a non-zero element γ0

and number c � 0 such that

yγ =
∑

|i|�c
yγ,iq

i/2

for all |γ| � |γ0|. Then yγ0 is a universal λ-polynomial in variables yγ,i, |γ| �
|γ0|, |i| � c and 1

1−q , q
±1/2. A priori it belongs to Bα((q1/2)). The fact that

yγ0 belongs to Bα[q±1/2] is equivalent to a (finite) collection of equations on
yγ,i. We would like to treat yγ,i as free λ-variables. Although this is not the
case, we can find a collection of algebraic groups (Gα) and elements y(α)

γ,i ∈
K0(Gα −mod) such that the kernels of the homomorphisms of the free λ-ring
generated by the “universal” symbols yuniv

γ,i to K0(Gα −mod), yuniv
γ,i 	→ y

(α)
γ,i

are the ideals with the trivial intersection over the set of indices α. For
example, one can take as Gα the product of finitely many copies of GL(N)
for large N . This finishes the proof of Theorem 6.1 for bij � 0.

Let B = (bij) be a matrix with integer but not necessarily non-negative
coefficients. For each n ∈ Z we consider the matrix B(n) with entries

b
(n)
ij := bij + n, n ∈ Z.

For sufficiently large n all entries are non-negative, and hence we have admis-
sibility by the above considerations. For a given γ �= 0 let us consider the
dependence of [Eγ ] on n. This λ-polynomial satisfies the following Proposi-
tion.
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Proposition 6.5. Let B be a λ-ring, and P be a λ-polynomial with coeffi-
cients in B in three variables x, y, z, where y, z are invertible line elements.
Suppose that for any sufficiently large integer n� 0 the value

P

(
1

1− q
, q1/2, (−q1/2)n

)

∈ B((q1/2))

is a Laurent polynomial in the line variable q1/2 . Then the same is true for
any integer n ∈ Z.

Proof. First, we have an identity in the λ-ring Z((q)):

λk
(

1
1− q

)

=
qk(k−1)/2

(1− q) . . . (1− qk)
, ∀k � 0.

Hence, the evaluation P
(

1
1−q , q

1/2, (−q1/2)n
)

can be identified with

1
(1− qA)D

·
∑

i,j: |i|+|j|<N
cij(−q1/2)i+nj

for some integers A,D,N � 1 and elements cij ∈ B. Our assumption means
that for any n � 0 the above series is a Laurent polynomial, i.e., its coeffi-
cients in sufficiently large powers of −q1/2 vanish.ZI�0-grade.

Let us fix two residues a1, a2 ∈ Z/AZ. It is easy to see that the coefficient
of (−q1/2)k for k � 1 and k = a1 (mod A), n = a2 (mod A) can be written
as

∑

i,j

cij Fi,j,a1,a2(k, n),

where Fi,j,a1,a2 is a polynomial in two variables depending on residues (a1, a2)
modulo A, with integer values at (k, n) ∈ Z

2 . Consider the additive sub-
group Γ of B generated by (cij). It is a finitely generated abelian group.
Pick any additive functional Γ → Z/MZ for some M � 0. Then we use the
following obvious statement.

Lemma 6.6. Let f : Z× Z → Z be a Z-valued polynomial. If f(x, y) = 0
(mod M) for all x ∈ Z and all y � 1 then f(x, y) = 0 (mod M) for all
(x, y) ∈ Z

2.

Applying the above Lemma we obtain the proof of the Proposition. �
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Returning to the proof of Theorem 6.1 we apply the above Proposition
to the λ-polynomial [Eγ ] as a function of n and conclude that it belongs to
B[q±1/2] for n = 0. This finishes the proof of Theorem 6.1.

Theorem 6.2 now follows from Theorems 6.1, 6.3 and 6.4. �

7. Critical COHA

7.1. Description of results

Let R be a smooth I-bigraded algebra over a field k, endowed with a bilin-
ear form χR on Z

I compatible with the Euler characteristic, and a poten-
tial W ∈ R/[R,R], as in Section 4.7. Also, suppose that we are given an
additional data, consisting of a collection of Gγ-invariant closed subsets
Msp
γ ⊂ Mγ for all γ ∈ Z

I
�0 (superscript sp means “special”) satisfying the

following conditions:

• for any γ we have Msp
γ ⊂ Crit(Wγ), i.e., 1-form dWγ vanishes at Msp

γ ;

• for any short exact sequence 0 → E1 → E → E2 → 0 of representa-
tions of k⊗k R with dimension vectors γ1, γ := γ1 + γ2, γ2 correspond-
ingly, such that all E1, E2, E are critical points of the potential,the
representation E belongs to Msp

γ if and only if both representations
E1, E2 belong to Msp

γ1 ,M
sp
γ2 , respectively.

The last condition implies that the collection of representations from Msp
γ (k)

for all γ ∈ Z
I
�0 form an abelian category, which is a Serre subcategory of the

abelian category Crit(W )(k) :=  γ Crit(Wγ)(k), which is itself a full sub-
category of k⊗k R−mod. For example, one can always make the maximal
choice

Msp
γ := Crit(Wγ) ∀γ ∈ Z

I
�0.

We can construct more examples such as follows. Pick an arbitrary subset
N ⊂ R and define Msp

γ as the set of representations belonging to Crit(Wγ)
for which all elements n ∈ N act as nilpotent operators.

Assume that k = C. We will define the critical COHA as

H = ⊕γ∈ZI
�0
Hγ ,

where

Hγ :=
⊕

z∈C

(
H•Gγ ,c(M

sp
γ ∩W (−1)

γ (z), φWγ−zQMγ
)
)∨

⊗ T
⊗ dimMγ/Gγ .
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Here we use equivariant cohomology with compact support with coefficients
in the sheaf of vanishing cycles (see below).

We will define a structure of EMHS of special type (called monodromic
mixed Hodge structure) with Betti realization Hγ , and a twisted associa-
tive product. For the critical COHA in Tannakian category EMHS, there
are analogs of results from Sections 5 and 6. In particular, for any stability
condition we obtain a factorization of the motivic DT-series, and all motivic
DT-series associated with sectors are admissible. The proof of the factoriza-
tion property for a chosen stability condition is much more complicated than
in the case of the exponential cohomology. It is based on certain “integral
identity” involving vanishing cycles and conjectured in our earlier work [33]
(also we proposed there a sketch of the proof). The reason for the compli-
cation is the lack of Thom isomorphism for vanishing cycles. In Section 7.8,
we will give a complete proof of the identity.

Under certain assumptions one can show that the critical COHA has
the same motivic DT-series as the one defined for rapid decay cohomology.
In particular, we can use this fact in the case of quiver Q1 with polyno-
mial potential. Also, “critical” DT-series introduced below matches those
introduced in [33] in the framework of ind-constructible three-dimensional
Calabi–Yau categories. We should mention that the idea of defining
Donaldson–Thomas invariants using compactly supported cohomology of
the vanishing cycle complex appeared first in [13] and also was implicit in
[33].

The generality of our construction is still not satisfactory for all appli-
cations. One needs a minor generalization of the theory of vanishing cycles
to formal schemes and stacks, which is still absent in the existing literature.
In the ideal picture, our theory will be applicable to a large class of three-
dimensional Calabi–Yau categories, including those associated with quivers
with formal potentials, e.g., the cluster ones.

7.2. Vanishing cycles in the analytic case

Let us first recall basic facts about vanishing cycles for constructible sheaves
in analytic geometry (see e.g. [51]). If X is a complex analytic space endowed
with a holomorphic function f : X → C, then we have the functor ψf of
nearby cycles from Db

c(X), the derived category of complexes of sheaves
on X constructible with respect to a complex analytic stratification, into a
similar one for X0 := f−1(0), given (in the obvious notation) by

ψf := (X0 → X)∗ ◦ (X+ → X)∗ ◦ (X+ → X)∗, X+ := f−1(R>0) ⊂ X.
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Also we have the functor φf of vanishing cycles given by the cone of the
adjunction

φfF � Cone((X0 → X)∗F → ψfF).

The functor of vanishing cycles commutes with the direct image for
proper morphisms π : X1 → X2 for varieties with functions f1, f2 such that
f1 = π∗f2,

φf2 ◦ π∗ � π∗ ◦ φf1 .

Thom–Sebastiani theorem for sheaves (see e.g. [42, 51]) says that the
shifted functor of vanishing cycles commutes with the external products. In
other words, if X = X(1) ×X(2) and f = f (1) � f (2) for f (i) ∈ O(X(i)), i =
1, 2 and

F = F (1) � F (2) := pr∗X→X(1)(F (1))⊗ pr∗X→X(2)(F (2))

for F (i) ∈ Db
c(X

(i)), i = 1, 2, then

(X(1)
0 ×X

(2)
0 → X0)∗φf [−1]F � φf (1) [−1]F (1) � φf (2) [−1]F (2),

where X(1)
0 , X

(2)
0 and X0 are zero loci of functions f (1), f (2) and f , respec-

tively.

7.3. Relation with the rapid decay cohomology

For a large class of functions, one can relate rapid decay cohomology and
vanishing cycles. Let X be a complex algebraic variety. For a regular func-
tion, f ∈ O(X) considered as a map X → A

1
C
, we define its bifurcation set

Bif(f) ⊂ C as the set of points over which f is not a locally trivial fibration
(in the analytic topology). The set Bif(f) is finite, containing singularities
of the direct image f∗ZX(C). Also, for smooth X the set Bif(f) contains the
set of critical values of f .

Let us choose an isotopy class of a collection of disjoint paths from −∞
to points of Bif(f). Then we obtain a canonical isomorphism

H•(X, f) = H•(X, f−1(−c)) �
⊕

z∈Bif(f)

H•(f−1(Bδ(z)), f−1(z − δ))

for sufficiently small real 0 < δ � 1 and sufficiently large real c� 0. Here
Bδ(z) := {w ∈ C | |z − w| � δ}. Indeed, the pointed topological space
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X(C)/f−1(−c) is homotopy equivalent to the wedge sum (coproduct) of
pointed spaces ∨

z∈Bif(f)

f−1(Bδ(z))/f−1(z − δ),

with the homotopy equivalence depending on the collection of disjoint paths
(up to isotopy).

Definition 7.1. A function f on smooth algebraic variety X/C is called
topologically isotrivial at infinity if there exists a C∞-manifold with bound-
ary U ⊂ X(C), dimR U = 2 dimX such that f|U : U → C is proper, and a
homeomorphism

h : ∂U × [0,+∞) � X(C)− intU, h(x, 0) = x for x ∈ ∂U,

such that f(h(x, t)) = f(x) for any x ∈ ∂U .

In particular, if f : X → C is a proper map for smooth X, then it is
topologically isotrivial at infinity. We were not able to find a discussion
of this property in the literature. The closest analog is a strictly stronger
property called M-tame (see [44]). It is easy to see that for a function f
topologically isotrivial at infinity, the bifurcation set coincides with the set
of critical values, and for any z ∈ Bif(f) one has a canonical isomorphism

H•(f−1(z), φ−f+z ZX [−1]) � H•(f−1(Bδ(z)), f−1(z − δ))

for 0 < δ � 1. Hence, we see that for such f the direct sum over critical
values ⊕

z∈C

H•(f−1(z), φ−f+z ZX [−1])

is isomorphic to H•(X, f). The isomorphism is not canonical, it depends
on a choice of an isotopy class of a collection of disjoint paths from −∞ to
points of Bif(f), as before.

Also we have a (non-canonical) isomorphism between cohomology with
compact support for a topologically isotrivial at infinity function f

H•c (X, f) �
⊕

z∈C

H•c (f−1(z), φ−f+z ZX [−1]).

This follows by Verdier duality from the previous considerations.
Here is an application promised in Section 4.7. LetW ∈ C[x] be a polyno-

mial of degreeN � 3 such thatW ′ hasN − 1 distinct roots r1, . . . , rN−1 ∈ C.
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We can consider W as a cyclic polynomial in CQ1. Hence for any n � 0, we
get function Wn on Mat(n× n,C) given by Wn(X) = TrW (X). One can
show that for an appropriate C∞ function F : C → R>0 and any n, the
submanifold Un ⊂ Mat(n× n,C) given by the inequality

Tr(XX†) � F (Tr(W (X)))

satisfies an U(n)-equivariant version of the conditions from the definition of
topological isotriviality at infinity. Thus, implies that one can identify equiv-
ariant rapid decay cohomology with the equivariant cohomology of vanishing
cycles. The latter is easy to compute.

The set of critical points of the potential Wn consists of operators x ∈
Mat(n× n,C) satisfying the equation

W ′(x) = 0.

This means that x has eigenvalues r1, . . . , rN−1 with some multiplicities, and
no non-trivial Jordan blocks. Therefore the space C

n splits into the direct
sum ⊕N−1

i=1 Vi of eigenspaces. We conclude that the set of critical points of
Wn is the disjoint union over all ordered partitions

n1 + · · ·+ nN−1, ni � 0

of components corresponding to such decompositions with dimVi = ni.
PotentialWn has Bott–Morse singularity at any critical point, i.e., locally

(in analytic topology) it is the Thom–Sebastiani sum � of a constant func-
tion and of a quadratic form.

The rank of the second derivativeW ′′n at the component corresponding to
the decomposition n1 + · · ·+ nN−1, is equal to

∑
i n

2
i . Also, this component

is a homogeneous space GL(n,C)/
∏
i GL(ni,C). One can check that the

sheaf of vanishing cycles (shifted by [−1]) in our case is the constant sheaf
Z shifted by [−

∑
i n

2
i ]. Therefore, we conclude that

Hn �
⊕

n1,...,nN−1�0
n1+···+nN−1

N−1∏

i=1

H•(BGL(ni,C)).

Then H =
⊕

n�0Hn is isomorphic as a bigraded space to

⎛

⎝
⊕

m�0

H•(BGL(m,C))

⎞

⎠

⊗(N−1)

.
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It looks plausible that H considered as an algebra (and not only as a
bigraded vector space), is also isomorphic to the (N − 1)-st tensor power of
the exterior algebra corresponding to the case N = 2. Also it looks plausible
that the condition on W to have simple critical points can be dropped.

7.4. Vanishing cycles and monodromic Hodge structures

The definition of vanishing cycles given in the analytic case is not algebro-
geometric. To our knowledge there is no satisfactory general geometric
approach as well as a proof of Thom–Sebastiani theorem. There are indi-
vidual theories in the étale case (see [52]), and for mixed Hodge modules
(see [49]). In what follows we will work over k = C and use mixed Hodge
modules, although all arguments hold also for étale constructible sheaves as
well.

Cohomology groups of sheaves of vanishing cycles carry a natural mixed
Hodge structure. In fact, they should be considered as EMHS of special
type, which we will call monodromic. The origin of the name is explained by
the fact that there is a natural action of monodromy operator on φfF . The
monodromy comes from the parallel transport around 0 for locally constant
family of sheaves φλfF depending on a parameter λ ∈ C

∗.

Definition 7.2. Tannakian category of ‘monodromic mixed Hodge struc-
tures’ MMHS is the full Tannakian subcategory of EMHS consisting of
objects unramified on C

∗ ⊂ C.

As an abelian category MMHS is naturally equivalent to the category
of unramified mixed Hodge modules on Gm,C, i.e., admissible variations of
mixed Hodge structures on C

∗. The correspondence (shifted by 1) is given
in one way by the restriction from C = A

1(C) to C
∗, and in another way by

the direct image with compact supports.
Tensor product on Tannakian category MMHS does not coincide with

the tensor product of corresponding variations of mixed Hodge structures
on on C

∗, but for the underlying constructible sheaves of Q-vector spaces
there is an isomorphism of two tensor products.

Definition 7.3. Let X/C be an algebraic variety endowed with a function
f ∈ O(X), and a locally closed subset Xsp ⊂ X0 := f−1(0). The ‘critical
cohomology with compact support’ is defined as the cohomology of an object
of Db(MMHS) ⊂ Db(MHMA1

C
), given by

(Gm → A
1
C)! (Xsp ×Gm → Gm)! ((Xsp ×Gm) → (X0 ×Gm))∗ φ f

u

QX×Gm
,
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where affine line A
1
C

is endowed with coordinate u. We will denote it by
H•,critc,MMHS(X

sp, f).

The above definition becomes very transparent when one applies the
Betti realization functor at u = 1. Then the critical cohomology with com-
pact support turns into a space

H•c (Xsp, (Xsp → X0)∗φf (QX))

endowed with the action of the monodromy operator.
The reader should notice that (as we already pointed out in Section 4.5)

the critical cohomology depends on the ambient space X and the corre-
sponding function fX . This is quite different from the case of rapid decay
cohomology.

There is a version of the Thom–Sebastiani theorem in the setting of
mixed Hodge modules (Saito [50]). It implies in particular an isomorphism

H•,critc,MMHS(X
(1),sp, f (1))⊗H•,critc,MMHS(X

(2),sp, f (2))

� H•,critc,MMHS(X
(1),sp ×X(2),sp, f)

whereX = X(1) ×X(2), f = f (1) � f (2), f (i) ∈ O(X(i)), i = 1, 2 and the ten-
sor product is the additive convolution ∗+.

Let k be a field, chark = 0 and H• be one of the standard cohomology
theories, namely étale cohomology, Betti cohomology, or mixed Hodge mod-
ules. Then we can define similarly to what has been done above, monodromic
exponential mixed motives H•,critc (Xsp, f) for triples (X, f,Xsp) defined over
k. It is expected that the Thom–Sebastiani theorem holds also in the étale
case (P. Deligne, private communication)13. In what follows, we will use
the notation H•,critc assuming the Thom–Sebastiani theorem. The cautious
reader can always replace it by H•,critc,MMHS.

Another unsatisfactory issue which we have already mentioned in Sec-
tion 7.1 is that vanishing cycles are not yet defined for formal functions.
Ideally, we would like to have a definition of the sheaf of vanishing cycles
“φfQX” associated with any smooth formal scheme X/k endowed with a
function f ∈ O(X). This should be a constructible sheaf on the ordinary
reduced scheme f−1(0) ∩ Xred, where Xred is obtained from X by killing all
topologically nilpotent elements. In the case when X is a completion of an

13After this pape was finished, a proof of the Thom–Sebastiani theorem in the
case of positive characteristic was announced by Lei Fu; see [20].



Cohomological Hall algebra 333

ordinary scheme X along a closed subset X(0) ⊂ X, and f is a restriction
of fX ∈ O(X), the sheaf “φfQX” should be canonically isomorphic to the
restriction of φfX

QX to f−1
X (0) ∩X(0). Also we would like to have equivari-

ant cohomology with compact support, and more generally cohomology of
stacks.

There is a great variety of partial results which leave no doubts that such
a theory should exist, see [6, 7, 45, 27]. For a geometric theory formulated in
terms of the Grothendieck group of varieties, one has good indications that
the corresponding version of the Thom–Sebastiani theorem holds; see [11].
Also, in the same spirit, see [53] for appropriate results on the equivariant
resolution of singularities in the formal setting.

7.5. Rapid decay cohomology and monodromic Hodge structures

Finally, we would like to return to the comparison with rapid decay coho-
mology, already discussed in Section 7.3, but this time at the level of Hodge
structures. There is an exact faithful tensor functor F : EMHS →
MHMC−grad, where MHMC−grad consists of finite direct sums ⊕zi∈CMzi

of
monodromic mixed Hogde modules. The functor F assigns toM ∈Ob(EMHS)
the direct sum of the corresponding monodromic mixed Hodge modules over
the finite set S := {z1, . . . , zn} of singular points of M . In order to define the
summands Mzi

we consider M as an object of MHMA1
C
. Each Mzi

is given
by the formula similar to the one from Definition 7.3. Namely,

Mzi
= ({zi} ×Gm,C → A

1
C)! φ z−zi

u

(A1
C ×Gm,C → A

1
C)∗M,

where the map {zi} ×Gm,C → A
1
C

is given by (zi, u) 	→ u.
There is an analog of the functor F in the framework of non-commutative

Hodge structures (see [30]). Namely, with a nc Hodge structure of exponen-
tial type one can associate a C-graded nc Hodge structure with regular
singularities by forgetting the gluing data (cf. Theorem 2.35 from loc. cit.).
In terms of D-modules the situation is described as forgetting the Stokes
data, and hence passing to the formal classification of D-modules14. Notice
that the functor F preserves the weight filtration, and hence it preserves the
Serre polynomial. In the case of the function f which is isotrivial at infinity

14Similar story appears in matrix integrals. In that case the critical cohomology
corresponds to the formal expansion. For 1-matrix integrals filling fractions play a
role of the dimension of a representation of a quiver.
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we have:

F (Hc,EMHS(X, f)•) �
⊕

z∈Bif(f)

H•,critc,MMHS(f
−1(z), f − z).

7.6. Definition of the critical COHA

Let us assume that we are in the situation described in Section 7.1, i.e.,
given smooth I-bigraded algebra R/k, a bilinear form χR, a potential W ,
and collection of subsets Msp

γ satisfying the conditions from Section 7.1. The
cohomology space Hγ is a Z-graded object of the category of monodromic
exponential mixed H-motives defined as

Hγ := D(H•,critc,Gγ
(Msp

γ ,Wγ))⊗ T
⊗ dim Mγ/Gγ .

In the above formula, we define the equivariant cohomology with com-
pact support as the inductive limit, using finite-dimensional approximations
to B Gγ as in Section 4.5, and D is duality in the ind-completion of the
category of monodromic exponential mixed H-motives. In what follows in
order to alleviate the notation we assume that potentials Wγ have only one
critical value 0. The general case is similar.

We have to define the (twisted) multiplication. For any γ1, γ2 ∈ Z
I
�0,

γ := γ1 + γ2 we define the dual to the component mγ1,γ2 of the product

m∨γ1,γ2
: H•,critc,Gγ

(Msp
γ ,Wγ) → H•,critc,Gγ1

(Msp
γ1
,Wγ1)⊗H•,critc,Gγ2

(Msp
γ2
,Wγ2)

⊗ T
⊗(−χR(γ2,γ1))

as the composition of the following homomorphisms of groups:

• H•,critc,Gγ
(Msp

γ ,Wγ) → H•,critc,Gγ1,γ2
(Msp

γ ,Wγ), which is the pull-back associ-
ated with the embedding of groups Gγ1,γ2 → Gγ with proper quotient.

• H•,critc,Gγ1,γ2
(Msp

γ ,Wγ) → H•,critc,Gγ1,γ2
(Msp

γ1,γ2 ,Wγ), where Msp
γ1,γ2 := Msp

γ ∩
Mγ1,γ2 , also given by the pullback for the closed embedding Msp

γ1,γ2 ↪→
Msp
γ .

• H•,critc,Gγ1,γ2
(Msp

γ1,γ2 ,Wγ) � H•,critc,Gγ1,γ2
(M̃sp

γ1,γ2 ,Wγ), where M̃sp
γ1,γ2 ⊂ Mγ1,γ2 is

the pullback of Msp
γ1 ×Msp

γ2 under the projection Mγ1,γ2 → Mγ1 ×Mγ2 .
The isomorphism follows from the fact that by the assumptions from
Section 7.1 the space Msp

γ1,γ2 is equal to the intersection Crit(Wγ) ∩
M̃sp
γ1,γ2 . Hence the sheaf of vanishing cycles of Wγ vanishes on M̃sp

γ1,γ2 −
Msp
γ1,γ2 .
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• H•,critc,Gγ1,γ2
(M̃sp

γ1,γ2 ,Wγ) → H•,critc,Gγ1,γ2
(M̃sp

γ1,γ2 ,Wγ1,γ2), where Wγ1,γ2 is the
restriction of Wγ to Mγ1,γ2 .

• H•,critc,Gγ1,γ2
(M̃sp

γ1,γ2 ,Wγ1,γ2) � H•,critc,Gγ1×Gγ2
(Msp

γ1 ×Msp
γ2 ,Wγ1 �Wγ2)⊗ T

c,
where the isomorphism comes from homotopy equivalence Gγ1 × Gγ2 ∼
Gγ1,γ2 , the fact that M̃sp

γ1,γ2 is a bundle over Msp
γ1 ×Msp

γ2 with affine
fibers, and the fact that Wγ1,γ2 is the pullback of Wγ1 �Wγ2 . The shift
is given by

c = dimMγ1,γ2/Gγ1,γ2 − dimMγ1/Gγ1 − dimMγ2/Gγ2 = −χR(γ2, γ1).

• Thom–Sebastiani isomorphism.

The proof of associativity is similar to the one from Section 2.3.

7.7. Stability conditions and factorization of critical motivic
DT-series

We will use the notation for the Harder–Narasimhan filtration from Section
5.1. Again, we assume for simplicity that all critical values of Wγ are equal
to zero. Stratification by HN-strata gives a spectral sequence converging to
H•,critc,Gγ

(Msp
γ ,Wγ) with the first term

⊕

n�0

⊕

γ1,...,γn∈ZI
�0−0

Arg γ1>···>Arg γn

H•,critc,Gγ
(Msp,HN

γ,γ• ,Wγ),

where γ• = (γ1, . . . , γn) and Msp,HN
γ,γ• := Msp

γ,γ• ∩MHN
γ,γ• . Then we have

H•,critc,Gγ
(Msp,HN

γ,γ• ,Wγ) � H•,critc,Gγ1,...,γn
(Msp,ss

γ1,...,γn
,Wγ),

Msp,ss
γ1,...,γn

:= Msp
γ ∩Mss

γ1,...,γn
.

Denote by M̃sp,ss
γ1,...,γn the pullback of Msp,ss

γ1 × · · · ×Msp,ss
γn under the pro-

jection Mγ1,...,γn
→ Mγ1 × · · · ×Mγn

. We have an isomorphism

H•,critc,Gγ1,...,γn
(Msp,ss

γ1,...,γn
,Wγ) � H•,critc,Gγ1,...,γn

(M̃sp,ss
γ1,...,γn

,Wγ),

because Wγ has no critical points on M̃sp,ss
γ1,...,γn −Msp,ss

γ1,...,γn . The next step is
an isomorphism

H•,critc,Gγ1,...,γn
(M̃sp,ss

γ1,...,γn
,Wγ) � H•,critc,Gγ1,...,γn

(M̃sp,ss
γ1,...,γn

, (Wγ)|Mγ1,...,γn
).
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This is the key point. This isomorphism follows iteratively from the integral
identity proven in the next section; see Corollary 7.1. Finally, using the
fact that M̃sp,ss

γ1,...,γn is an affine bundle over Msp,ss
γ1 × · · · ×Msp,ss

γn and that the
function (Wγ)|Mγ1,...,γn

is the pullback of Wγ1 � · · ·�Wγn
, we obtain that

H•,critc,Gγ
(Msp,HN

γ,γ• ,Wγ) � H•,critc,Gγ1×···×Gγn
(Msp,ss

γ1
× · · · ×Msp,ss

γn
,Wγ1 � · · ·�Wγn

)

⊗ T
⊗(−

∑
i<j χR(γj ,γi)).

Applying Thom–Sebastiani isomorphism and duality we obtain the Factor-
ization Formula for the critical motivic DT-series, as in Section 5.3.

7.8. Integral identity

Let X be an algebraic variety over C, and E1, E2 be two vector bundles over
X. Denote by Y the total space of the bundle E1 ⊕ E2, and by Y (1) ⊂ Y the
total space of E1. Assume that we are given a function

f ∈ O(Y )Gm ,

where the group Gm acts linearly along fibers of E1 ⊕ E2 with weights +1 on
E1 and −1 on E2.

Theorem 7.1. Let Y0 = f−1(0) ⊂ Y be the zero locus of f and Y
(1)
0 :=

Y0 ∩ Y (1). Then

(Y (1)
0 → X)! (Y

(1)
0 → Y0)∗ Cone(φfZY → φf (Y (1) → Y )∗ZY (1))) = 0.

Corollary 7.1. For any closed subset Xsp ⊂ X such that its preimage Y sp

under the projection Y (1) → X lies in Y0, we have a canonical isomorphism

H•,critc (Y sp, f) � H•,critc (Y sp, f|Y (1)).

Moreover, the same conclusion holds in the equivariant setting.

Proof of the corollary. There is an obvious morphism in Db(MMHS)

α : H•,critc,MMHS(Y
sp, f) → H•,critc,MMHS(Y

sp, f|Y (1)).

We claim that φ is an isomorphism, i.e., the cone of α is zero. By faithfulness,
it is sufficient to prove the vanishing using only Betti realization αBetti.
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Denote by E the complex of constructible sheaves whose vanishing is claimed
in Theorem 7.1. Then we have

(Xsp → pt)!(Xsp → X)∗E ⊗Q � Cone(αBetti).

Hence, we proved the result in the non-equivariant case. The extension to
the equivariant setting is straightforward.

Proof of Theorem 7.1. Let us consider an affine morphism Z → X whose fiber
Zx at any point x ∈ X is SpecO((Y → X)−1(x))Gm . There is an obvious
map Y → Z, and the function f is the pullback of a function fZ ∈ O(Z). We
will construct a completion Y ⊃ Y such that the projection Y → Z extends
to a proper map π : Y → Z. In what follows, we will compose π with the
projection Z → X and describe Y as a fibration over X. Namely, for any
x ∈ X consider the product of two projective spaces

P(E1,x ⊕ C)× P(E2,x ⊕ C) � (E1,x ∪ PE1,x)× (E2,x ∪ PE2,x),

make blow-up at two disjoint submanifolds PE1,x × {0E2,x
} and {0E1,x

} ×
PE2,x (here 0E1,x

, 0E2,x
are zero points in fibers E1,x and E2,x, respectively), and

remove the proper transform of divisors PE1,x × E2,x and E1,x × PE2,x. The
result is by definition the fiber of Y over x. This fiber is smooth, and carries
a natural stratification with eight smooth strata. The incidence diagram of
strata is

S7,x

��

�� S8,x

��
S4,x �� S5,x S6,x��

S1,x ��

��

S2,x

��

S3,x��

��

where all arrows are inclusions. Open parts of the strata are

PE2,x S8,x

E �=0
2,x E �=0

1,x × E �=0
2,x

S6,x

{0E1,x⊕E2,x
} E �=0

1,x
PE1,x
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where E �=0
i,x := Ei,x − {0Ei,x

}, i = 1, 2 and S6,x � S8,x � (E �=0
1,x × E �=0

2,x)/Gm,C.
Under the projection to the fiber Zx of Z → X the strata S1,x, S2,x, S3,x, S4,x,
S7,x are mapped to the base point in Zx, whereas the union S5,x ∪ S6,x ∪ S8,x

is a fibration with fiber P
1 over an open stratum in Zx isomorphic to

S6,x. Varying point x ∈ X we obtain strata (Si)1�i�8 of Y with open parts
(S◦i )1�i�8. The open subset Y ⊂ Y is a union of strata, Y = S◦1  S◦2  
S◦4  S◦5 .

Now return to the proof of identity. By base change it is sufficient to
prove that for any x ∈ X such that fX(x) = 0 (here fX is the pullback of f
via the embedding X ↪→ Y as the zero section) we have

(E1,x → pt)! (E1,x → Y0)∗ φf G• = 0, G• := Cone(ZY → (Y (1) → Y )∗ZY (1)).

We will construct certain extension F• of G• from Y to Y . Let F1 be the
extension of ZY by ! to S◦3  S◦6 , and by ∗ to S◦7  S◦8 . Similarly we define F2

to be the extension of ZY (1) by ! to Y . Restrictions of F1 and F2 to Y ⊂ Y
coincide with the sheaves ZY and (Y (1) → Y )∗ZY (1) , respectively. There is
a natural morphism F1 → F2, and the restriction of F• := Cone(F1 → F2)
to Y is isomorphic to G•.

Lemma 7.1. The complexes

(E1,x → pt)! (E1,x → Y0)∗ φf G• � (E1,x → pt)! (E1,x → Y 0)∗ φfY
F•

and
(Y ′x → pt)! (Y

′
x → Y 0)∗ φfY

F•

are isomorphic. Here Y ′x := S◦1,x  S◦2,x  S◦3,x  S◦4,x  S◦7,x is a closed subset
of the fiber of Y over x, function fY = (Y → Z)∗fZ is the extension of f by
continuity, and Y 0 is zero locus of fY .

Proof of Lemma. Notice that Y ′x = E1,x  S◦3,x  S◦4,x  S◦7,x. By spectral sequences
it is sufficient to check that

1) (S◦3,x → pt)! (S◦3,x → Y 0)∗ φfY
F• = 0,

2) ((S◦4,x  S◦7,x) → pt)! ((S◦4,x  S◦7,x) → Y 0)∗ φfY
F• = 0.

First vanishing follows from the observation that the closed subspace
V := S◦3  S◦6 of Y has an open neighborhood U := S◦2  S◦3  S◦5  S◦6 which
is the total space of a line bundle over S◦3  S◦6 . Restriction of function fY
to U is the pullback of a function on V , and the restriction of the sheaf F•
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to U is the extension by zero of the constant sheaf on U − V . Hence, the
functor of vanishing cycles can be interchanged with the restriction to V ,
and therefore

(((S◦3  S◦6) ∩ Y 0) → Y 0)∗ φfY
F• = 0.

This implies 1).
Similarly, V ′ := S◦7  S◦8 is a base of a line bundle with the total space

U ′ = S◦4  S◦5  S◦7  S◦8 . Restriction of function fY to U ′ is the pullback of a
function on V ′, and the restriction of the sheaf F• to U is the direct image
of the constant sheaf on U ′ − V ′. Hence, we have

(U ′0 → V ′0)! (U
′
0 → Y 0)∗F• = 0, U ′0 := U ∩ Y 0, V

′
0 := V ∩ Y 0.

The reason is that (C → pt)! (C∗ → C)∗ ZC∗ = 0. This proves the second
vanishing. �

Using the fact that the functor of vanishing cycles commutes with proper
morphisms (e.g., with π : Y → Z), we obtain an isomorphism

(Y ′x → pt)! (Y
′
x → Y 0)∗ φfY

F• � (pt→ f−1
Z (0))∗ φZ

(
Y → Z

)
∗ F

•,

where the inclusion of the point to f−1
Z (0) is given by the base point at the

fiber Zx ⊂ f−1
Z (0). Now we apply the following lemma.

Lemma 7.2. The direct image
(
Y → Z

)
∗ F

• vanishes.

Proof of Lemma. The morphism π : Y → Z is proper, hence we can use the
base change, and it is sufficient to prove that for any point z ∈ Z the direct
image

(π−1(z) → pt)∗ (π−1(z) → Y )∗F• = 0.

Denote by i : X ↪→ Z the canonical embedding given by base points of
cones (Zx)x∈X .

For z ∈ Z − i(X) the fiber π−1(z) is the projective line P
1
C
. The restric-

tion of the sheaf F• to π−1(z) is a constant sheaf on A
1
C

extended by zero
to the point ∞ ∈ P

1
C
. Hence RΓ of this sheaf on π−1(z) vanishes.

For a point z ∈ i(X), the fiber π−1(z) is the joint of two projective spaces
identified at zero:

π−1(z) = P(E1,x ⊕ C) ∪0 P(E2,x ⊕ C) = S◦1,x  S◦2,x  S◦3,x  S◦4,x  S◦7,x,

where the point x ∈ X corresponds to z. The restriction of F• to π−1(z) is
the constant sheaf on the open part S◦1,x  S◦2,x  S◦4,x extended by zero to
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S◦3,x, and by the direct image to S◦7,x. Then a direct calculation shows that
RΓ of F•|π−1(z) vanishes. This proves the lemma. �

Two above lemmas imply that for any point x ∈ fX−1(0) we have

(E1,x → pt)! (E1,x → Y0)∗ φf G• = 0.

By base change this implies the Theorem. �

7.9. Factorization systems in the critical case

The proof of the integrality property is based on the theory of factorization
systems from Sections 6.5 and 6.615.

First, for γ ∈ Z
I
�0 we define the following graded space:

H′γ := D(H•,critc,Tγ
(Msp

γ ,Wγ))⊗ T
⊗dim Mγ/Tγ .

Our goal is to define a structure of a non-singular factorization system on
the collection (H′γ)γ∈ZI

�0
. Then applying Theorem 6.4 and Corollary 6.3 from

Section 6.6, we will deduce admissibility of the motivic Donaldson–Thomas
series in the critical case.

First, we claim that H′γ is a finitely generated module over H•(BTγ).
This is a particular case of a more general result proven below, where we
identify cohomology with coefficients in the sheaf of vanishing cycles with
cohomology of certain real semi-algebraic sets.

We define the multiplication map (for γ = γ1 + γ2) as the dual to the
composition

H•,critc,Tγ
(Msp

γ ,Wγ) → H•,critc,Tγ
(Msp

γ1
×Msp

γ2
,Wγ) → H•,critc,Tγ

(Ms
γ1

×Msp
γ2
,Wγ1 �Wγ2),

where the first arrow is the restriction to the closed subspace Msp
γ1 ×Msp

γ2 ⊂
Msp
γ , and the second arrow comes from the canonical morphism of sheaves.

It is clear that the constraints of commutativity, associativity and of the
equivariance of the product are satisfied.

Theorem 7.2. In the notation from Section 6.4 the multiplication map
induces an isomorphism of coherent sheaves on the open sets Uγ1,γ2.

15We do not know how to make a shortcut similar to the one in Section 6.7.
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Proof 16. We will use Betti realization of the critical cohomology cohomology
(with coefficients in Q). We have to prove that the dual Z-graded vector
space over Q to

H•c,Tγ
(Msp

γ , (M
sp
γ ↪→W−1

γ (0))∗φWγ
(Cone(QMγ

→ i∗QMγ1×Mγ2
))),

where i : Mγ1 ×Mγ2 → Mγ is the obvious embedding, is a finitely generated
H•(BTγ ,Q)-module with support on SpecH•(BTγ ,Q)− Uγ1,γ2 .

First, notice that in the above formula we can replace complex torus Tγ
by its maximal compact real subtorus Tc

γ (hence the shift is replaced by the
real dimension of the contractible group Tγ/T

c
γ).

Also notice that we can replace the sheaf of vanishing cycles by the sheaf
of nearby cycles. Indeed, these two choices (i.e., φWγ

and ψWγ
) are related by

the exact triangle from Section 7.2 with the cohomology of the third vertex
of the triangle given by

H•c,Tγ
(Msp

γ , (M
sp
γ → Mγ)∗(Cone(QMγ

→ i∗QMγ1×Mγ2
)))

� H•c,Tγ
(Msp

γ − (Msp
γ1
×Msp

γ2
)).

Then we can use Proposition 6.3 from Section 6.5.
Now we have reduced the question to the one about equivariant coho-

mology with coefficients in the sheaves of nearby cycles. Let us consider the
following general situation. Suppose we are given a complex smooth alge-
braic variety X endowed with an algebraic action of a complex torus T as
well as a T-invariant function f ∈ O(X), and a closed T-invariant algebraic
set S ⊂ f−1(0). We want to calculate

Hc,T(S, (S → f−1(0))∗ψfQX).

As above, we can replace T by the maximal compact real subtorus Tc ⊂ T.
Let us choose Tc-invariant continuous real semi-algebraic maps r, s : X →
[0,+∞) such that:

(1) the map r is proper,

(2) d−1(0) = S (the map d can be thought of as a “distance to S”).

16We thank to Joerg Schürmann for a discussion that led to the proof below.
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Then we claim that Hc,Tc(S, (S → f−1(0))∗ψfQX) is isomorphic to the
iterated limit17

lim−→
r1→+∞

lim←−
r2→+∞

lim−→
d1→+0

lim−→
ε1→+0

lim−→
ε2→+0

lim←−
ξ1→+0

lim←−
η1→+0

lim←−
η2→+0

lim←−
f1→+0

H•Tc(S1, S2; Q),

where (S1, S2) is the following pair of Tc-invariant compact real semi-
algebraic sets in X depending on positive real parameters r1, r2, d1, ε1, ε2,
ξ1, η1, η2, f1:

S1 = {x ∈ X|r(x) � r2 + ε2 − η2, f(x) � f1, d(x) � d1 − ξ1},
S2 = {x ∈ X|r1 − ε1 + η1 � r(x) � r2 + ε2 − η2, f(x) � f1, d(x) � d1 − ξ1}.

This description of cohomology is similar to “semi-global” Milnor fibra-
tions from [51].

Let us explain the above sequence of direct and inverse limits. First pair
of limits lim−→r1→+∞ lim←−r2→+∞ corresponds to the fact that the cohomology
of S with compact support with coefficient in any sheaf can be calculated as
the double limit of cohomology of pair (K1,K2) of compact sets depending
on parameters r1, r2 given by

K1 := {x ∈ S | r(x) � r2}, K2 := {x ∈ S | r1 � r(x) � r2}.

By definition of ψfQX , we should calculate cohomology of pair (K1,K2)
with coefficients in the sheaf (X+ → X)∗QX+ on X, where X+ := f−1(R>0).
Then we consider a system of open neighborhoods U1, U2 of K1,K2 in X,
depending on small positive parameters d1, ε1, ε2 and given by

U1 := {x ∈ X | r(x) < r2 + ε2), d(x) < d1},
U2 := {x ∈ X | r2 − ε1 < r(x) < r2 + ε2, d(x) < d1}.

This is a fundamental system of neighborhoods (as follows from the proper-
ness of the map (r, d) : X → R

2). Hence, the cohomology of the pair (K1,K2)
is the inductive limit of the cohomology of the pair (U1, U2) as d1, ε1, ε2 →
+0. Now we should calculate the cohomology H•(U1 ∩X+, U2 ∩X+; Q). We
approximate locally compact spaces Ui ∩X+, i = 1, 2 from inside by a grow-
ing family of compact subsets Si, i = 1, 2 depending on small positive param-
eters ξ1, η1, η2, f1. This finishes the explanation of the multiple limit formula

17More precisely, we should work in the derived category and take derived projec-
tive limits. In our case, all cohomology spaces will have bounded finite dimension,
hence the derived projective limit coincides with the usual one.
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for Hc,Tc(S, (S → f−1(0))∗ψfQX). One can simplify slightly this formula, by
reducing to the case

d1 = ε1 = ε2, ξ1 = η1 = η2 = f1.

The above cohomology depends on all parameters in a constructible
way in the sense of the standard real semi-algebraic structure on R. This
is clear for non-equivariant cohomology. In the case of equivariant cohomol-
ogy, we should use the stratification given by the dimension of stabilizer
in Tc of a point x ∈ X. Therefore, at every stage the limit stabilizes for
sufficiently small values of the parameters 1/r1, 1/r2, d1, ε1, ε2, ξ1, η1, η2, f1.
Hence, the space Hc,Tc(S, (S → f−1(0))∗ψfQX) coincides with the cohomol-
ogy with compact support of the semi-algebraic set S1 − S2 for certain values
of parameters, and therefore the Z-graded dual space is a finitely generated
H•(BTc,Q)-module.

Now we can apply the iterated limit formula in two cases: one with

T = Tγ , X = Mγ , f = Wγ , S = Msp
γ and another one with

T′ = T = Tγ , X
′ = Mγ1 ×Mγ2 ⊂ X, f = Wγ1 �Wγ2 = f|X′ ,

S′ = Msp
γ1
×Msp

γ2
= S ∩X ′.

We also choose the functions r, d on X as above, and define r′, d′ to be
the restrictions of r, d to X ′. Then we have equalities

S′1 = S1 ∩X ′, S′2 = S2 ∩X ′

and a long exact sequence

· · · → H•T(S1, S2 ∪S′
2
S′1; Q) → H•T(S1, S2; Q) → H•T(S′1, S

′
2; Q) → . . . .

For sufficiently small values of parameters as above we can replace
H•T(S1, S2; Q) and H•T(S′1, S

′
2) by

H•c,Tγ
(Msp

γ , (M
sp
γ ↪→W−1

γ (0))∗φWγ
QMγ

) and

H•c,Tγ
(Msp

γ1
×Msp

γ2
, (Msp

γ1
×Msp

γ2
↪→ (Wγ1 �Wγ2)

−1(0))∗φWγ1�Wγ2
QMγ1×Mγ2

),

respectively.
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The equivariant cohomology H•T(S1, S2 ∪S′
2
S′1; Q) coincides with the

equivariant cohomology with compact support

H•c,T(S1 − (S2 ∪S′
2
S′1),Q)

of a locally closed real semi-algebraic set, which is contained in X −X ′ =
Mγ − (Mγ1 ×Mγ2). Applying Proposition 6.3, we finish the proof of
theorem. �

7.10. Comparison with motivic DT-invariants from [34]

Results of Sections 7.1–7.9 ensure the existence of the critical COHA Hcrit =
⊕γHcrit

γ as well as the corresponding graded space Hcrit
V associated with a

sector V in the upper-half plane. Hence, we have the corresponding critical
DT-series Acrit

V as well as critical motivic DT-invariants Ωcrit,mot(γ). In this
subsection, we would like to compare Acrit

V with the series Amot
V introduced

in [33].
We will be sketchy. We continue to use the notation introduced in Section

7.1. We will also assume that the reader is familiar with the setup of the
paper [33].

Let us make a simplifying assumption18 that R/k is the path algebra
of a finite quiver Q with the set of vertices I. Also we assume that the
ground field is algebraically closed, k = k. Then the potential W gives rise
to a homologically smooth dg 3CY -algebra B/k with generators in degrees
−2,−1, 0 (Ginzburg algebra), and we can consider triangulated dg-category
C = C(Q,W ) of finite-dimensional (over k) A∞-modules over B. It is an ind-
constructible triangulated three-dimensional Calabi–Yau k-linear category
in the sense of [33]. It has a canonical bounded t-structure with the heart
equivalent to the abelian category (CritW )(k) in the notation from Section
7.1. Define Csp to be the full triangulated subcategory of C generated by
objects from  γMsp

γ (k). It is also an ind-constructible triangulated category.
Any choice of a central charge Z : Z

I → C as in Section 5.1 gives an ind-
constructible stability condition on Csp.

Calabi–Yau category Csp has a canonical orientation data in the sense
of [33], given by the super line

sdet(Ext•R−mod(E1, E2))

18All the conclusion of this section hold in the general case of I-bigraded smooth
algebra.



Cohomological Hall algebra 345

associated with any two objects E1, E2 ∈ Csp. Here we us the fact that R is
a subalgebra of B.

Let us fix a central charge Z and a sector V in the upper-half plane.
Then, as we recalled above, the theory developed in [33] gives rise to a
series Amot

V . This is a series in (a completion of) the quantum torus with
coefficients lying in a localization of the Grothendieck ring Mμ(Spec(k))
of varieties over k endowed with a good action of the pro-algebraic group
μ = lim←−μn where μn is the finite group scheme of nth roots of one. For k = C

there is a natural homomorphism of rings

Φ : Mμ(Spec(C)) → K0(MMHSA1
C
),

which associates with X (endowed with a μn-action for some n � 1) the
K-theory class of the following object in Db(MHMA1

C
):

(Gm,C → A
1
C)!((X ×Gm,C)/μn

g→ Gm,C)!Q(X×Gm,C)/μn
(0),

where the action of μn on X ×Gm,C is the product of the given action on
X and the multiplication on Gm,C. Map g is given by g(x, t) = tn.

One can check that Φ maps the motivic Milnor fiber used in [33] to the
class of cohomology with compact support of the sheaf of vanishing cycles.
Therefore, we have proved the following result.

Proposition 7.1. One has an equality of generating series with coefficients
in K0(MMHSA1

C
):

Φ(Amot
V ) = D(Acrit

V ),

where D is the duality.

The above proposition ensures that the theories developed in [33] and in
the present paper give essentially the same result at the level of generating
series.

8. Some speculations

There are plenty of conjectures and speculations about Cohomological Hall
algebra and related motivic DT-series. From that variety we have chosen
just two.
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8.1. Categorification of the critical COHA

Let us keep the setup of Section 7.4. The critical cohomology H•,critc (Xsp, f)
are related to a certain two-periodic triangulated category. Namely, for any
Zariski closed subset Xsp ⊂ f−1(0) let us define the category of matrix fac-
torizations supported on Xsp in the following way:

MFXsp(f) := Db
Xsp(Coh(f−1(0)))/PerfXsp(f−1(0)),

where the subscript Xsp denotes the category of bounded complexes of coher-
ent sheaves on the closed subscheme f−1(0) (resp. of perfect complexes on
f−1(0)), with cohomology sheaves supported on the closed subset Xsp. Then
there is a Chern character homomorphism

ch : K0(MFXsp(f)) → (Hev,crit
c (Xsp, f))∨

where the RHS in de Rham realization is (hypothetically) the periodic cyclic
homology of MFXsp(f). One has also an equivariant version MFXsp,G(f) of
the above category and of the Chern character (here G is an algebraic group
acting on X and preserving Xsp and f). We expect that the multiplication
on the critical COHA comes from a monoidal structure on the direct sum
of categories ⊕

γ∈ZI
�0

⊕

z∈C

MFMsp
γ ∩(Wγ)−1(z),Gγ

(Wγ − z).

The correspondences Mγ1,γ2 should be upgraded to functors between dif-
ferent summands, and the multiplication in the critical COHA will be the
induced morphism of periodic cycllic homology spaces. The monoidal struc-
ture could be thought of as a categorification of the critical COHA (which
is itself a categorification of DT-invariants).

8.2. Invariants of three-dimensional manifolds

As we already mentioned in this paper, the comparison with [33] suggests
that there exists a critical COHA associated with any ind-constructible 3CY
category endowed with orientation data. The potential in this case is a (par-
tially) formal function. Any compact oriented three-dimensional C∞ mani-
fold X gives an example. Namely, let us consider the triangulated category
Db

constr(X) of complexes of sheaves with locally constant cohomology of finite
rank. This category has a t-structure with the heart equivalent to the cate-
gory of finite-dimensional complex representations of the fundamental group
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π1(X,x0), x0 ∈ X. For a given n � 0 the stack Repn(X) of representations
of dimension n is an Artin stack of finite type over C. Locally (in ana-
lytic topology) we can represent Repn(X) as the set of critical points of the
Chern–Simons functional:

CS(A) =
∫

X
Tr
(
dA ·A

2
+
A3

3

)

∈ C/(2πi)2Z,

where A ∈ Ω1(X)⊗Mat(n,C), modulo action of the gauge group. It looks
plausible that the corresponding 3CY category admits orientation data in
the sense of [33]. Therefore, we obtain a topological invariant of X given by
the motivic DT-series in one variable. For X = S3 the invariant coincides
with the motivic DT-series for the quiver A1 = Q0 endowed with the triv-
ial potential (essentially it is the quantum dilogarithm; see Section 2.5). For
X = (S1)3, it is given by Proposition 5.1 from Section 5.6 (quantum MacMa-
hon function). One can also compute the invariant, e.g., for X = S1 × S2,
but in general the answer is not known to us.

Another interesting story is a relation of COHA with the holomorphic
Chern–Simons functional for ∂-connections on C∞ complex vector bundles
on a compact complex 3CY manifold XC endowed with a non-zero holomor-
phic 3 form Ω3,0

XC
. In this case, CS is defined modulo the abelian subgroup

of C consisting (up to a torsion) of integrals of Ω3,0
XC

over integral cycles.
Also for both C∞ and holomorphic Chern–Simons functionals one can

try to define a rapid decay version of COHA. The latter is achieved by tak-
ing into account Stokes data (the same as gluing data in [30]) and counting
gradient lines of the real part of exp(iφ)CS for various φ ∈ R/2πZ, which
connect different critical points of CS. In order to do this we have to use
an appropriate infinite covering of the space of connections, in order to
have a globally defined holomorphic functional CS. This goes beyond the
formalism of 3CY categories, as the gradient lines are trajectories in the
space of non-flat connection in the case of a real oriented three-dimensional
manifold, or non-holomorphic ∂-connections in the complex case. Geomet-
rically these lines correspond to self-dual non-unitary connections on the
four-dimensional Riemannian manifold X × R in the real case, or on the
Spin(7)-manifold XC × R in the complex case, with appropriate boundary
conditions at infinity (compare with [55]). The resulting structure is in a
sense an exponential mixed Hodge structure of infinite rank. We hope to
discuss it in the future.
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