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Autocorrelation of ratios of L-functions

BriaN CoONREY, DAVID W. FARMER AND MARTIN R. ZIRNBAUER

We give a new heuristic for all of the main terms in the quotient of
products of L-functions averaged over a family. These conjectures
generalize the recent conjectures for mean values of L-functions.
Comparison is made to the analogous quantities for the charac-
teristic polynomials of matrices averaged over a classical compact

group.

1. Introduction

Conjectures for the moments of L-functions have been sought for many
decades, with very little progress until the introduction of random matrix
theory into the subject [4,26-28]. The predictions using random matrix the-
ory provide plausible conjectures for the leading order asymptotics of the
moments of a family of L-functions. More recently, conjectures for all of
the main terms of the moments have been found, using heuristics based on
the harmonic detector of a family [6] and also using a plausible conjecture
for multiple Dirichlet series [13]. Although the more refined conjectures do
not make use of random matrix theory, they are supported by the similarity
to the analogous theorems for random matrices [5].

In this paper, we generalize the heuristic method of [6] to the case of
ratios of products of L-functions. In our companion paper [8] and in [21],
the methods of supersymmetry are used to evaluate the analogous quantity
for the characteristic polynomials of matrices averaged over the compact
classical groups. We quote those results in Section 4 for comparison with
our conjectures given in Section 5.

The usefulness of averages of ratios was first suggested by Farmer [14],
who made the following First Ratios Conjecture about the Riemann zeta-
function. For complex numbers «, 3,7, with real parts that are positive
and of size ¢/log T,

Cs—i—a C1—-s4+p)
C(s+7)¢(1—s+9)

dt ~ 1+ (1 — T—“—ﬁ)mm.
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This conjecture, developed in conjunction with the conjecture on “long
mollifiers,” had a somewhat shaky justification, yet it implied many things
of great interest about the Riemann zeta-function, such as the pair cor-
relation conjecture of Montgomery [30], Levinson’s formula for a “molli-
fied” mean square of ((s) and an asymptotic formula for moments of the
logarithmic derivative of the zeta-function near the critical line. More-
over, it satisfied many consistency checks involving exchanging parameters,
using the functional equation of ((s) and letting variables approach 0 or
o0o. Farmer later extended the conjecture to include similar integrals but
with ratios of up to three zeta-functions in the numerator and denom-
inator [15]. These formulas were also found to imply interesting state-
ments about the zeros of ((s), including the triple correlation conjecture
of Hejhal [20] and Rudnick—Sarnak [31].

In another direction, Goldston and Montgomery [19] have shown that
the pair correlation conjecture is equivalent to a statement about the second
moment of primes in short intervals. In [18], an asymptotic formula for the
mean-square of the logarithmic derivative of ((s) was shown to be equiva-
lent to both the pair correlation and (hence) the second moment of primes.
Conjecture (1.1) encapsulates these results.

Thus, it was of great interest that the analog of formula (1.1) was found
to be true for the characteristic polynomial of a matrix averaged over the uni-
tary group U(N). This was first observed by Nonenmacher and Zirnbauer at
a workshop at MSRI in 1999. Since it is believed that families of L-functions
can be modeled by the characteristic polynomials from one of the classical
compact groups, these formulas for other compact groups lead to conjec-
tures for the averages, over a family, of ratios of products of L-functions.
In every case where we can prove an asymptotic formula, or conjecture one
from number theoretic reasoning, we have agreement with the conjectures
presented here. We noted above that the ratios conjectures imply Mont-
gomery’s pair correlation conjecture. The ratios conjectures contain much
more information and can be used to make very precise conjectures about
the distribution of zeros of L-functions. In addition to the examples we give
in Section 7 of this paper, Conrey and Snaith [10] have given a large number
of applications.

In Section 2, we give an outline of some basic properties of matrix groups;
then in Section 3 we give some examples of families of L-functions. In
Section 4, we present the theorems for ratios of characteristic polynomials,
quoted from [8,21]. In Section 5, we describe our method of conjecturing
precise formulas for averages of ratios (an elaboration of the recipe in [6]),
and we give several examples. Refinements of the conjectures are presented
in Section 6. Finally, we mention some applications in Section 7.
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2. Random matrices and L-functions

We review the properties of the characteristic polynomials of classical matri-
ces which we consider in this paper.

2.1. Unitary matrices

If A= (aji) is an N x N matrix with complex entries, we let A* be its
conjugate transpose, i.e., A* = (bj;) where bj, = ay;. A is said to be unitary
if AA* =1. We let U(N) denote the group of all N x N unitary matrices.
This is a compact Lie group and has a Haar measure which allows us to do
analysis.

All of the eigenvalues of A € U(N) have absolute value 1; we write
them as

(2.1) e eifz  eifn

with

(2.2) 0<06; <2

The eigenvalues of A* are e ™1 ... e ® The determinant, detA =

Hﬁf:l e is a complex number with absolute value 1.

For any sequence of N points on the unit circle there are matrices in
U(N) with those points as eigenvalues. The collection of all matrices with
the same set of eigenvalues constitutes a conjugacy class in U(N). Thus,
the set of conjugacy classes can identified with the collection of sets of
N points on the unit circle.

The characteristic polynomial of the matrix A is denoted A 4(s) and is
defined by

N
(2.3) Aa(s) = det(I — sA*) = JJ (1 = se™ ).

n=1

The roots of A4(s) are the eigenvalues of A and are on the unit circle. The
characteristic polynomial satisfies the functional equation

N . N .
Aa(s) = (=s)N e ™ JJ(1 - /s)
n=1

n=1

= (—1)Ndet A* s Ag-(1/s).
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We regard Aa(s) as an analog of the Riemann zeta-function, where the
eigenangle 6 plays the role of the parameter ¢ on the critical line.

2.2. Symplectic matrices

The unitary matrix A is said to be symplectic if AZA' = Z, where

(0 Iy
7=y %)

where A! denotes the transpose of A. A symplectic matrix necessarily has
determinant 1. The symplectic group U Sp(2N) is the group of 2N x 2N
unitary symplectic matrices. The eigenvalues of a symplectic matrix occur
in complex conjugate pairs and we write them as

(2.4) e:l:i91 o e:i:iGN
with
(2.5) 0<6; <m.

The functional equation of the characteristic polynomial is
(2.6) Aa(s) = sV Age(1)5).

2.3. Orthogonal matrices

A unitary matrix A is said to be orthogonal if AA* = I. Orthogonality for a
unitary matrix implies that A = A* or A = A. In other words, an orthog-
onal matrix is a real unitary matrix. We let SO(N) denote the subgroup of
U(N) consisting of N x N orthogonal matrices with determinant 1.

The functional equation of the characteristic polynomial is

(2.7) Aa(s) = (DN sNA4(1/s).
Thus, if N is even, then the sign in the functional equation is 1 and if N is

odd then the sign is —1. We distinguish these two cases as “even” orthogonal
and “odd” orthogonal.
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For any complex eigenvalue of an orthogonal matrix, its complex conju-
gate is also an eigenvalue. The eigenvalues of A € SO(2N) can be written as
(2.8) I

)

and the eigenvalues of A € SO(2N + 1) can be written as
(2.9) 1t eFiOn
where in both cases
(2.10) 0<6; <m.
3. L-functions

We briefly describe some of the families of L-functions for which we can
formulate a ratios conjecture; see [16] for an introduction and [6] for all the
details. Much of the present paper is an extension of [6] and we assume
some familiarity with that paper.

For the purpose of making conjectures for ratios, the main feature of a
family is that it is partially ordered by a parameter (usually called the “con-
ductor”), and there is a “harmonic detector” which describes the behaviour
of the coefficients when averaged over the family.

3.1. The Riemann zeta-function

The Riemann zeta-function [32] is defined by

(31) )=

n=1

for s = o 4+ it with o > 1. It has a meromorphic continuation to the whole
complex plane with its only singularity a simple pole at s = 1 with residue 1.
It satisfies a functional equation which in its symmetric form reads

(3.2) 72T (5) ¢(s) = nle- /2 (1 - 8) C(1— )

and in its asymmetric form

(3-3) ((s) = x(s)¢(1 = s)
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where
-1 s

(3.4) X(1—s)=x(s)"" =2(2n)"°I'(s) cos -

The product formula discovered by Euler is

(35 w-T(1-2)

for ¢ > 1 where the product is over the prime numbers p.

The family {((1/2 + it)|t > 0} parameterized by real numbers ¢ can be
modeled by characteristic polynomials of unitary matrices. We will use
a modification of the recipe in [6] to conjecture mean values for ratios of
products of {-functions. The key ingredient in the recipe is the orthogonality
relation (or “harmonic detector”)

I it 1 ifm=
(3.6) lim / (T> =14 "=
T—oo T Jo \n 0 if m#n.

3.2. Dirichlet L-functions with real characters

We let

(3.7) L(s,xq) = Z Xa(n)

ns

n=1

for Rs > 1 where xq4(n) is a primitive, real Dirichlet character [11]. The
complete set of these characters is described below. Each of these (with |d| >
1) is an entire function of s and, if d > 0, satisfies the functional equation

(3.8) (|Z|> R (;) L(s, xa) = <|Z|> N <1;5) L(1 - s, va)

whereas if d < 0, satisfies the functional equation

() e () ()1 (2o

(3.9)

We now describe the characters y4. These are not defined for all d but
only for d which are known as fundamental discriminants. The values taken
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on by x4(n) are 0, —1 and +1. We begin with x_4(n) which is defined to
be 1 if n =1 mod 4, is defined to be —1 if n =3 mod 4, and is 0 if n is
even. Next, we have x_g(n) which is defined to be 0 if n is even, is +1 if
n=1or 3mod 8 and is —1 if n =5 or 7 mod 8. We also have xs(n) which
is defined to be 0 if n is even, is +1 if n =1 or 7Tmod 8 and is —1 if n = 3
or 5 mod 8. This takes care of all of the d which are plus or minus a power
of 2. Now d can also be equal to a prime p =1 mod 4. In this case x,(n)
is 0 if n is divisible by p, is +1 if n = a® mod p for some a not divisible
by p and is —1 otherwise. If p = 3 mod 4, then there is a character x_,(n)
which is defined exactly as xp(n) for a p =1 mod 4. Finally, we can take
any pointwise product of distinct y4(n) to form

(3.10) Xdy -y, (M) = Xdy (P)Xdy (M) =+ * Xa, (1)

If we take the empty product, then we have the character yi(n) =1 for
all n, so that L(s,x1) = ((s). This completes the description of all of the
primitive real characters.

Note that each x4(n) is defined for all integers n, positive and negative.
Also, xq(n) is periodic in n with smallest period equal to |d|. These functions
are completely multiplicative, which means that

(3.11) xa(mn) = xa(m)xa(n).

This multiplicativity implies that L(s, x4) has an Euler product formula

(3.12) L(s,xa) = [ (1 — Xd(p))_

s
» p

valid for Rs > 1. If d < 0, then x4 is odd (i.e., xq(—n) = —xa(n)), whereas
if d > 0, then xq(n) is even. We saw above that the functional equations are
slightly different in the even and odd cases.

The collection of fundamental discriminants can be described as the set
of d which either are square-free and congruent to 1 modulo 4 or are four
times a square-free number which is congruent to 2 or 3 modulo 4. The
sequence of d is

., —24,-23,-20,—19, —15,—11, -8, -7, —4,-3,1,5,8,12,

(3.13)
13,17,21, 24, 28,29, 33,37, ...

The families {L(1/2, xq)|d < 0} and {L(1/2, x4)|d > 0}, parameterized,
respectively, by positive and negative fundamental discriminants, can each
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be modeled by characteristic polynomials of symplectic matrices. The har-
monic detector for the positive discriminant family is

1
0(n) = [Jim = 0;){ Xa(n)

_ {Hp|n(1 +1/p)~! if nis a perfect square,

(3.14) o
0 if n is not a perfect square,

where X* is the number of fundamental discriminants 0 < d < X. A similar
formula holds for a sum over the odd characters 0 < —d < X.

3.3. Quadratic twists of a modular L-function

We now give an example of an orthogonal family of L-functions.
Let f(z) be a holomorphic newform with integer coefficients [25]. For
example, if

oo oo
(3.15) Flg)=q [ -¢")?1=q"")? = anq",
n=1 n=1
where a1 = 1,a2 = —2,a3 = —1,a4 = 2, ..., then
f(Z) — F(e27rzz) — Zane%rmz
n=1

is a newform (i.e., it is an eigenfunction of the appropriate Hecke operators).
Specifically, f(z) is a cusp form of weight 2 for

To(11) = {(ﬁ Z) € SL(2,Z) : 11|c};

that is

f (ij:g) = (cz+d)%*f(z) for all <Ccl Z) € Ip(11).

The exponent of the factor multiplying f(z) is the weight, which is 2 in
this case.
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This newform is associated with an elliptic curve. Denote by FEi; the
elliptic curve

y? = 4a® — 42® — 40z — 79,
and let
N, = #{(z,y) : y* = 42° — 42 — 40z — 79 mod p},
then the coefficients satisfy

ap = p — Np.

Deligne’s theorem (proved earlier by Hasse for the special case of elliptic
curves) states that for a weight-k newform we have |a,| < 2p=1/2 and so
in our example |a,| < 2,/p. We write
(3.16) Ap(n) = A(n) = 2

. n) = A(n) = —=.
E \/ﬁ
Therefore, one may associate with a newform f a Dirichlet series, called the
L-function of the modular form,

(3.17) Le,(s)=)Y_ M)

nS

n=1

which converges absolutely for s > 1. The coefficients A(n) also satisfy the
Hecke relations

(3.18) Am)Am) = 3 (@) :

which implies that the L-function has an Euler product

(3.19) Lp, (s) = (1 - 111“/2>1 11 (1 ~ )\;f) n p;)l.

p#11

The L-function associated with an elliptic curve is entire and satisfies the
functional equation

(m

2

s 1-s
) I'(s)Li(s) = w(E) (g) T(1—s)Le(l —s),

where M is the conductor of the elliptic curve E and w(E) = £1 is called
the sign of the functional equation. For F1;, we have M = 11 and w(F) = 1.



602 Brian Conrey, David W. Farmer and Martin R. Zirnbauer

The family we want to describe is the collection of L-functions associated
with the quadratic twists of a fixed L-function. Let Lg be the L-function
associated with an elliptic curve E and let x4(n) be a real primitive Dirichlet
character, as described in the previous section. Then the twisted L-function

bato g = 32 2ot
n=1

is the L-function of another elliptic curve Ey: the quadratic twist of E by d.
It can be shown that the number N, 4 of solutions of Ey modulo p satisfies

P — Np.a = xa(p)ap.

Moreover, Lg,(s) = Lg(s, xq) satisfies the functional equation

VM|d|
2

(mrd\
2T

s 1-s
) I'(s)Lg,(s) = xa(=M)w(E) ( ) (1 —s)Lg,(1 - s).

For example, the quadratic twist of F11 by d is the elliptic curve
dy? = 4a® — 422 — 402z — 79.

The corresponding twisted L-function is

Lg,,(s,Xa)) = i (Z) )\7(17:)

n=1

w0 () L%

ph1d

This satisfies the functional equation

B 1-s
<m> P()L,,.,(8) = xa(~11) (@) DL = )L, .(1-9)

2
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Note that when d = 2,6,7,8, or 10 mod 11, then the sign in the func-
tional equation is +1. The Lg,, (s, x4) for these d form an even orthogonal
family. If d =1,3,4,5 or 9 mod 11, then the sign in the functional equation
is —1 and the Lg,, (s, xq) for these d form an odd orthogonal family.

4. Autocorrelation of ratios of characteristic polynomials

We quote formulas from [8,21] for the ratios of characteristic polynomi-
als averaged over the unitary, symplectic and orthogonal matrix groups.
Variants of these formulas have also been given by Basor and Forrester [2],
Day [12], Baik et al. [1], Fyodorov and Strahov [17] and others. New proofs
for these formulas, in restricted ranges, have also recently been given by
Conrey et al. [7] and Bump and Gamburd [3].

Note that in the case of an equal number of characteristic polynomials in
the numerator and denominator, the results we quote from [8,21] are valid
for all N, while the other methods are only valid for sufficiently large N.

We let

(4.1) z(x) = T = % + O(1).

It will be seen that the function z(x) plays the role for random matrix theory
that ((1 4 z) plays in the theory of moments of L-functions.

Also let Ek 1, denote the subset of permutations o € Sk, of {1,2,...,
K + L} for which

(4.2) o(l)<o(2) < - <o(K)
and
(4.3) o(K+1)<o(K+2)<---<o(K+L).

The cardinality of Zg . is <K;L) = (II((J{LL!)!. Finally, let € = (e1,...,€x) be

a vector with each component ¢, = +1 and denote sgn(e) = Hszl €k -
We let dA denote the Haar measure on whichever group we are
integrating over.
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Theorem 4.1. If N > max{Q — K, R — L} and R(v,), R(5;) > 0, then

HkK:I Aa(e™) e K+1 Ay (e )dA
[Ty Aale ) [T, Aa-(e79)
Z oV i (o —an)
» Hk IR (00w — o0) T T 200 + )
Hr—i—l Hk; 1 2(Qg(r) + 07 )H 1H1z K1 2(Vg U(Z))

If we let

TR TTE 2l + Be) TS TR 2(vg + 60)

(4.5) (a; B;7;0) = ,
PR T T (o + 00) Ty T1% (B + )

then the above can be expressed as

HkK=1 Ag(e™) Hé(;;érl A 4+ (e) JA
vy I8 Aale ) TTE, A (e=r)
_ Z oV i (o —an)

0c€EK,L

(4.6) X YU (Qo(1)s - - 5 QoK) —Co(K4+1) " — Qo(K+L); 73 0)-

Theorem 4.2. If2N > Q — K — 1 and R(7q) > 0, then

/ [Ty Aale™) dA
U

sp(2N) [y Aa(e )

= Z eN Zf:l(ﬁkak—ak)

ee{—1,1}%
« ngkg}( z(ejoy + epay) Hq<T§Q 2(vg + )

4.7
) [Ty Ty 2(eron + )

)
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If we let
(4.8) ys(agy) == ngkgK z(oj + o) Hq<r§Q 2(Yg + )
| Hi(:l Hqul z(ag +74)
and
(4.9) h(as ) = e D oy (s ),

then the above can be expressed as

K —_
- Ay (em _ K
/ H’é—l Al ) dA = e NV 2= E hs(erou, ..., exar;y).
U Sp(2N) Hq:l Aa(e™) ec{-1,1}¥

(4.10)

Theorem 4.3. If2N > Q — K + 1 and R(vy,) > 0, then

/ hey Aa(em) dA
SO(2N) Hqul Aq(e7a)

_ Z o K (exon—ax) Hj<k§K Z(ij‘j + exa) HqgrgQ z(7q + ) .

ec{—1,1}K H£(=1 Hf:l z(epag + vr)
(4.11)
If we let
(4.12) yo(a; ) = 1 erer (05 + o) Hg<rcq 2(va + )
T, T2 2 (0 + )
and
(4.13) ho(asy) = N Zka sy (a3 ),

then the above can be expressed as

K — Qg K
/ ngl Aale™) dA = e N 2 Z ho(erar, ... exar;7).
SO(2N) qul Aa(e™) ee{-1,1}%

(4.14)
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Theorem 4.4. If2N > Q — K and R(yq) > 0, then

/ f:l AA(e_ak) ClA
so@n+1) [[%; Aa(e)

= Z Sgn(e)eNsz:1(€kO<k—ak)
ec{—1,1}¥

o cner 2605 + erar) Tycreq #(va + )
K
T TI ) 2 (enck + q)

(4.15) = e N Iio o Z sgn(e)ho(e1aq, ..., exak;y).
ee{—1,1}¥

In the next section, we give conjectures for the averages of ratios of
L-functions, which will have a very similar form to the theorems given above.

5. Conjectures about autocorrelations of ratios
of L-functions

We make conjectures about averages of L-functions which are analogous to
the theorems of the previous section. Roughly speaking, the number N of
independent eigenvalues of the matrix is replaced by the analytic conduc-
tor of the family, the function z(z) in the above theorems is replaced by
¢(1 4 z), and in addition, an arithmetic factor A must be introduced. This
arithmetic factor, which depends on the particular family under considera-
tion, is expressible as an infinite product over primes and can be computed
on a case by case basis.

In Section 5.1, we give our recipe for conjecturing averages of ratios,
then we illustrate the computation for some standard examples of fami-
lies of L-functions. For a more detailed discussion of related conjectures,
see [6].

5.1. The recipe

The following is an extension of the approximate functional equation recipe
of [6]. Familiarity with that paper will be helpful here.
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Suppose L is an L-function and F = {f} is a family of characters with
conductor ¢(f), as described in Section 3 of [6]. Thus, L(s, f) has an approx-
imate functional equation of the form

(5.1) L(s, f) = Z an(/) + 5 X (s) Z C:;Ll(_.):) + remainder.

nS
Here €y is the sign in the functional equation and X is the ratio of
I’-functions that appears in the asymmetric form of the functional equa-
tion for L(s, f). Also, we can write

o0

1 o ern)
(5.2) ﬁ(svf)nzl e

the series converging absolutely for R(s) > 1 and conditionally, assuming a
suitable Riemann hypothesis, for ®(s) > 3.
We wish to conjecture a precise asymptotic formula for the average

LOA/24ag, f)---L(1/2+4 ak, f)

5 XL(1/2+ a1, ) LO/2+ agyr, f)
o LO/24m,0) - L(1/2 4+, )

XL(1/2+ 01, f) - L(1/2 4 bR, f)

(5:3) 9(e(f))

where ¢ is a suitable test function. Note that the sum is an integral in the
case of moments in t-aspect.
The recipe:

1. Start with

Li(s;ar;arn;vg;0r)
_ L(sHau, f) - L(s+ak, [L(s +ary, ) L(s + akyr, f)

£($+711f)£(8+7Q7f)£(3+517f)£(3+5R7f)
(5.4)

2. Replace each L-function in the numerator with the two terms from its
approximate functional equation (5.1), ignoring the remainder term.
Replace each L-function in the denominator by its series (5.2). Mul-
tiply out the resulting expression to obtain 25+ terms. Write those
terms as

(product of e factors)(product of X factors) Z (summand).

N1y NK+L+Q+R

(5.5)
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3. Replace each product of ¢ p-factors by its expected value when averaged
over the family.

4. Replace each summand by its expected value when averaged over the
family.

5. Complete the resulting sums (i.e., extend the ranges of the summation
indices out to infinity), and call the total My(s, ax;ar;vg; OR)-

6. The conjecture is

> Li(3 axiar;vg;6r)glc(f))
feF
(5.6) =) My(3, ax; an;vg; 6r)(1+ Ol 2+ g(c( 1)),
feF

for all € > 0, where ¢ is a suitable weight function.

In other words, £f(3,-) and My(3,-) have the same value distribution
if averaged over a sufficiently large portion of the family. Note that the
dependence of My on f only occurs in the product of Xy factors.

The above conjecture has a square-root error term. Presumably this is
best possible. Since very little is known about mean values of ratios, we are
not able to give any objective evidence for such a small error term. Also, we
have not specified the allowable range for the shifts o, v and §. Conrey and
Snaith [10] suggest that in the case of the zeta-function one should allow

shifts with imaginary part < T17¢.
5.2. Moments of ratios of {(s)
Let s =1/2 + it and consider

Hk 1C5+O‘k)Hz "1 C(1—5—ay)
1C$+7q)Hr:1C(1_5+5r)

(5.7) dt,

where Ray, vy, 6, > 0. We assume the Riemann hypothesis, so there are no
poles on the path of integration. We follow the recipe given above.

First replace each {-function in the numerator by its approximate func-
tional equation

(5.8) ()~ S x(s) S
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(where 7 = /t/(27)). Here Y is the factor in the functional equation, given
n (3.4). Second, multiply out to get 25+% terms. Only retain the terms in
which the same number of x(s) as x(1 — s) occurs, because the others are
highly oscillatory and have expected value 0 when averaged over t. For the
terms in the denominator, expand into series

o aa-I0-5) 25

p

Here p(n) is the Mébius function, which is multiplicative and is equal to —1
when n = p is prime and is 0 when n = p® where e > 1.

For each of the retained terms, we keep those summands which are
independent of the parameter t; equivalently, we keep the “diagonal”. (The
other summands are of the form ©! with © # 1, which has 0 expected value.)

In these calculations, it is easiest to initially work with the expression
obtained from the ‘first’ term of each approximate functional equation, and
then modify that expression to obtain the complete main term. This will
determine the arithmetic factor A which appears in the L-function aver-
ages (but not in the analogous random matrix averages). For convenience,
let By = —axy¢; moreover, assume that the real parts of all the variables
o, Be, Vg, Or are positive so that the series

Gelos B37:0) = >
[TmeIThe=I1n:I14-
[1 1(hg) TT (i)
(5.10) X
H m11€/2+06k H n;/2+ﬂz H h;/2+% l—[j71‘/2+57‘

is absolutely convergent. We express G¢ as an Euler product
Gelas B 0) =] >
p Eak-‘rz Cq:Z bz-f—z dT

(5.11) 8 [T 1(p) IT pe(p™)
: T] poor (/2o ot S (724 Bt 5,y (/247 32, (172480,

The terms here with S5, ax+ Zqul cg=1=" b+ d, contribute
the zeros and poles. These terms give

K 1L R
I I €O+ ag + Be) ?:1 I ¢+ +6r)

Yu(a; B;7;6) := '
s 3500 = 11 T, 1 o 00) T 1% €1+ )

(5.12)
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We factor Yy out of G¢ and are left with

(5.13) Ge(o; B57;0) = Yu(os By 73 6) Ac (o B3 73 6),

where A¢ is an Euler product, absolutely convergent for all of the variables
in small disks around 0, which is given by

A¢ = H HK : He (1 1/ptrenti) H =1 Hr (1= 1/ptHator)
: p Hk:l Hr:l( - 1/p1+ak’+5T) HZ:I Hq:1(1 — 1/p1+ﬁ14+'Yq)
x >
Star+dcg=>_be+>. d.
[T () IT (™)

po(L/2+aw)an+32(1/24+80)be+30(1/244) g +22(1/ 246, )

(5.14) X

Thus, the recipe leads us to:

Conjecture 5.1. If R(v,), R(d;) > 0 and R(a;) > (K+L), then

Hk 1C(5+04k)n£ﬁ}<L+l (1—5—ay) gt
0 H 1C(5+7q)Hr 1C(1_5+5r)

- > H

oc€EK

X YUAc(%u), s Qg(K); —Qg(K41) " — Qo(K+L1); 73 0) dt
(5.15) +O(TV/%*°),

Note that [T " x(s + o) = [To2i" x(s + ay(r)) so that

1

2k (s — (K 10)) 12
1/2H (s + agi)?

K
(5.16) H X(s + ag) H X(s+ ax)

S—Oéa(k klxs—a k)

Thus, the factor on the left can be replaced by the factor on the right; this
leads to a slightly different formulation of the conjecture which is convenient
in Section 6.4 where we replace the combinatorial sum by a multiple integral.
In particular, letting

L
[Tizy x(s — wK+e)1/2
T X (s + wy)1/2

(5.17) X YyAc(wi, ..., WK; —WK{1,-- ., —WK4+L;7;0)

He(wy, ..., wir:7;0) =
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the conjecture may be reformulated as

Hk 1C(3+ak) g{J}(Lﬂ C(1—s—ay) di
0 Hq:l C(s+79) [, ¢ = s+ 67)
[Ty x(s + ax)'/?
H£:1 X(s — aK+€)1/2
X > Heg(Q(1)ys- - s Qi) Qa(Kt1) ** Qo(kr1)i 73 0) di

OEEK, L

(5.18) + O(T/*+9).

Conrey and Snaith [10] have an alternative formulation for this conjec-
ture with a subscript-free notation.

5.3. Moments of L(1/2,xa4)

The family Dt = {L(s, xq) : d > 0} is a symplectic family. We can make a
conjecture analogous to Theorem 4.2 for

Z HkK 1 L( 1/2+ak>Xd)

(5.19)
ocaex Lgm1 L(1/2+ g, Xd)

As in the previous example, the main issue will be identifying the appropriate
arithmetic factor Ap.

Again we follow the recipe, which will parallel the example of the Rie-
mann (-function in the previous section. The L-functions in the numerator
are replaced by their approximate functional equations while the ones in the
denominator are expanded into series

N o

oo
P\ _ Z () xa(n)
= —
p n=1
with u(n) as before.
Expanding the product of approximate functional equations, we obtain
2K terms. All those terms are retained because the sign of the functional
equation is always +1. So now we replace the summands by their average.
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We can determine Gp (analogous to G¢ in the previous example) by
consideration of

Gp(a;v) == lim 1 S [1, 1(hq)

X 00 X* 1/24ay 1/24.
o M kg [T my, Hq hq !

< 3 w(IDn D)

0<d<X

[1, 1(hq)
(5.21) = Z . 1/2+qak1—[ h1/2+~/q (Hmknh>

mk,h

where §(n) = [[,,,(1 + 1/p)~! if n is a square and is 0 otherwise. We can
express Gp as a convergent Fuler product provided that the real parts of
the ay, and the ~, are positive. Thus,

Go(asy) =[] [1+0@+5" >
p 0<> >, ant+>2, cq is even

[1, (%)

ka ak(1/2+0¢1«)+2q Cq(1/2+7q)

(5.22) x

The terms here with S, ay + Zqul ¢q = 2 contribute the zeros and poles.
Specifically, poles arise from terms a; = ap =1 with 1 <j <k < K and
from terms aj = 2 with 1 <k < K. Poles also arise from terms with ¢, =
¢ =1 with 1 < g <r <@Q. Note that poles do not arise from terms with
cq=2since pu(p?)= 0. Zeros arise from terms with ay=1=c, with 1 <k < K
and 1 < ¢ < Q. The contribution, expressed in terms of zeta-functions, of
all of these zero and polar terms is

[ichan CU+aj 4+ ar) [[,crcqo ¢+ 7 +77)

5.23 Ys(a; ) =
(>:23) st [T I €+ o +79)
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When we factor Yg out from Gp we are left with an Euler product Ap(«, )
which is absolutely convergent for all of the variables in small disks around
0. Specifically,

H HjSkSK(l - 1/p1+aj+ak) Hq<rSQ(]— - 1/p1+7f1+7r)

Ap(a,vy) =
P Hg:l HqQ:1(1 — 1/p1+04k+'yq)
< [1+a+2)7 3
0<Zk (lk“l‘zq ¢, is even
(5:24) [T, w(p)

pzk ak(1/2+ak)+zq Cq(1/2+7q)

The functional equation may be written as

1/2—s
(5.25) Lo = (9) L0 - s
where
_ (1 =+)/2)
(5.26) g+(s) = T2

_ . . |d]
Note that g4 (1/2) = 1. The analytic conductor of L(s,xg4) is - so that

the role of 2N in Theorem 4.2 is played by 2N = log ‘d‘. (There are some
subtleties concerning the “conductor” here. See the dlscussion of Conjec-
ture 1.5.3 in [6].) We are led to

Conjecture 5.2. Suppose that the real parts of oy and 7y, are positive.
Then

Z HkK 1 L(1/2 + o, xa)

0<d<X L(1/2 4+ 74, Xa)

|d| 1/221{;1(%&7670%)
Shps (%)

0<d<X ee{-1,1}¥
s 1 ap — e
k — €KOk
<[] g+ (2 + 2) YsAp(eraa, ..., exak;y)
k=1

(5.27) + O(X /2y,
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If we let
K K
]\ /2 2 I o —wyg
o ) = (12 o (5+ 5™
(5.28) X YsAp(wr, ..., wg;7),
then the conjecture may be formulated as
3 HkK 1 L(1/2 + o Xa)
ocaex 1lg=1 L(1/2 + g, xa)
\d| 1/2375 an
= Z (71') Z HD+7d,aﬁ<€1a1,...,€KOéK)
0<d<X ec{—-1,1}¥
(5.29) +O(X /2y,

A conjecture for the moments of ratios of L(s, xgq) with d < 0 can be
analogously formulated; the only change is that g, is replaced by

I'((2-5)/2)

(5.30) g—(s) = T 11)/2)

For a proof of a special case of this conjecture, see [29].
5.4. Moments of Lg(1/2,xd)

Given an elliptic curve E, the family ET(D) = {Lg(s, xq) : w(FEq) = +1} is
an even orthogonal family and E~ (D) = {Lg(s, xq4) : w(Eq) = —1} is an odd
orthogonal family. We can formulate conjectures analogous to Theorems 4.3
and 4.4 for

Lg(1/2
(5.31) Z Hk 1 Le(1/2 + o, xa)
ld|<X H LE(1/2+’Yq7Xd)
w(Bg)=+1
and for the same sum over d with w(Ey) = —1, once we have identified the

appropriate arithmetic factor Ag(p). Suppose that the L-function associated
with F has level M. Let

(5.32) 1 :H<1_MP)+>@§§’)>:OOME(")’

S ns
p p p n=1

where x is the principal character modM. So pg(n) is a multiplicative
function which is equal to —\(p) for n = p, is equal to xo(p) if n = p? and
is 0 if n = p® with e > 2. Let X} = |{d: |d| < X,w(Ey) = 1}|.
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As in the previous two examples, the calculation is fairly straightforward
up to the point of computing the arithmetic factor. So we consider

1 [T Almu) TT, 1 (hg)
Grm)(a;7) = XlgnoO Xt Z I 1/2+ak1—[ h1/2+%
kM

mk,h

<5 (T

|d| <X
w(Eg)=1

12+ 12+
e Hk / akH h/ 7q

where, as before, 6(n) = Hp|n(1 +1/p)~tif n is a square and is 0 otherwise.
We can express Gg(p) as a convergent Euler product provided that the real
parts of the ay, and the v, are positive. Thus,

Grmy(a;7) :H 1+(1+%)71 Z

P 0<> > ar+>-, cq is even

[T AMp™) I, nE(p®™)

pow an(1/24ar)+30, ca(1/2470)

(5.34)

The terms with the smallest positive exponents, that is Zszl ag + Zqul
cq = 2, contribute the zeros and poles. Specifically, poles arise from terms
a; = ap =1 with 1 < j <k < K. Note that the terms with a; = 2 do not
contribute poles; this is because the function

(5.35) i )
n=1

is analytic at s = 1. Poles also arise from terms with ¢, = ¢, =1 with 1 <
g <r < Q. Zeros arise from terms with ar =1 =¢, with 1 <k < K and
1 < ¢ < Q. Zeros also arise from terms with ¢, = 2 since ug(p*) = 1. The
contribution, expressed in terms of zeta-functions, of all of these zero and
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polar terms is

Yo(a;7)
Hj<k§K C(L+aj +ay) Hq<r§Q C(1+ v + ) HqQ:1 C(1+2v)
Hle HqQ=1 C(1+ak+7q)

(5.36)

When we factor Yo out from Gg(p), we are left with an Euler product
Agp)(a,v) which is absolutely convergent for all of the variables in small
disks around 0. Specifically,

Apmo)(e,7)
H1§j<kSK(1 — 1/p1+aj+ak) H1§q<TSQ(1 _ 1/p1+'yq+fyT)
“11 T2, (1 — 1/p+2)
D Hszl H(?:l(l — 1/p1+ak+'7q)

> [T A@™) 1, ne(p™)

ok ak(1/2+ak)+zq cq(1/2474)

0<> ant+>2, cq is even p
(5.37)

Note: when the above expression is evaluated, primes dividing M contribute
differently than primes not dividing M. These cases are analysed when we
refine our expression for A in Section 6.3.

The functional equation may be written as

\/M’C” 1-2s
(5.38) Lp(s,xd) = w(Eq) (277) 9(s)Lp(1 — s, xa);
where
I'(1-s)
(5.39) g9(s) = T(s)
Note that ¢g(1/2) =1. The analytic conductor of Lg(s,xq) is J‘i'rdz'Q SO

that the role of 2N in Theorem 4.2 is played by 2N = log Aﬂrdzlz. (Again

there are some subtleties concerning the “conductor”. See the discussion of
Conjecture 1.5.5 in [6].) We are led to




Autocorrelation of ratios of L-functions 617

Conjecture 5.3. Suppose that the real parts of oy and vy, are positive.
Then

Z Hk 1LE 1/2+ak"Xd)

ld|<Xx (1/2 "‘Vq)Xd)
w(Bg)=1
S 1 o — e
= Z YOAE(D)(QOQ,...,EKO(K;’}/)Hg<2_|_W)
EG{—I,I}K k=1
K
M]d]Q 1723005 (enap—au) X
5.40 O(X /2 tey.
(5.40) x dz:x < 2 > +O( )
w(Ey)=1

A conjecture for the moments of ratios of Lg(s,xq) over those d for
which w(E4) = —1 can be analogously formulated.

Conjecture 5.4. Suppose that the real parts of oy, and vy, are positive.
Then

Z Hk 1 Le(1/2 + ok, xa)

ld1<x LE(1/2 + ¢, Xa)
w(Bg)=—1
s €LOL — O
— Z sgn(e)YoAgmpy(e1ai, . .., exaK;y H ( ’M)
ee{—1,1}¥ k=1
M|d\2 1/23°5  (enon—a) )
X1/,
> () £
w(Eg)=—1
(5.41)

6. Refinements of the conjectures

In this section, we refine our conjectures in two ways. We find closed form
expressions for the Euler products A and we express the combinatorial sums
in our conjectures as residues of multiple integrals. This is similar to the
treatment in [6].

6.1. Closed form expressions for A,

Let e(0) = e*™ and let 50( ) be the function which is 1 when n = 0 and is 0
otherwise. Then dy(n fo e(nf) df. In the formula for A¢ we then replace
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the summation condition > ap + > ¢ => b+ > d, by

do <Zak + Zcq — Zbe — Zdr>
(6.1) :/Ole<<2ak+20q—z:bg—2dr)9> do.
After summing the geometric series that arise, we deduce

Lemma 6.1. Let e(f) = ™. Then

3 IT1(p5) TT (™)

p2(1/2+aw)an+30(1/2+60)be+30(1/2474) g +22(1/2+6,)dr

Z a;ﬁ-E Cq:Z bg-ﬁ-z d,,,

(6.2)
P TIE (= e(0)/pM ) T (1 — e(=0) /pt/2+or)
o TS (1= e(8) /) TTEL, (1 — e(—6) /pH/2+5%)

Corollary 6.2.
A¢(a; 873 9)

K L R ,
[Tioy Ty (1 — 1/pt et T2, I, (1 — 1/pt+0tor)

K R 7
P Hk:l Hr:l(l - 1/p1+ak+§r) ngl H(?:l(l — 1/p1+5£+%)

LTI (1 — e(8)/p/2H) TR (1 — e(—0)/p!/2+0r)

(63) X . Hi(:l(l _ e(g)/p1/2+ak) H£:1(1 _ e(_g)/p1/2+ﬁz)

6.2. Closed form expressions for Ap

Suppose that f(z) =1+ 7, upa™. Then

(6.4) >t = (@) + f(-2)—2)

0<n is even
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and
_ 1 fl@)+ f(=z) 1

. 1+ (14 4H)7! Wzt = = ).
We apply this with
RIOES I1, 1) I 0= 1wt

= zkak 1/24an)+>, cq(1/247,) Hszl(l — 1/pt/2+ex)
to deduce
Lemma 6.3.
[T, n(p°)
1\—1 q
L+ (1+5) > S (a5, e (1357,

0<> >, art+>-, ¢q is even p

1 <1 H(?Zl(]‘ — 1/p1/2+7q) N 1 Hc?:l(l + 1/p1/2+'yq) 1)

= + —
L+ 1/p \ 2T, (1= 1/pt/2res) 2T (14 1/pH/2res)
(6.7)

Corollary 6.4.

q Misten = VP ) Ty g = pt )
p T, HqQ:1(1 — 1/pttonta)
X (1 [T, (1= 1/pt)
L+ 1/p \ 2[15 (1 — 1/pt/2+er)
1 TI2(1+ 1/pM/240) 1>

AD(aa 7) =

6.8 + - +=
( ) ) Hi{:l(l + 1/p1/2+04k) P

6.3. Closed form expressions for Ag(p)

For simplicity, let ¥ = Fq11. We apply the method of the last section, this
time with

p™) I, ne(P™)
(6.9) ( ) ) zkak(1/2+ak)+z ca(1/2474) "

ak,cq
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If p is not 11, then

f (l> = Hqul(l — Xp)/p*/* e 4 1/p!H270)

6.10 = 5
o D) I (1= M) 0200+ Ap) )

whereas if p = 11, then

Q _ 1/247
f<1)_1_[q1(1 1/V11/111/24%)

(6.11) = K, (1 1AL/

Lemma 6.5. Ifp # 11, then

1+ (1+

_ [T A™) 1, ne(p™)
X ’“ :

0 Z +Z i ka ak(1/2+ak)+zq 64(1/2""7(1)
<2_p Gk 4 Cq 18 even

_ 1 1 HqQ:1(1 - )\(P)/pl/%% +1/ptt27a)
1+ 1/}9 2 HkK:1(1 _ 1/p1/2+ock + )\(p)/p1+20‘k)

(6.12)

1T A+ M) /20 1 /pt2e)
2T (1 + A(p) /pl/2+ex 4 A(p) /pi+2ex) — p )

while if p =11, then

1)-1 Z [T A®) I1, ne(p™)

1 + (1 + pzk ak(1/2+ak)+2q Cq(1/2+’yq)

0<> >, awt+>-, cq is even

1 1119, (1 — 1/3/11/111/2+7)
— 1+1/11 §H§:1<1_1/\/ﬁ/111/2+ak)

(6.13)

LTI (14 1/VIT 1240y
5Hszl(l 4+ 1/3/11/111/2+ax) BT
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Corollary 6.6.

higjaper (=111t T (1= 1/11H0 %)
a K
Tl TTg (1 = /11t rentn) [TE (1 — 1/110+20)

AEll(D) (a7 ’}/)

L (10— VAT 12
ST\ 2 7K, (= 1T e

LTI, (14 VAT 20y
2T, (1 + /AT 1) | T

x H H1§j<k§K(1—1/pl+aj+ock)H1§q<TSQ(1_1/p1+'yq+~y,,.)
K
g TS T (= 1/pt et I, (1= 1/pHH20)

v+ (1 [T, (1= Ap) /207 +1/p!+20)
1+ 1/p \ 2[T5 (1 — 1/pt/2ten + A(p) /p+2on)

1
(6.14) 2115 (1 + A(p)/pV/2 o5 + A(p)/pi+2ax) | p

[T (14 A(p) /p!/2 0 4 1/pt+2m) 1>

6.4. Combinatorial sums as integrals

We express the sums appearing in our conjectures in terms of multiple
integrals. The expressions will involve the Vandermonde determinant,
given by

6.15 Alwy, ... = det (w] 7).
( ) (w17 ’ wR) RSR(U)Z )
We often omit the subscripts and write A(w) in place of A(wi, ..., wg).
The key fact about the Vandermonde is that
(6.16) Afwr, ... ,wg) = [ (w;—w).
1<j<k<R
Lemma 6.7. Suppose that F(z;w) = F(z1,...,2K;w1,...,wr) is a func-

tion of K + L variables, which is symmetric with respect to the first K vari-
ables and symmetric with respect to the second set of L variables. Suppose



622 Brian Conrey, David W. Farmer and Martin R. Zirnbauer

also that F' is reqular near (0,...,0). Suppose further that f(s) has a simple
pole of residue 1 at s =0 but is otherwise analytic in |s| < 1. Let

K L
(6.17) H(zl,...,zK;wl,...,wL) :F(Zl,...;...,'wL)HHf(Zk—’wg).
k=1/=1

If |ag| < 1, then

Z H(ag(1)s- - > Qo(K); QCo(K+1) - - - Co(K+L))
OEEK, L

(—1)EHL)(E+L-1)/2
T KILI(2mi)KtL

H(z1,..., 2K 2K 41, - - 2k+0)A(21, - - 2K4 1)
X le"'dZK+L.
K+L 7K+L
|z:[=1 Hj:l 1 (2k — ;)

(6.18)

In view of the last formula of Section 6.1, and using

HC,t(wb <oy WKLY 6)

Ty (s — wie)'/?

= Yy A ey ;— gy — )
T, x(s + wy) /2 vA¢(w WK ~WK+1 WK+L; 73 0)
(6.19)
with
Ac(a; B57;0)
g T T (0= 1/p o OO T T, (1 - 1/ e )
p HkK:1 H§:1(1 — 1/pttantor) Hé::l H?Zl(l — 1/plHBeta)
(6.20) T (1 = e(8)/pM>F ) T (1 — e(=6) /p!/2+%)
| 0TI, (1= e(0)/pt/24on) TT/y (1 — e(—0) /p!/245:)
and
Yo (as B y;6) = [Ty I €O+ a4 Be) Tg=y =1 €+ 9 +0r)

TR T ¢+ g+ 6 TTE TTZ €L+ Be + 1)
(6.21)



Autocorrelation of ratios of L-functions 623

we can reformulate Conjecture 5.1 as

Hk 1C(s 4+ o) fJ}(LH C(1—s—ay) Y
0TI Cls+ ) T <1 = s+ 60)
H{f:1 x(s + 0%)1/2 (_1)(K+L)(K+L—1)/2
HzL=1 x(s — axi0)t/? K\L\(27i)K+L
« / Het(21, 00y 2K 2K 41y - - -y 2K410) A (215 - 5 2K 1)
|z:]=1 HK+L i(:_i_lL(Zk _ aj)
(6.22) X dzy - dzgyr dt + O(T1/2+€)_

This should be compared with the reformulation of Theorem 4.1:

Hszl Aa(e™) e K+1 Ap-(e® )dA
vv) 12 Aa(e™0) [T Aa-(e=d)

K+L)(K+L—-1)/2
— oN/2A- T, et L, axci) (—1)( ) )/
KILI(27i)K+L

Hy (21, oy 2K 2K 415 - - -3 2K4L3 Y 0) A(21, -y 2K4 1)
x [z
|zi|=1

T T (2 — o)

N

(6.23)

Hy(wy, ..., wk+1;7;9)

N 2 N/2 . A
— N2E wemN/2 50 VR (W e WR —WER AL, - ey —WE LY 0).

Note that for a small shift «,

1/2—s—a
t
(6.25) X(s+a)= <£7’r> (1+01/(1+|t]))
so that, for example,
ﬁ S+C¥k 1/2 L X(S—CMK_M)I/Q
o XY (e

_ 64/2( St XL ax)(1 + O(1/(1 + [¢])
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where ¢ = log %, which compares with the random matrix formula with NV
replaced by £. For large shifts, this approximation deteriorates and necessi-
tates that we retain the accurate expression involving the product of y.

Note also that this integral formula gives an analytic continuation in
the variables @ and 3 (so that we no longer need to restrict them to have
positive real parts), whereas the variables v and § are still required to have
positive real parts.

Lemma 6.8. Suppose that F(z) = F(z1,...,2K) is a function of K
variables, which is symmetric and regular near (0,...,0). Suppose further
that f(s) has a simple pole of residue 1 at s =0 but is otherwise analytic in
|s| < 1. Let either

(6.26) H(zy,...,25) = F(z1,....2x) [ flz+ )
1<j<k<K

or

(6.27) H(zi,...,2r5) = F(z1,...,2K) H f(zj + zx).
1<j<k<K

If |ag| < 1, then

Z H(eraq,. .. exak)

ec{—1,+1}¥
B (—1)K(K=1)/29K H(z1,...,25) A2, ..., 2%)? Hle 2k
- K!(2mi)K /|Zi:1 Hszl Hle(zk — o) (2 + o )
(6.28) X dzy - dzg

and

Z sgn(e)H (1o, . . ., ex Q)
ee{—1,+1}¥
(—1)K(K-1)/29K / H(z, . zi) A2 222 T o
KIQmi)% e TS Tz (e — o) (2 + )
(6.29) X dzy...dzk.
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Using this lemma, we can reformulate Theorem 4.2 and Conjecture 5.2 as

/ Hf:l AA<eiak) dA
Q _
usp@N) [[;21 Aa(e™)

K(K-1)/29K

— N2 K axk (-1
K!(2mi)K

x/ hs(z1, - 2k VAGE, - 28) Tley 2
|zil=1 [ I (s — @ j)(2k+%‘)

(6.30) X dzy ...dzk,
and

3 H/lf 1 L(1/2 + ag, xa)
0<d<X Hq 1 L(1/2 + 4, xa)

—12E ek (L) K(K-1)/29K

- 0;){ <|Z) K!(2mi)K

y / HD—i—,d,a,'y(Zh <y 2K V)A(Z% cee Z%()Q Hle 2k
K K
|zi|=1 IT= [l (2 — ) (21 + )

(6.31) X dzy - - - dzge + O(X /2,

There is a similar reformulation of Theorems 4.3 and 4.4 and Conjec-
tures 5.3 and 5.4.

7. Examples and Applications
7.1. Farmer’s conjecture revisited
We first give a more precise version of Farmer’s “First Ratios Conjecture”,

formula (1.1). We use Conjecture 5.1 with K = L = 1. In this case, Z; 1 =
{(1),(12)} consists of the identity permutation and the transposition (12).
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We identify a1 = a, g = — 3, y1 = v and §; = §. Then Conjecture 5.1 tells
us that

Cs—l—a (1—-s4+p)
C(s+7)¢(1—s+9)

=/ (YUAC<(17/8§’Y§5)+ <2t>_ ) YuAc (=6, —a;7;5)>
0 T

dt

(7.1) x dt + O(TV/>+),
We see that
o (At a+ B+ +0)
and
Ac(a; B5736) = H (1 —1/ptHatBy(1 — 1/pt*tr+o)

1 /ol tatdy(1 — 1 /mliB+
o (1= 1/plteto) (1 —1/pt+F+)

(L el0) /)1 () 2)
*9) <), T

For values of «, 3,7v,5 — 0 we have asymptotically

(7.4) Yo (a; 8573 6) ~ mm,

A¢~ 1, and % can be replaced by T'; to a first order approximation, we
then have

1 Cs+a (1—s+0)
C(s+7v)C(1—s+9)

NWJFTW g(=B+0)(~a+7)
(e + ) (v +9) (- ﬂ—a)(7+5)
_ —a— B( )(ﬂ 5)
(%) T e e

which recovers Farmer’s original conjecture.
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7.2. Logarithmic derivatives of {(s)

Goldston, Gonek, and Montgomery [18] proved, assuming the Riemann
hypothesis, that

K

(7.6) +log? T / (F(a, T) — )T 2" dax
1

(/247 +it)|? it Z log? p T2
C(1/2 +r+it) plt2r—1  4r?

p

uniformly for T-1/21log T < r < 1, where F(a, T) is Montgomery’s pair cor-
relation function. Montgomery’s function is expected to satisfy F'(a,T) =
1+ o(1) uniformly for bounded « so that the term involving F' is expected
to be small. Also, the sum over primes is ~4—71"2 as r — 0.

Here we obtain a conjecture for this quantity which is more precise than
the GGM formula, in that it contains some lower order terms and we expect
it to be accurate with a square-root error term. We deduce our conjecture by
differentiating the formula of the last section with respect to o and § and
setting « = 8=~ =9 =r. To help compute this, the following formulas,
about a function f which is analytic in a neighborhood of the origin, are
helpful:

(7.7)
d fla+b)f(c+d) _ d fla+b)f(ct+d) _0
da fla+d) f(0+0)|pmpepgey  dbflatd)fO+0)|gmpmemgey

and

d d fla+b)f(c+d)
dadb f(a+d)f(b+c)|,pee—der
_fen) (FenN_ d f) LR
T8 =Ty (f(27“) =& f@) |y a2 )|
Also
d d f(a)f(b) (L oY
(7.9) da db F()f(d) | opoar <f e )>
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Thus, we can now calculate

d d
da dp

(7.10)
C/ 1+2T log P /1 10g2p
= (> 2r) do
<< 1+ 7“ + Z 1+27’ _ 1 + 0 (6(0)p1/2+r _ 1)2 ’

— Yy Ac(a; 8573 0)

a=p=vy=6=r

and
dd(t\ "
%@ <27r> YUAC(_ﬁQ —Q5; 5)
a=p=y=6=r
—2r
(7.11) _ (;;) Ac(—r, —r,r,r)¢(L — 20)C(1 + 21).
Thus, we have
Conjecture 7.1.
"(1/24 7 +it)|?
§(1/2 + 7+ it)
¢\ T\ C(1—2r)C(1 +2r)
(C (I+2r)+ o Ac(=r,—r,1r,7) o
(7.12) + ¢(r) + O(T /%),

where ¢(r) is a function of r which is uniformly bounded for |r| < 1/4 —e€
and is given by

142 1.2 1 2

—p " log” p log™ p
7.13 = _— do ) .
(7.13) c(r) E : < (pi+er — 1)2 +/0 (e(@)pl/2+ —1)2 )

p

7.3. A conjecture of Keating and Snaith
A conjecture of Keating and Snaith is

T i K
(7.14) % 0 mdt~G(1—K)G(1+K)bK(1ogT)—K
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where G is Barnes double Gamma-function and

o
2 1+ K)I'(1-K)

7.15 b = |1 - 1H~K L( -,
(7.15) K 1;[( jz_:OF1+K D1 — K — j)j12pi

Note that if K is a positive integer, then bx = 0. Here we consider
the case that K is a positive integer, but integrate a ratio of shifted zeta-
functions. For «4 and d;, with positive real parts we have, as a consequence
of Conjecture 5.1,

(7. 16)
s—l—ak s 1 1/2+
/ HC1_5+51<: dt (avé)lglg( +al+5j> +O( )7
where
(7.17)

H H ! Z [T ™)
plta +6 pz a;(1/24a;)+>-di(1/2+6;)

p i,j=1 Sai=)y_d;

Note that the product over primes in B is absolutely convergent for suffi-
ciently small values of the shifts «;, §; and is equal to the bg in Keating and
Snaith’s formula when all of the shifts are 0. Also, the size of this expression
is about (log T)~% " when all of the shifts have order of magnitude 1/logT.

7.4. Discrete moments of ¢

Let p = 4+ iy stand for a typical complex zero of the Riemann zeta-function.
The Riemann hypothesis, which we assume here, asserts that all § = 1/2.
The number of v < T was proven by Riemann and von Mangoldt to equal
£ log 5=- + O(log T). Chris Hughes [22-24] has conjectured a formula for
the leading term of

(7.18) > Il

y<T

for complex s with ¢ > —3. His conjecture is based on an exact formula he
proved for the analogous random matrix moment:

Ay G%(s/2 +2)G(N + s+ 2)G(N)
(7.19) / ZM (&)l dAdy = G(s+3)G2(N +s/2+1)
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for s > —3. Here the €’ are the zeros of the characteristic polynomial A 4
and G is the Barnes double Gamma-function. It should be possible to use our
ratios conjecture to determine the lower order terms of the discrete moments
> o<t |l (p)|?* for positive integer k. Conrey and Snaith [10] consider these
moments in the cases k£ = 2 and 4.

Now, we compute a conjecture for

(7.20) D(a,c) = Z m,

y<T

where Ra,Re > 0, a sum which was considered in Farmer’s paper [9,14].
Farmer’s conjecture for this sum is

(7.21) D(a,¢) ~ % <logT+ (17 (i _ i)) .

We now give a more precise conjecture based on our ratios conjecture.
By Cauchy’s formula,

1 st

(7.22) D(a,c) = omi ) cP w0

ds,

where C is a tall, thin rectangular path (with vertices 1/2 + o, 1/2 £ oo + 4T,
which encloses the zeros 1/2 4 iy for 0 < v < T. Here a > 0 is smaller than
the real parts of @ and b. The parameter T can be slightly adjusted if
necessary to conclude that the integrals on the horizontal portions of the
path are < T*. Also, the integral on the right hand path 1/2 + o +it,0 <
t <Tis <« T¢, as can be seen by moving the path of integration to the right
of 0 = 1 and integrating term-by-term. Thus, we have

(7.23) D(a,c) _1/TC<1—a+u)«U2_a+a+“)ﬁ+oaﬂ.
0

“or ), ¢ \2 C(1/2 —a+c+it)
Now we use the functional equation
¢ X ¢
7.24 =(5)==(s)—=(1—s
(7.24) C< ) X( ) C( )

and split the integral into two pieces. The part with the x’/x can be treated
much as the first integral (on the 1/2 + a-line) by moving the path of integra-
tion to the right and into the region of absolute convergence of the Dirichlet
series where we can integrate term-by-term. Note that this Dirichlet series
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begins with a 1, whereas in the first integral the series had no constant term.
Thus, the contribution from this integral is

_1 X(

2+4at) dt + O(T*¢
=5 | @it dir o

T

1
(7.25) 5 | e L gt v o(1o).
27r 2

Thus, we have

T ! —a+a+1
(CL b) 2171-/ <1Og 2 C(l/Q—{-Oz—’Lt) Eiﬁz—aic—t;;)dt
+O(T9)
e t  d{Q-s+atp)(s—a+ta)
C2n <lg +dﬂ (A=s+a)(s—a+c) )dt'ﬁ—o

(7.26) +O(T9),

where s = 1/2 +it. By (7.1), we have

dt

/ ((I=s+a+p)((s—a+a)
(1—=s+a)(s—a+c)

T
:O(T1/2+E)+/ <YUAC((L—O[,Oé+ﬁ;C—C¥,OZ)
0

(7.27) + <7r> - Yo A¢(—a — B, —a;c — a, oz)) dt.

Now it can be easily calculated that

Cl4+z+y)C1+2z+w)
C(l+z4+w)(l+y+2)

(7.28) Yu(z,y; z,w) =

and

(7.29)
H 1 o 1/p1+z+w)(1 _ 1/p1+y+z 1/p1+x+w 4 1/p1+z+’w)

(1—1/pttv+=)(1 = 1/pttesw)

Ac(z,y; 2,w) =
p
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Thus,
YuAc(a—a,a+ Bic—a,a)
_ ¢ +a+pB)¢(1+c)
¢(L+a)C(1+c+p)
I =
and
YyAc(—a - B,a —ajc—a,a)
_ A -a-p)KA+0)
(1=8)¢(1+c—a)
(7.31) <T1 (1= 1/pM9)(1 = 1/pt+ee — 1/p!=8 + 1/pt+e)

. @~ 1/p o)1~ 1/pP)

If we differentiate the first expression with respect to 5 and set § = 0, we get

¢’ ¢ log p 1 1 \! 1\ !
Z(l + a) B Z(l + C) o p2+a+c 1= p1+c o p1+a 1= F :

(7.32)

The second expression gets multiplied by (%)_a_ﬂ : then we differentiate
with respect to # and set § = 0. Note that because of the factor ((1 — )
in the denominator we only have to differentiate that term since it gives 0
when 3 = 0. Thus, the second term results in a contribution of

_ <t>a ((L—a)(l+0) I (1-1/p")A—1/p"m —1/p+1/p'*)
2m ((1+c—a) (1-1/ptte=)(1-1/p) '

(7.33)

Thus, we have
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Conjecture 7.2. Let a and ¢ have mon-negative real parts and satisfy
lal, |e| > (logT)~t. Then

¢(p LT ¢ ¢
TKZT o =5 ; (10g2+g(1+a)—<(1+c)

logp 1 1\ 1 \*

- p2tate ( plte pl+a> <1 B pl+c)

[t (1—a)¢(1+c¢)

(%> ((1+c—a)

1-1/p"*)A-1/p** —1/p+1/p'*°)

<1l G- 1/p o)1~ 1/p) ) “

(7.34) + O(T/*F9).

This agrees with Farmer’s conjecture (7.21).
More applications of the ratios conjecture are given by Conrey and
Snaith [10].
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