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DIAGRAM NOTATION FOR
THE DERIVATION OF HYPERBOLIC MOMENT SYSTEMS*

JULIAN KOELLERMEIER! AND YUWEI FAN#

Abstract. We propose a diagram notation for the derivation of hyperbolic moment models for
the Boltzmann equation that yields a better understanding of the resulting moment systems. So far
several hyperbolic moment models were presented, but their derivations are often very technical and
there is little insight into the explicit form of the equations. In our diagram notation, each term in the
moment equations can be explicitly tracked throughout the derivation process and whether the resulting
moment system is hyperbolic can be easily observed from the diagram. We apply the diagram notation
to derive existing moment models, including Grad’s moment equations, hyperbolic moment equations,
quadrature-based moment equations, and a new set of simplified hyperbolic moment equations that was
rarely studied before. The differences in the derivation are easily explained in the diagram notation and
the explicit form of the equations can be computed straightforwardly as opposed to existing frameworks.

Keywords. Kinetic theory; moment method; hyperbolicity; Grad; diagram notation.

AMS subject classifications. 35L02; 82C40; 35Q20; 76P05.

1. Introduction

In gas kinetic theory the moment method was proposed by Grad in 1949 [24] to
derive macroscopic moment equations from the Boltzmann equation and Grad’s 13
moment equations are the most well-known moment model. However, it was pointed out
that Grad’s 13 moment equations for one-dimensional flow are not globally hyperbolic
but only hyperbolic around the equilibrium [24,40]. In [8], further investigation
showed that the equilibrium is on the boundary of the hyperbolicity region for the
three-dimensional case. For a first-order quasi-linear convection equation, loss of
hyperbolicity indicates the equation with Cauchy data is no longer well-posed even
locally and the uniqueness of the solution is lost [3]. Hence, for a long time, loss of
hyperbolicity became a main obstacle for the development of the moment method.

In the past decades, some research brought new hope for the problem. In [37], the
author proposed a new moment method based on the maximum entropy principle. This
method yields globally hyperbolic moment models but unfortunately, the models beyond
the Navier-Stokes theory cannot be written in analytical form and the equilibrium is on
the boundary of the realizability domain, which leads to the models’ loss of efficiency
in numerical simulation.

To obtain a hyperbolic model from Grad’s moment system, the authors of [6]
investigated the characteristic structure of the coefficient matrix of the moment system
for the one-dimensional case and proposed a hyperbolic regularization by modifying the
last order equation of the moment system to obtain the Hyperbolic Moment Equations
(HME). This method was extended to the multi-dimensional case in two ways [7,22].
Shortly after that, in [30], a quadrature-based moment method was proposed by
computing the integrals using a suitable quadrature rule instead of exact integration.
This method also yields globally hyperbolic moment equations, called Quadrature-Based
Moment Equations (QBME). It was extended to the multi-dimensional case in two
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ways [21,31]. These two hyperbolic regularizations have been extended to the more
general case in [9,21] based on a truncation and an operator projection perspective,
respectively. Numerical simulations [5,12, 13, 33] demonstrate the efficiency of these
regularizations. In recent years, the hyperbolic regularization in [6,21] has been applied
to a lot of fields besides gas kinetic theory and microflow, including semiconductor device
simulation [10], plasma simulation [14,19], density functional theory [11], quantum gas
kinetic theory [17] and rarefied relativistic Boltzmann equation [36]. However, the
complexity of the regularized moment models limited their further application and the
theoretical and numerical comparison between the regularizations in [6,7] and [30] is
not rich. In particular the derivation gives little insight into the explicit form of the
equations.

In this paper, we propose a diagram notation to derive the hyperbolic moment
models. In the diagram notation, each term in the ansatz and the equations is denoted
by a node and each operator, for example the time-derivative operator, is denoted by
one or several lines. In this notation, each term of the equations is represented by a path
(from one node corresponding to a term in the ansatz to another node corresponding to
another term in the equations) in the diagram. With the help of the diagram notation,
the derivation of the moment system is explicit, concise and clear, so it yields a better
understanding of the resulting moment systems. Moreover, it is easy to observe in the
diagram whether the resulting system is hyperbolic. The diagram notation is applied to
Grad’s moment system, HME and QBME. We show that these three systems differ in
their choice of discarding nodes in the diagram. The diagram notation also leads to the
system of Simplified Hyperbolic Moment Equations (SHME), first mentioned in [34].
Due to the lack of results for this model in the literature, we study and compare the
SHME to Grad’s moment system, HME, and QBME in a numerical simulation of the
1D shock tube problem. Particularly, we study the behavior of SHME for increasing
number of moments and conclude that its accuracy is not sufficient.

The rest of this paper is organized as follows: Motivational examples explaining
the diagram notation are presented in Section 2. The necessary notation from kinetic
theory and the standard derivation of moment models are briefly explained in Section 3
including a review of the existing hyperbolic models. Section 4 introduces the diagram-
based derivation, which uses special diagrams that visualize every step of the derivation
of the moment model. Existing moment models are derived using the new diagram
notation in this section. For the SHME model, explicit equations, their properties, as
well as numerical simulations addressing accuracy, are given in Appendix A.

2. Motivation of diagram notation

The use of the diagram notation can be motivated with the help of a simple but at
the same time general equation to give an outline of the diagram framework without
defining too much notation and also in order to show the applicability to a wider range
of equations in the context of hyperbolic PDEs.

In the context of spectral methods, especially for linear, hyperbolic PDEs, there
are several applications with a possibly large dimension due to the addition of another
parameter or variable to the phase space. The reason for this can be the physical
application itself or mathematical procedures such as Uncertainty Quantification (UQ),
where a parameter of the PDE is treated as a possible independent variable to assess
the impact of the parameter on the solution of the PDE [25,41,45].

Throughout this paper, we will describe the one-dimensional spatial case, z € R, we
will discuss and outline the case z € R™, n>1 briefly in Section 4.9.

To motivate our diagram notation, we consider the following linear transport
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equation as example
O f+c 0,f=0, for f=f(t,x,c). (2.1)

We want to use a special spectral method to resolve the dependency of ¢ for the
numerical solution of the equation. The following procedure will be explained using a
generalized form of the linear transport Equation (2.1) because its treatment is most
similar to the hyperbolic moment models in the next sections.

REMARK 2.1. The derivation of the model can also be performed for the wave
equation in the form Oyu—c?-0,,u=0, for u=u(t,x,c). However, the relation to
hyperbolicity is more complicated. A non-linear ansatz requires the use of the form
(O + 0z ) (0t — Oz )u=0 in order to show hyperbolicity. Similar complications arise for
other second-order equations like the Klein-Gordon equation or the telegraph equation,
see [47].

We consider the following linear, hyperbolic PDE
Ouf(t,z,c)+p(c)- Oy f(t,2,¢) =0, for polynomial p(c). (2.2)

As ansatz for the unknown solution f we use the following expansion in the variable ¢

M
ftm,e) =Y fi(t,x)®;(c), (2.3)
=0

where M €N is the order of the expansion, f; are coefficients of the solution and ®;
are basis functions, for ¢=0,..., M, respectively. For the basis functions ®; we only
assume that they are weighted orthonormal polynomials of degree ¢ in the variable c.
The specific definitions of the basis functions are not important here and may depend
on the parameter space (e.g., Hermite polynomials for c€R or Legendre polynomials
for c€[0,1] and respective weight functions).

We note that every orthogonal polynomial satisfies a three-term recurrence relation
[1]. For the weighted Hermite polynomials, this reads

c@i(c) :ai(bi_l(c)+ﬁi¢>i+1(c), (24)

for some «y,5;,7 €N, depending on the scaling of the polynomial. The exact values of
«;,; are not important here. Without loss of generality, we will use the recursion in
Equation (2.4) for our derivations, other recursion formulas can be treated analogously.
Now we consider three cases:
Case 1: p(c)=c
Case 2: p(c)=c?
Case 3: p(c)=c+c?
Case 1: p(c)=c

Inserting the ansatz (2.3) into (2.2) and using the recursion formula, we arrive at

M
D (@:(): fi+ i®i 1 ()Ds fi+ Bi®ig1(€) D i) =0. (2.5)

=0

The use of the recursion formula for each term can be represented in a diagram, see
Figure 2.1, which shows how each basis function ®;(c) times c is transformed into two
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1—1 ? 1+ 1

ofy.\@o

Fig. 2.1: Diagram for p(c) =c.

terms containing the basis functions ®;_1(¢) and ®;1(c) with their respective prefactors
a; and B; (written along the paths). Adding both paths leads to the spatial derivative
summands in (2.5).

The resulting single PDE (2.5) is tested with the orthonormal test functions @,
1=0,...,M and then integrated over c to get a system of equations of the form

O f+Ac0.f=0, (2'6)

for unknown vector f=(fo,...,far)T €RM*! and system matrix A, e RM+TD*x(M+1)
defined by

08 0 ... 0
o :
Ac=| ¢ " " o . (2.7)
Br-1

0 ... 0 (63 0
The eigenvalues of A, can be easily computed and we obtain
Aea(Ap) e Pr1(N)=0, (2.8)

i.e. the eigenvalues of A, are the real roots of the basis polynomial ®,;,; with degree
M +1. The system is thus hyperbolic. However, it is only that simple in this first case,
as we will see in the following.

Case 2: p(c)=c?
Inserting the ansatz (2.3) into (2.2) and using the recursion formula twice, we get

M

Z(‘I)i(c)atfz‘ + (01 Pi_a(c) + i fi—1Pi(c) + Biit 1P () + Bi Bit1Pit2(c)) 02 fi) =0.
i=0
(2.9)

The subsequent use of the recursion formula can again be represented in the diagram
notation, see Figure 2.2. Here, the respective prefactors are multiplied along the way of
the paths as can be seen by comparison with Equation (2.9) and all paths are added in
the end to lead to the spatial derivative terms in (2.9).

After testing and integrating (2.9) the resulting PDE system reads

Ouf+ A0, f=0, (2.10)
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Fig. 2.2: Diagram for p(c)=c2.
for system matrix A, € RIMFTDX(M+1) defined by
Boal 0 ﬂoﬂ1 0 0
0 a1fotBraz :
A= | 2™ - R 0 . (2.11)
0 Br—28n—1
. ) } 0
0 0 am—1aym 0 apt1ButBr—1am

However, the eigenvalues of A are not as simple as in the previous case. Specifically,
we have

NEa(AL) e @y (N2) =0, (2.12)

i.e. the eigenvalues of A. are not the squared real roots of the basis polynomial ® s 1
with degree M + 1, even though the roots are real and the system is hyperbolic.

This lack of structure is caused by the contribution of the polynomial with degree
M 41 during the derivation and can be mitigated by applying a cut-off in the diagram
notation as seen in Figure 2.3.

M-2 M—-1 M M+1 M+2
e e e
KX XN
>< >< >< o COrgn
cos . .

o w w

Fig. 2.3: Diagram for p(c)=c? with cut-off.

<

<

The cut-off eliminates the contribution of the polynomial with degree M +1, i.e.
ap+1Bm, changing the last entry of the matrix. The modified system matrix is then



1154 DIAGRAM NOTATION FOR MOMENT SYSTEMS

given by
Boou 0 BoB1 0 0
0 a1Botfrae :
A= | *2™M A R 0 . (2.13)
0 B —2Bm-1
. . 0
0 0 QpNr 100 0 ﬁM—lOfM

We see that Acz =A.-A.=p(A.) and then the eigenvalues of .&Cz are again simply
evaluations of the polynomial of degree M + 1

Ae U(Acz) SOy (\2)=0. (2.14)
Case 3: p(c)=c+c?=c-(1+c)

Combining both derivations from the previous cases, it is not difficult to see that
the system matrix for this case is in fact the sum of the two previous matrices, i.e.

Of+ Apy 200 f=0, (2.15)

with system matrix A, 2 =A.+ A2

This time there is no structure in the eigenvalues due to the additional term from
the polynomial with degree M +1. The exact same cut-off in the diagram solves this
problem at the expense of a change in the last entry of the matrix corresponding to the
previous example.
. We can see that the modified matrix is given by
A=A +A2=A+A.-A.=p(A,). The new eigenvalues of the resulting

matrix A.y.2 are then given by
Aea(110+02) SOy (A2 =0, (2.16)

which leads to a hyperbolic system using the system matrix AC+C2.

It seems that the diagram notation is an easy way to depict the derivation and
the changes required to obtain a particular eigenvalue structure in the motivational
examples shown above. In these examples the success of the diagram notation is based
on the fact that the matrix A needs to be represented as A.2=A_-A., which goes
back to the operator projection framework [21]. Each multiplication with ¢ needs to be
cut-off or projected to the lower dimensional space separately.

In the following sections, we will extend the notation of the diagram to the more
difficult case of the Boltzmann equation used for moment models that use a very non-
linear ansatz in comparison to (2.3). We will start by recalling the moment method for
the Boltzmann equation.

3. Moment method for the Boltzmann equation

The Boltzmann transport equation describes the motion of particles by the evolution
of the mass density function f(¢,x,c). The one-dimensional version of the Boltzmann
equation reads

0 0
a (t,x,c)+c%f(t,x,c)25(f), (31)
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with position z € R and microscopic velocity ¢€R. The right-hand side operator S(f)
models collisions, e.g., using the BGK collision operator [4]

S(H)==(fw 1), (32)

with relaxation time 7 € R and local Maxwellian fys(¢,2,¢) given by

2
e (),

Here the macroscopic quantities density p(t,z), velocity u(t,z) and temperature 6(¢,x)
are moments of the distribution function f(¢,x,c) in velocity space.

p(t,x) /f (t,z,c) (3.4)
pltyulta)= [ cf(t.ac)de (3.5)
p(t,x)@(t,x): R|C_u|2f(t’xac)dc' (36)

Macroscopic conservation laws for mass, momentum and energy like the Euler equations
can be derived by multiplication of Equation (3.1) with monomials in ¢ and integration
over the velocity space, see e.g., [44].

Non-equilibrium effects occurring in rarefied gases cannot be described by simple
models like the Euler equations [42]. Instead, moment methods can be applied to enlarge
the number of unknowns and derive PDEs for the evolution of the additional variables.
Grad’s ansatz for the distribution function is an expansion around local equilibrium
using a series of Hermite basis functions and yields the following expression for the
distribution function [21, 24]

f(t,z,c) Zf t, ) D) 0D (), (3.7)

a€eN

with expansion coefficients f, (t,2), @ € N, and weighted Hermite functions ’H[olf 1 defined
by

d

u « u, u 1 (C—U)Q
H ()= (~1) T W), a>0, w(c)= 27T(9€XP(_ 50 ) (3.8)

The properties of the weighted Hermite polynomials are listed in Appendix B. Note
that expansion (3.7) is more complex than (2.3), because the ansatz explicitly includes
moments of f like u,6.

Definition (3.8) leads to the following constraints for the first three coefficients due
to orthogonality of the basis functions, see (B.5),

fo=p, fi=/f2=0. (3.9)

Substitution of the expansion (3.7) into (3.1) and application of suitable derivative (B.7)
and recurrence relations (B.6) for the Hermite polynomials leads to explicit PDEs for
the evolution of the coefficients f,(¢,2) by matching coefficients. Alternatively, the
equations can be projected onto Hermite test functions via integration over velocity
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space, more details can be found in [6]. The final moment system has the following
form according to [21]

8fa 8foc71 afoc 6fo¢+l Ju ou
ﬁ—i_e o +U87+(01+1) o +fa715+(9fa72+ufa71+(a+1)fa)8x
w200 1 fol7)
+f 2 e+ S (0facztufa—o+ (@ +1) fac1) o =Sa, a>3, (3.10)

2 0t 2 or

where the term S, can be derived by the same expansion of the substituted collision
term S(f).

Due to the constraints (3.9), a finite set of equations can be obtained by using only
M +1 variables wyr = (p,u,0, f3, fa,..., far) ERMTL and setting all other occurring
terms in (3.10) to zero. After some simplifications the moment system can then be
formulated in compact notation as

8wM awM_
ot + oxr

S, (3.11)

where the matrix A€ RM+DX(M+1) can be computed using (3.10) and the vector
S € RM+! contains the corresponding right-hand side terms in ascending order of the
index . We refer to [6] or [33] for further details.

The expressions in Equation (3.10) make clear, that this moment method has
many more terms than a standard (global) discretization using Grad’s method using
constant (u,0)=(ug,0y). The benefits of this version using locally shifted and scaled
basis functions as in (3.8) are explained in detail in [30].

REMARK 3.1. Note that the subsequent analysis of the moment system can be readily
extended to a more general kinetic equation of the form 9 f+p(v(c))0.f=S(f) for
v(c) a function of ¢ and p(-) a polynomial. The same holds for the multi-dimensional
case Oy f + de:lpd(v(c))awdf = S(f) for which 2,c€R™. This also includes the radiative
transfer equation. Details about these extensions can be found in [21]. We focus on the
form (3.1) in order to present a concise derivation here.

3.1. Brief review of hyperbolic moment models. Grad’s system (3.11)
is only conditionally hyperbolic, as has been shown in [6,8,33]. The characteristic
polynomial and thus the eigenvalues of the system matrix A depend on the highest
coefficients which leads to complex eigenvalues and a lack of hyperbolicity already
for moderate non-equilibrium states. This can cause the breakdown of numerical
simulations [32] and renders Grad’s system inappropriate for applications.

Several new hyperbolic models have been derived based on Grad’s ansatz. In [21]
a systematic approach for the derivation of hyperbolic moment models is given and the
HME model [6,8], as well as the QBME model in [30], are examples for this approach.
The derivation of the new hyperbolic moment models is based on subsequent projections
of the equation during the derivation. This leads to changes in the last equations of the
model hierarchies that suffice to render the models globally hyperbolic.

However, the derivation using projections is very theoretical and does not give direct
insight into the explicit terms of the equation. It is therefore necessary to provide a more
understandable method to derive the hyperbolic moment models in order to facilitate
further development of existing models and derivation of new models.

In this paper, we want to show an alternative approach for the derivation of moment
models in general and hyperbolic moment models in particular by means of the diagram
notation described in the next section.
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REMARK 3.2.  We note that only the left-hand side of (3.11) is important for the
hyperbolicity and its structure is determined by the non-linearity of the basis functions.
The right-hand side collision operator should not be changed due to its conservation
properties. The collision operator especially plays an important role in numerical
simulations later and when analyzing the stability of the methods, see e.g., [18, 46].
More difficult collision operators can readily be used for simulations without changing
the diagram framework.

4. Diagram-based derivation

The derivation of the hyperbolic moment models briefly described in Section 3.1 was
based on two different methods so far. One is the original derivation of HME in [6, 8]
and QBME in [30], which is a straightforward approach to derive hyperbolic models
but is very complicated. The other one is the operator projection framework detailed
in [21] and seems rather technical at first sight. Both methods have in common that
there is only little insight into the explicit forms of the equations as they merely act
as black box approaches. A third and more comprehensive way of deriving hyperbolic
moment models is with the help of a special diagram notation that allows to visualize the
deduction for further insight and variation of the models. The diagram-based method
will furthermore lead to another hyperbolic moment model, the so-called Simplified
Hyperbolic Moment Equations (SHME).

We start by recalling the derivation of Grad’s method and use the newly developed
diagram notation to depict the different steps exemplarily for each term.

4.1. Preliminaries. = We define the transformed velocity variable

s:%, (4.1)
then the weighted Hermite function can be denoted by
=Ml 0 = 0P Hea(Oen (-5 ) @2)
and Grad’s expansion (3.7) is reformulated as
M
Fta,0) = falt,)gl(8). (4.3)
a=0

Similar to the notation in [21], the superscript means that the basis functions o &)
depend on the macroscopic quantity 6(¢,z). To simplify notation, we omit the
superscript 6 hereafter.

The derivation of the moment equations in general form now needs the computation
of the terms in the Boltzmann Equation (3.1). The terms 0;f and 0, f are computed
in the following way: for s==x,t and for each term f,¢, in (4.3)

8S(fa¢a(§)) = as.foc(ba(f) + faas¢a(€)
= asfoz¢a(£) + fa80¢a(£)ase + faaf(ba(g)asga (44)
Py, Py Py

where the important adaptivity [28] is ensured by the last part

as(ba(f) :ae(ba(g)ase"_ai(ba(g)asg' (45)
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The definition of the transformed velocity (4.1) indicates

SN PR
asg—_\/éas 20

Here the symbols Pjo, Py, and Py in (4.4) are operators defined by

>.9,0. (4.6)

Pis(fata) = Pa(Pi(fada)), (4.7)
Pi(fada) = P{(fa) - P{($a) = fa-0cal(S), (4.8)
Py(fata) = P (fa) P (¢a) = fa-dal)dsE, (4.9)
Pao(fada) = P, (fa) Poy(¢a) = Ofa-dal8), (4.10)
Poy(fada) = Pi(fa) Pip(¢a) = fa-0oa(€)s0. (4.11)

The multiplication of a distribution function with microscopic velocity c- f included
in the term ¢-0, f is straightforward and reads

¢ faa() = (u+VIE) - fatalS). (1.12)
Similar as the definition of Py, Ps, we define the operator Pj as
Py(fada) = P{ (fa) - P§ (6a) = fu (VOE+1) 60 (€). (4.13)

We remark here that all the operators Py, Py, Ps,, Po, and Ps are linear operators.
From the computations above we can identify two necessary parts to deduce the

moment system

(1) the derivative with respect to ¢t and x: O, f, for s=t,x in (4.4),

(2) the multiplication with the microscopic velocity ¢: ¢- f in (4.12).

We note that the second part can also include multiplication by any polynomial function
p(c) as outlined in Section 2.

The definition of the operators Py, P, Pa, and Py (4.8), (4.9), (4.10) and (4.11)
indicate

as(fa¢oc) :PQa(fa¢a) +P2b(fa¢a) +P2<P1(fa¢a))7 (414)
and the definition of the operator Ps (4.13) indicates
C'fa¢a:P3(fa¢a)~ (415)

Here we point out that the critical difference to previous approaches like in [6,21] is
the additional subdivision into more than just the two combined steps (4.4) and (4.12).
The specific form of the operators defined above will be made clear, once the basis
functions are chosen.

Before the introduction of the diagram notation, we list some properties of the basis
functions ¢, (). More details are provided in the Appendix B.

e ¢ derivative: 9
gg ()=~ V06a41(6). (4.16)
o 0 derivative: 9 a+1
%¢0¢(5):_W¢a(§)a (417)
e multiplication with &:
£6a(8) = VI0a11(€) + ~=da-1(). (4.18)

Vo
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4.2. Diagram-based framework. In this subsection, we introduce the diagram
notation and prepare the tools for studying the moment systems.

First we introduce the four base elements of the diagram notation: node, serial
number of the node, arrow and label of the arrow (see Figure 4.1 for samples). We
take Figure 4.1b as example. There are two nodes in Figure 4.1b: the serial number of
the top-left node is @ and that of the botton-right node is a+ 1. Each node represents
an expression gp¢r with k to be the serial number of the node. Due to the linearity
of the operator, the value of g for the top-left node does not matter, so we assume
it is f, without loss of generality. The value of g,11 for the bottom-right node is
determined by the label of the arrow, e.g., using multiplication. In our notation, the
arrow must start from the top to bottom, and the label of the arrow determines the
value of the end node of the arrow. In this example, g,+1 =a- f, for the bottom-right
node. To sum up, the serial number of the end point of the arrow determines the basis
function @serial number of the end point and the label of the arrow determines the value gy,
of the end point g; =value of the start point x label of the arrow, i.e. if the start point
denotes f, ¢, the operator is

P(fa ¢o¢) =label of the arrow x fad)serial number of the end point- (419)

The diagram in Figure 4.1b thus corresponds to an operator P, with

pl(foz¢a) :afa¢a+1'

a « a+1
o ‘ I ° ‘ 2
) N
[ ) (]
(3«) I(fa¢a):fa¢a (b) ﬁl(fa¢a):afa¢a+l
a—1 « a+1 «
o ‘ﬁg L ‘PS
7N a
[ ) [ ) e
(¢) Po(fada)=afaba—1+bfadat1 (d) P3(fada)=0sfabat1

Fig. 4.1: Samples of diagram notation for linear operators.

Here we show more examples to explain the diagram notation more clearly. In the
diagram, the identity operator I(fo¢a) = fo®a is denoted by Figure 4.1a. In Figure 4.1c,
there are two arrows. The meaning of each arrow has been defined above. Since the
operator is a linear operator, the sum of two linear operators is also a linear operator,
which indicates 152(fa¢a):afa¢a_1 +bfatar1- Instead of a value, the label of the
arrow can also be a linear operator, which stands for applying the operator to the value
of the start point. Thus, the diagram in Figure 4.1d denotes Ps(fo¢a)=0sfadari. We
note that the bent arrow in Figure 4.1d is only a variation of the straight arrow and
its purpose will be made clear later. With the definition of the four base elements, we
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a a+1 o
d 9
o ‘ 0—5 o ‘39
\;\/5 l_a_-*-l
20
e [ )

(a) fogEda(®)=—VOfada+1(§) (b) fadpda(€)=—55 fadal(f)

a—1 o a+1

.’%/.Yf.

(©) fabda()=VOfadar1(€)+ 55 fada—1(€)

¢

Fig. 4.2: Diagram of (4.16)-(4.18).

o a+1 a—1 o a+1
° P e | P,
\\/5 G 1 — 540,60
-
[ o [ e
(a) Py as in (4.8) (b) P> as in (4.9)
@ @ a—1 o a+1
® | ® | Py [ ‘ P
. N 0
o o o [ [
(¢) Pa2q as in (4.10) (d) Pap as in (4.11) (e) P3 as in (4.13)

Fig. 4.3: Diagram of the operators Py, k=1,2,3, P>, and Pay.

can directly denote the relations (4.16)-(4.18) by the diagram notation in Figures 4.2.
These relations will be the building blocks of the diagram for the whole transformed
Boltzmann equation. Next, we express the operators Py, k=1,2,3, Py, and Py in the
diagram notation. Noticing (4.6), we have

(0% asu ase
PQ(fa(ﬁa):*Wasefaﬁba—l*%fa¢a*27\/§fa¢a+l- (4-20)
So the diagrams can be directly obtained from (4.8), (4.20), (4.10), (4.11) and (4.13).
It is worth to remark that in the diagram of P, and Ps,, both the arrows are straight
top to bottom, so bent arrows are only used to distinguish these two operators.
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As all the building blocks for the derivation of the moment system are prepared, we
can combine the blocks to represent composite operators. In fact, several operators can
be applied in one step by simply adding up two diagrams as seen in the next figures. For
simplification, from now on we omit the labels of the arrows for a better presentation.
The labels can be seen in the previous Figures 4.3a-4.3e. The respective operator applied
is always visible on the right side of the diagram.

YEN, .
X XN

Fig. 4.4: Diagram notation for single basis function.

Now the operators corresponding to Figures 4.3a-4.3e have to be applied
subsequently to compute the terms in Equations (4.4) and (4.12). If only a single basis
function f,d (&) of fixed degree o was used as ansatz for the distribution function, i.e.
f(t,x,c) = fada(§), the diagram notation for the transport term c¢- 9, f in the Boltzmann
equation would look as shown in Figure 4.4. The diagram in Figure 4.4 would then
correspond to the computation of

On the first level, the operators P, P»,, Py, are applied and the result of P; will be
applied to P, subsequently. As the results of Pa,, Pa, and P>(P;) have to be added, the
curved arrows (corresponding to Ps, and Pyy) skip one step and do not already end at
the next level. Finally the operator Ps depicts the multiplication with c.

According to Figure 4.4, the result in the bottom line of the figure includes five basis
functions of degrees a—1, o, a+1, a+2 and a+ 3 multiplied with the basis coefficient
fa- Testing the result with orthogonal basis functions ¢g(§), SE€N, or equivalently
matching coefficients of basis functions will lead to the appearance of coefficient f, in
the corresponding five equations.

The red paths in Figure 4.4 can be used to derive the contribution to the equation
corresponding to ¢, in the result as all coefficients in front of ¢, are matched. There
are four paths connecting the root node with the result node for equation o. Each path
is one term in the result and they have to be added in the end. Each one is computed
starting from the root node and using the operators for f,¢. as follows

Paa 3
@5 fa¢oz “(‘)g) 8ﬂcfoc¢a }i‘(ﬁ) uaa:foz¢ay
@1 foa¢a Pib’(‘)p) - OCT—;]-azafoﬂ&a }iS’(J';) <a2+918959) ufoz¢a>
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@1 fa¢a Pi_}) \[fa(bole

) (ﬁ)( :\; )faqba

() (\/§)< ;‘; )uf(,qﬁa,

@Z fa(ba Pi(_}) _\/éfa¢a+1

(V8 (- %5 ) futai

Ps() (_\/g) <_(?;g)(a+1)fa¢ou (4.22)

where only the red arrows in Figure 4.4 are included in the computation, as denoted
by the small arrows (\,/",4,2,¢) in brackets next to the operators. Summarized, the
equation corresponding to testing with ¢, will include the terms @+ O +®@+®, i.e.

uOy fo+ O‘Zl( 00 [+ Do Bt fo + 200, f.) (4.23)
=u0y fo+ (a+1)0sufq (4.24)

Notice, that two terms cancel out in step (4.23). The expression in Equation (4.24)
is exactly the same as the sum of terms in Equation (3.10) that correspond to spatial
derivatives including the coefficient f.,.

On the other hand, all entries in one equation can be obtained with the following
procedure: After the application of all operators, the coefficients of basis functions are
matched. This means that all coefficients in the result in front of one basis function of
degree « are contributing to this equation. This is depicted by Figure 4.5 for the term
c-0f. The term 0, f is obtained respectively without the last operator Psj.

\£><£>< .
N

Fig. 4.5: notation for single equation.

Figure 4.5 contains all paths ending at the result node that is representing the basis
function of degree a. We see that equation a does only include the basis coefficients
fa-3,fa—2,fa—1,fa; fat1 in addition to the unknowns w and 6.
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Using the above notation all terms in the Boltzmann equation can be explicitly
computed. Afterwards, a set of moment equations is obtained by matching the
coefficients of basis functions. In the following, we explain the procedure for the
previously derived moment systems in terms of the diagram notation.

4.3. Algorithmic description of diagram notation. The usage of the
diagram notation can be explained in only a few steps, which algorithmically define the
derivation of the resulting moment system. In the first phase, the respective diagram
notation is created before the resulting moment system is derived in the second phase.
The first phase reads as follows:

Phase 1: construction of diagram
) Use polynomial ansatz f(t,z,c)=>_ fa(t,2)da(§) and transformed variable &

(1
(2) Insert ansatz into BTE and use chain rule and transformation
(3) Define operators P;(-) using recursion and derivative formulas
(4) Build diagram for single terms using operators

(5) Sum up single terms to whole system

After the definition of the ansatz and the corresponding basis functions, all other
steps are straightforward and the result is the final diagram that can be used for the
derivation of the moment system as explained in the next phase:

Phase 2: derivation of moment system

(1) Start with M €R coefficients as root nodes of the diagram

(2) Identify paths to leafs of order j <M

(3) OPTIONAL: Discard cut-off terms for hyperbolicity following [21]
(4)

4) Sum up contributions of single paths
(4.1) Start with root node of path
(4.2) Apply arrow labels along pathes

(4.3) Add result to respective equation j

The derivation thus only needs the number of moments and then follows an automated
procedure that makes use of the previously constructed diagram. The result will be the
moment equations. Examples are given in the following section.

For hyperbolicity, cutting off necessary terms in phase 2 step (3) is the crucial point
and will be explained later. It requires to follow the operator framework in [21] during
the cut-offs. See also Section 4.8 for the relation between hyperbolicity of moment
models and the diagram notation.

Note that it is possible to use other types of kinetic equations instead of the
Boltzmann transport equation (BTE) throughout the algorithm, and some examples
can be found in [21] or by varying the polynomial p(c) in Section 2. The only condition
is that the ansatz has to be a weighted polynomial in the microscopic velocity variable
¢, such that a maximum entropy ansatz as in [15,38] is not possible in the current
setting. However, many of the moment methods in various applications are based on
the expansion with a weighted polynomial basis, see for example [17,23,36,43]. An
extension of the diagram notation towards maximum entropy models is an open question
and we will focus on weighted polynomial expansions here.

4.4. Application: Grad’s method. Grad’s system is obtained by using
the diagram notation without any modifications, cut-offs or projections during the
derivation similar to the operator projection framework [21]. Only in the end, all the
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basis functions with degrees larger than M are cut off. This will be denoted by red
crosses in the following figures.
The time-derivative term 0, f is computed according to Figure 4.6.

M-2 M-1 M M+1 M+2
O O - ‘Pl‘PQa

NN
MDD GIN

Fig. 4.6: Diagram for d:f in Grad’s method.

Py,

Starting from expansion (4.3) using M + 1 basis coefficients fo,..., far, the operators
Py, P, Py, and Py, are applied successively and the derivation follows the same steps as
in the previous diagrams. After the last step the resulting basis functions with degrees
M+1,M+2,... are set to zero corresponding to the usual cut-off of Grad’s method.

The computation of the transport term c¢-9,f is illustrated similarly in Figure
4.7. The only difference is the additional operator P3, which corresponds to the
multiplication with ¢. Only after the last step the resulting basis functions with degree
M+4+1,M+2,... are cut-off. Grad’s system can be obtained by formal summation of
both diagram components.

M-2 M-1 M M+1 M+2

() () () O O - | P ‘PQa Py,

.Y’jw\. @ Py
BN, |
AR

Fig. 4.7: Diagram for c-05f in Grad’s method.

Note that there is no cut-off after the space derivative and thus the gray shaded
space-derivative part of Figure 4.7 is treated differently than the time-derivative part
in Figure 4.6. According to [21], this is the main reason for the lack of hyperbolicity of
Grad’s method.

4.5. Application: HME. During the derivation of Grad’s method the
treatments of the time derivative and the spatial derivative are different because there
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is no cut-off after the spatial derivative. This observation was already made in [9] and
is one reason for the HME regularization explained in Section 3.1.

The diagram notation yields another viewpoint that allows for understanding the
HME regularization. The computation of the term 9,f is exactly the same as for
Grad’s method, see Figure 4.7. The transport term c- 9, f, however, changes due to an
additional cut-off after the operators Py, P>, P>, and Py, are applied. This is depicted in
Figure 4.8. The additional cut-off (or projection as it is called in the frame of [21]) leads
to a change in the last equation corresponding to basis function ¢, as seen by the red
marking in the last step of the diagram. The other equations are kept unchanged and
the small modification to the last equation suffices to render the system hyperbolic.

M-2 M-1 M M+1 M+2

(] e ® O o - | A ‘PQa Py,

) .W\. N .
WU
o0 & X X |Bh
IXIXING

o e e » X

Fig. 4.8: Diagram for c-0,f in HME.

In contrast to Grad’s method, the HME method uses the same treatment for the
space and time derivatives as can be seen in the gray shaded areas comparing Figures
4.6 and 4.8. This guarantees hyperbolicity as shown in [21].

The differences in the last equation of the HME system can be computed following
the paths leading to the M-th equation that were cut-off. Only two paths need to be
taken into account. According to Figure 4.9, the two paths are computed in similar
ways as the paths in Equation (4.22) as

@D: fudm - (M +1)0,u farda,equal to path @) in (4.22),
@: fu-10m1 ney ~VOfrr—16ur

E (_\/5) <_28;%)fM—1¢M+1 (4.25)

PE(_{) (_\/5) (_%)(M—i—l)fMlﬁbM-

By leaving out the two paths computed in (4.25), the last equation of the HME
system thus gets an additional regularization term

M+1
REME = —(M +1)0ufar — —5—0a0frr-1- (4.26)

4.6. Application: QBME. The QBME model can be written by a different
modification of the previous diagram including one additional cut-off after the operator
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M -1 M
o o P1|P2a Py,
NN
@
[ ] I Py
) 1 P3

»

Fig. 4.9: Changes of term c-05f in HME.

P,. First, we consider the time-derivative term 0; f of the Boltzmann equation, which
can be derived in the diagram notation for QBME as shown in Figure 4.10. As opposed

M-2 M-1 M M+1 M+2
O O - ‘PI‘PZa

.ff. ﬂmm\x M

() x *x

Fig. 4.10: Diagram for 0f in QBME.

Py,

to Grad’s model and HME, the additional cut-off leads to a change in the last equation
of the time-derivative term that can be computed similarly to the HME changes in
Equation (4.25).

The transport term c-J, f also uses this additional cut-off, which is consistent to
the time-derivative term. Figure 4.11 visualizes the derivation. The early cut-off now
leads to changes in the last two equations as can be seen by the red circles in the last
line.

The cut-off of all terms including basis functions of degree M + 1 leads to vanishing
terms of degree M +2 as well and thus, similar as for HME, the same treatment of the
time and space derivatives in Figures 4.10 and 4.11 ensures hyperbolicity of the QBME
model.

The changed terms are computed using Figure 4.12a. The time-derivative change
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M-2 M-1 M M+1 M+4+2
e ® ® O O - PI‘PQa

.. 'Y‘N‘)\‘ N

Fig. 4.11: Diagram for c-05f in QBME.

is derived as follows

©: fuodm ¥y ~VOfrdrri

Pa() M+1
104 <f\/§) (2\@3 ato> Frrdar

M—+1
= 500 b

1167

(4.27)

The changes in the transport term are derived using Figure 4.12b, respectively. The
contributions are from both fy;_1 and fys, where the term for f,, is split up into three

single paths. The terms read

M+1
D: fru—1dm-1 - T—i_ameM,l(;SM, equal to path @ in (4.25),
1 from - (M +1)0,ufarén, equal to path D in (4.25),
M+1
1 from - uTg_aszquM, equal to path @ in (4.22),

@: fyom Pl VO frrdnr
Pa(<) (_\/5) (—Z};;ame) Frrdu
Ps(s) (7\/5) < Z/; aw) M fridar

M(M+1
= %5x9fM¢M—1~

The regularization term in equation M —1 is thus given by

M(M+1
Ry = MOy ooy

and the sum of all terms added to equation M in the QBME model reads

M+1 M+1
REPME — *Taxefjw—l — (M +1)0yu fu —uTaﬁfM-

2

(4.28)

(4.29)

(4.30)
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M—-1 M M+1

M+1
O O ‘Pl ‘PQa Py
PN
,)( ‘ Py
e
[
(a) O f (b) ¢-0xf

Fig. 4.12: Changes of terms Ocf 4.12a and c-Oxf 4.12b in QBME. Only the paths for changed
equations are displayed.

4.7. Application: SHME. The transformation (4.1) that leads to Equations
(4.4) and (4.12) allows for an efficient discretization on the one hand. However, the
resulting system of equations becomes more difficult on the other hand as seen by the
recursion formulas that include derivatives of # and w. This introduces some non-
linearity into the equations. Unfortunately, the lack of hyperbolicity makes it necessary
to regularize the equations so that some terms need to be neglected or cut off as derived
in the previous sections. Following the ideas in [34] where mainly the five-moment case
was described, another approach is to keep the simple form of the equation and use only
a small part of the non-linear features of the fully transformed Boltzmann equation.

The non-linearity of the transformed Boltzmann equation enters the derivation at
two different points. One is the transformation of the derivative 0sf for s=t,z in
Equation (4.4) and the other is the multiplication with ¢=u-++/0¢ in Equation (4.12).
The non-linearity in the multiplication is relatively easy to handle as it does not lead
to additional derivatives of u or 6 due to the chain rule. The transformation of 0sf,
however, includes d;u and 956, which lead to two almost full columns in the system
matrix as we will see in the next section.

A straightforward modification is to neglect the non-linearity in the transformed
derivative [34], which leads to simplified physics. It corresponds to setting

as(fa(ba(g)) = asfoz (ba (f) + fa 85¢0¢(§> ~ 8sfoz ¢a(§)? (431)

where the dependency of the basis function on the macroscopic variables u and 6 (and
thus all terms J;u and 9s0) is neglected in (4.31) with respect to (4.4). The resulting
moment system is called the Simplified Hyperbolic Moment Equations (SHME) in the
following.

The macroscopic conservation laws of mass, momentum and energy must not be
changed. The approximation in Equation (4.31) is therefore only applied to basis
functions with polynomial degree a < 2.

The approximation in Equation (4.31) is equivalent to a cut-off of the terms
produced by the operators P, Py, and P», this can be seen in Figures 4.13 and 4.14
where the respective paths marked in red are cut off. Note that the term from P, is
not neglected, according to (4.31).
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M M+1
® o - ‘ P ‘ Poy | Py,
o
o ‘ Py
o [ [ [ x
Fig. 4.13: Diagram for 8f in SHME.
M+1
O Py ‘ Poy | Py,
“
K Py
ey
) P3

Fig. 4.14: Diagram for c-05f in SHME.

The time and space derivatives in the shaded areas of Figures 4.13 and 4.14 result
in the same treatment and again indicate hyperbolicity of the SHME model as there
is no contribution of terms coming from the basis function of degree M +1 after the
derivative.

In Figure 4.13 it is important to note that the equation for =3 does not change,
as both deleted paths ending at the result node for that equation already canceled out
previously. This can be seen by the following computation

26 () 4
D f3¢3 P——g —%3t9f3¢3,

@ fsps3 A% —VOf364

Pa() <_\/§) <— 2\23 at9> fas

4
= 500 f393.

(4.32)

From (4.32) it is clear that both terms cancel out so that the equation for o= 3 does not
include any changes in the time-derivative term, in comparison of Figure 4.4 and the
cancellation in Equation (4.23). The same holds true for the spatial derivative terms
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in the equation for =2 as seen in Figure 4.14. This means that the conservation laws
are not changed and only higher-order equations include regularization terms.

With the help of the diagram notation, it is directly clear that the space and time
derivatives are obviously treated the same and thus SHME is hyperbolic, as the condition
for hyperbolicity from the operator projection framework is fulfilled [21]. In Appendix
A we give a concise analysis of the resulting system. As expected, neglecting much of
the non-linear physics leads to a loss of accuracy of the higher-order models, despite
satisfying hyperbolicity.

4.8. Relation between hyperbolicity and diagram notation.

Hyperbolicity of the resulting equations can be shown with the help of the more
theoretical framework in [21]. The actual derivation is then depicted by the diagram
notation following the steps outlined by the operator projection framework.

As shown in [21] hyperbolicity requires the same treatment of the time-derivative
term and the spatial derivative term in the Boltzmann Equation 3.1. For a resulting
system of hyperbolic moment equations it is therefore paramount to apply the same
cut-off to both terms in the Boltzmann equation during the derivation using the diagram
notation. By comparison of the gray-shaded part of the diagrams for Grad, HME,
QBME and SHME in Section 3 it can be seen that Grad’s method does not fulfill the
condition for hyperbolicity. On the other hand, the hyperbolic models HME, QBME and
SHME use the same cut-off for the gray-shaded parts in the time-derivative term, as well
as in the spatial derivative term. The same is true for motivational example in Section
2, where each multiplication is cut-off separately as proven by operator projection in
[21] and depicted by the diagrams. The hyperbolicity can thus easily be spotted by
inspection of the diagrams. This is another beneficial property of the diagram notation.
It is an easy tool to visualize not only the derivation but also the effect of the different
cut-off strategies on the resulting equations and hyperbolicity, respectively.

4.9. Discussion. The diagram notation is a beneficial tool for the derivation
of hyperbolic moment systems. It helps to understand the effects of the different
regularizations and allows for a quick and simple computation of the regularization
terms without a lot of difficult matrix notation involved. It furthermore opens up new
possibilities for the derivation of other methods. The SHME system is only one example
and many more are possible.

The new diagram notation can be seen as another language for the hyperbolic
moment model reduction. The first framework [9] studied the hyperbolicity using
functional algebra and PDE language, whereas the operator projection framework [21]
was relying on operators and linear algebra language. The PDE language was the first
rigorous statement, while the linear algebra language was very concise and abstract. The
diagram notation will now provide the interested reader with the necessary hands-on
intuition to understand the model derivation. Its existence is a justification to regularize
Grad’s moment model using one of the hyperbolic models HME, QBME, SHME.

As previously stated in Sections 3.1and 4.3, the diagram notation can also be applied
to other equations similar to the projection procedure in [21], provided a polynomial
ansatz is used. The choice of basis functions has to be made accordingly and the
recursion and derivative formulas in Equations (4.16), (4.17) and (4.18) need to be
computed from the properties of the basis function. However, as every set of orthogonal
polynomials has a three-term recurrence relation and formulas for the derivatives, this
extension is straightforward. One example of this is the recently developed shallow water
moment model, where Legendre polynomials are used to allow for a vertical change of
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the velocity and similar problems with hyperbolicity occur, see [35]. Further results can
be obtained by applying the notation to other moment models, e.g., [17,20,26].

The multi-dimensional case can be done in a similar way, but we will not show
the results in the scope of this paper. In general, the multi-dimensional case will use
the description of the basis functions as spherical harmonics in tensor notation, see
e.g., [27,29]. The available recursion formulas for the respective tensor formulation
allow for a concise notation in applications for 2D or 3D velocity space.

5. Conclusion

We introduced a new way of deriving hyperbolic moment models by means of a
diagram notation. The notation dissects the derivation process in small steps and
makes it easy to spot differences between various existing models. All the ideas of
the model reduction frameworks in [9, 21, 30] are reflected in the new notation. The
diagram notation is thus a new visualized and concise method to study derivation and
hyperbolicity of moment systems.

We exemplified the derivation of the standard Grad model and the hyperbolic HME
and QBME models using the new diagram notation. Additionally, we showed a general
derivation of the Simplified Hyperbolic Moment Equations (SHME). The model was
derived by neglecting large parts of the non-linearity during the derivation. Preliminary
numerical results showed that despite the hyperbolicity of the model, its accuracy is not
sufficient.

The diagram notation supplements the previous frameworks in analysing and
deriving existing and new moment models. As opposed to the existing frameworks, it
is a straightforward method to derive the explicit form of the resulting moment models.

Appendix A. SHME model equations and properties. We will briefly discuss
the SHME system first mentioned in [34], analogously to [33] for HME and QBME.

Written in the form of Equation (3.11), the SHME system derived in Section 4.7
reads

u p
%ul
20 u &
5 P
0 & u 4
AsuME=|( ! 09 u 5 (A1)
0 . .
Do 0 u M
00 00 0 u

The red entries mark differences with respect to the standard Grad’s method. Aspumg
is much simpler than all other hyperbolic models (i.e. HME and QBME) due to the
many zero entries in the first four columns, which include the main non-linear parts.

The SHME system is hyperbolic, as the system matrix is the same as Grad’s system
matrix evaluated at equilibrium

Asume(wir) = Acraa(wh]), (A.2)

so it is the linearization of the matrix at equilibrium. The work in [18] indicates that
SHME is also linearly stable around equilibrium and satisfies Yong’s stability condition
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[46]. Due to (A.2), the characteristic polynomial of SHME is equal to the characteristic
polynomial of Grad’s system evaluated at equilibrium (compare [6])

Xar(A) =072 Hen 1 <M> (A.3)

The eigenvalues are the real roots of the corresponding Hermite polynomial, like for
the HME and QBME models. This leads to a hyperbolic system. The eigenvalues
still adaptively adjust to the flow, even though a lot of the non-linearity of the
transformation was neglected during the derivation. The eigenvectors vy, corresponding
to the eigenvalues A\ =u+ V0 with ¢ the k-th root of Hepsy1(c) are given by

v =pHeo(cr), vk2=0Y?Hei(ct), vgz=0Hea(ck),
1 . .
k= (.7_1)'p9(] 1)/2Hej*1(ck)’ ]:4,"',M+1,

equal to evaluating the eigenvalues of the HME model at equilibrium [6]. Direct
calculations yield

va)\k'vkzl'Uk,Q‘f';;g'Uk,?):\ggck(ci‘f'l), (A.4)
thus Va,, Ak - v, =0 if and only if ¢, =0, which indicates each characteristic field of the
SHME is either genuinely non-linear or linearly degenerate. The properties of each kind
of elementary wave can be studied following [6]. Since the first three equations of the
SHME remain unchanged and the first three elements of the eigenvectors are the same
as those of HME, most of the analysis in [6] holds for SHME.

The transformation of the SHME system to a different set of variables does not lead
to a simpler system as is the case for HME and QBME [33]. Instead the system written
in convective variables yields a full lower diagonal part of the system matrix.

Only the first three equations of the SHME remain unchanged and can thus still be
written in conservative form, while the other equations cannot. In numerical simulations
we expect larger differences between the SHME and Grad’s method because of the large
simplification of the SHME model. The number of entries that are changed also increases
with increasing M affecting convergence of the model. For smaller M, however, there
are not too many differences also in comparison with QBME and HME and simulation
results are expected to give satisfactory approximation quality.

A brief numerical comparison of the SHME model with respect to existing models
is performed using the one-dimensional shock tube test case also used in [6] and [33].
The results can be seen as an extension of the first preliminary results in [34].

The initial conditions are chosen as

wk, =(7,0,1,0,...,0)" if z<0,

A5
wh =(1,0,1,0,...,0)" if 2>0, (A.5)

'wM(O,x) = {

for variable vector wr = (p,u,0, fs,... ,fM)T, M >4. The non-linear relaxation time 7 is
chosen as 7= 22 where we consider different Knudsen numbers Kn; =0.05 representing
a small Knudsen number and Kny =0.5 for a relatively large Knudsen number.

The computational domain [—2,2] is discretized using 4000 cells and the following
figures show the numerical solutions at end time tgnp = 0.3 using constant At=0.0001
corresponding to a CFL number of ca. 0.45.
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All numerical results are computed using the first-order, non-conservative PRICE
scheme as described in [16] and also employed for the one-dimensional tests in [33], from
which all other settings, e.g., for the computation of the non-conservative products, are
also adopted. It was shown that these settings allow for stable and accurate solutions
to the non-conservative moment systems. For details we refer to the aforementioned
papers.

We recall the results from [34], and show solutions for M =4 and M =9, i.e. five or
ten variables, respectively, and small Knudsen number Kn; =0.05.

' ' ' ' '
——HME ——HME

' ' L L L L L
-1 -05 0 05 1 15 -1 -05 0 05 1 15

(a) M=4 (b) M=9

Fig. A.1: Moment model comparison for Grad, HUE, QBME, SHME and DVM reference solution,
Kn=0.05. The left y-azis is for p and p, the right y-axis is for u, compare [34].

——HME —— HME
~———QBME ——— QBME

-1 -0.5 o 0.5 1 15

(a) M=4

Fig. A.2: Moment model comparison for Grad, HME, QBME, SHME and DVM reference solution,
Kn=0.5. The left y-azis is for p and p, the right y-azis is for u, compare [34].

The results for the five-moment case M =4 in Figure A.la show that the SHME
model has similar accuracy as the other hyperbolic models HME and QBME and the
deviation from the reference DVM solution (taken from [6]) is small. However, increasing
the number of variables using M =9 in Figure A.1b does not lead to a very accurate
SHME solution, whereas the other models converge to the reference solution.
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The results of all hyperbolic models for the larger Knudsen number Kne =0.5 in
Figure A.2 differ more from the reference solution due to stronger non-equilibrium effects
caused by the larger Knudsen number. In addition, Grad’s model loses hyperbolicity in
this setup and fails to produce a solution. For M =4 in Figure A.2a the SHME results
lie between the HME and the QBME model with comparable accuracy. For the larger
M =9 in Figure A.2b differences are more obvious in the right half of the domain. The
HME and QBME results are relatively close to each other whereas the SHME model
differs substantially.

The convergence study in Figures A.3a and A.3b uses averaged solutions obtained
by two subsequent values of M in the same way as performed in [2] and the plots for
HME and QBME are taken from [33]. The SHME model clearly fails to converge and

bt rhO
——
et p
—#— theta

4+5 5+6 6+7 7+8 8+99+10 4+5 5+6 6+7 7+8 8+99+10

(a) QBME (solid) + HME (b) SHME
(dashed)

Fig. A.3: Averaged solution convergence of HME and QBME and no convergence for SHME, for
Kn=0.5.

shows constant or even increasing errors with larger M. This can be attributed to the
drastic simplification and large number of changes made in the system matrix in (A.1).
It turns out that the neglected non-linearity, which was set to zero during the derivation
of the SHME model, is in fact necessary for convergence of the solution in this test case.

Appendix B. Hermite polynomials and weighted Hermite functions. In
this appendix, we list some properties of the Hermite polynomials and weighted Hermite
functions without proof. Details can be found in [1,22,39].

The generalized probabilists’ Hermite polynomials He%"o] (¢), >0 are defined as

n n 2
O T Gt D ) [wo y_ L _(c—u)
Hen (C)_w[u,e] (C) dcnw (0)7 nENa w (C)_ \/ﬁexp 20 ) (Bl)
which are orthogonal with respect to the weight function w!®?! (¢), i.e.
oo 0 0 0 n!
/ Hel" % (¢)Hel“ 9 (¢)w™ ¥ (¢)de = guomn Ymn €N, (B.2)
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The generalized Hermite polynomials satisfy the three-term recursion relation
cHel®(¢) = 9He£?_;01] (¢) +uHel% (¢) 4 nHeZ‘;al] (¢), n>1. (B.3)
If we define weighted Hermite functions - 9]( ) as
H0) (0) = w0 (o) Helt ) (), (B.4)

then these functions satisfy the orthogonality relation
el |
/ HIwO ()0 () fwl O (¢) de = %%,m, Ym,n €N, (B.5)

and the three-term recursion relation
Hf () = oHbE )+t )+l (o), n>1, (B.6)
as well as the differential relation
dHl O () = 1" () d(u—c) + HL;;@( )df, neN. (B.7)

If u=0 and 6=1, the generalized Hermite polynomials reduce to the classical
Hermite polynomials, and we denote them by He,,(c).
If we let = “5* and define

=Ml = e (=5 e (002 (B3

1
ous
then ¢” is also orthogonal with respect to exp(¢2/2) and satisfies the three-term
recursion relation

$(€) =V (©)+ —=0 (&), n>1, (B.9)

é

and the differential relation

A6i0(©) = VAol (€)de - "EL6, ()0, meN. (B.10)
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