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THE RELATIVISTIC VLASOV MAXWELL EQUATIONS FOR
STRONGLY MAGNETIZED PLASMAS*

CHRISTOPHE CHEVERRY' AND SLIM IBRAHIM?

Abstract. An important challenge in plasma physics is to determine whether ionized gases can
be confined by strong magnetic fields. After properly formulating the model, this question leads to
a penalized version of the relativistic Vlasov Maxwell system, marked by the role of a singular factor
e~ 1 corresponding to the inverse of a cyclotron frequency. In this paper, we prove in this context the
existence of classical C!-solutions for a time independent of €. We also investigate the stability of these
smooth solutions.
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1. Introduction

Given a small parameter ¢ >0, in this paper we analyze the well-posedness of the
magnetized relativistic Vlasov-Maxwell (MRVM) system

0uf +V(e€) VS = =5 (e x Bo(w)] - Ve

=—M/<|£\>%+[E+v<s£> % B)-Vef (L1)
Ve E=—Q(f); 0,E-VxB=J(f) (1.2)

V.- B=0; 0;B+V,xE=0.

Here, = and v=¢£(14|€]?)~1/2 are points in R? representing position and velocity
of charged particles (electrons), respectively. The unknowns of system (1.1)-(1.3) are a
density function f(t,z,¢) defined on Ry x R2 x Rg, and a self generated electro-magnetic
field (E,B)(t,z). Particles are out of a thermal equilibrium where velocity repartitions
can be approximated by a Maxwell-Boltzmann distribution M (-) with small density
(See Assumptions 2.2, and 2.3). The total charge @ and the current J are defined by

Q=Q(f)(t.x):= / F(t2.6)de (1.4)
J=J.(f)(tx) = / V(6) (1,2, €) . (L5)

The system (1.1)-(1.3) is written after adimensionalization. All physical constants,
except the small parameter € < 1 which stands for the inverse of the electron cyclotron
frequency, are normalized to one. We supplement (1.1)-(1.3) with initial conditions
fin Ein and Bin.
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In statistical physics, the relativistic Vlasov-Maxwell system is a kinetic mean-field
model for collisionless plasmas. It is commonly used in the context of planetary magne-
tospheres or fusion devices. In such applications, the plasmas are confined by a strong
external magnetic field that is completely prescribed, and that is commonly represented
by a vector-valued spatial function of the form x+ e !Be(z). The amplitude of the
function Be(+) is of size one. The field Be(-) is usually represented by the dipole model
when dealing with magnetospheres [6], and it can be derived from the knowledge of
magnetic surfaces when studying tokamaks [9].

As it will be explained in Section 2, the study of the MRVM system (1.1)-(1.3) is
a relevant way to describe phenomena occurring in magnetized, cold, dilute, neutral
gases which are taken out of equilibrium. It allows to take into account many physical
phenomena, especially in the framework of space plasmas. Our main goal here is to study
the well-posedness and the stability of solutions to the Cauchy problem associated to
(1.1)-(1.3). Since our problem depends on a small parameter, it is crucial to show the
existence of solutions on a uniform time.

The Cauchy problem associated to the relativistic Vlasov-Maxwell (RVM) system,
which does not takes into account the influence of Be(+), has been extensively studied.
A review is provided in the monograph [15]. Local existence and uniqueness of classical
solutions for smooth, compactly supported data was established in [16]. Global existence
of smooth solutions has been obtained for small data [17], for nearly neutral data [14]
and in other different contexts [29]. But, in the case of large data, the global existence of
smooth solutions to the RVM system is still a major open problem in the mathematical
analysis of kinetic models. Note in addition, the Cauchy problem as well as the non-
relativistic limit equation were studied in [1,11,30].

The above contributions related to global existence of classical solutions heavily
rely on the spreading of the bicharacteristics (defined by (3.64, 3.65)) associated to
the left part of (1.1), which is essential to induce a sort of decoupling between the
density f and the electromagnetic field (E,B). However, in the presence of a strong
magnetic field, such a spreading is not available. On the contrary, the bicharacteristics
stay for a very long time in a compact set (due to a confinement effect); they involve
large amplitude oscillations [6,9]; and, as a consequence, they enforce strong nonlinear
interactions between f and (E,B), which are the potential source of instabilities.

From a mathematical perspective, our problem is to study families of solutions
to the RVM system that are generated by large data. This is reflected at the level
of the MRVM system into the singular weight ¢ 2v(e£) =0(e~1). A major difficulty
arises because of this singular factor being placed in front of a differential operator with
variable coefficients with respect to both variables x and &. This feature together with
the large initial condition

Oifli=o= %2 [V(e€) x Be(2)]- Ve f™+0O(1) 2(9(2), 0<ex1 (1.6)

may compromise the existence of uniform Lipschitz estimates. To deal with (1.6), the
initial data may be prepared (in the sense of Definition 4.2) to make the above first
time-derivative uniformly bounded. Or, as expected in (1.6), the data may be general
which clearly indicates the presence of large amplitude oscillations, and therefore the
occurrence of large Lipschitz norms of both the density f, and the field E and B. In the
context of such large data, the existence of solutions to both RVM and MRVM systems
on a uniform time interval [0,77] is not at all evident.

The main result of this paper is the following.
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THEOREM 1.1. Assume that the background Boltzmann distribution M is in
C°(R4;Ry), that the initial distribution fi™ € C*(R3) is confined, and that (E™",B™) €
CH(R?) fits with f™™ in the sense of (2.27). Then, the Cauchy problem for the MRVM
system (1.1)-(1.3) is uniformly locally well-posed in the sense of Definition j.4. More-
over, prepared data give Tise to families of solutions which are uniformly bounded in the
Lipschitz norm.

The above theorem is part of a long tradition of works on the RVM system, going
back to [14,16]. It is also connected to problems arising in fast rotating fluids [2, 3,
5,12,19] or in nonlinear geometric optics [25, 26], which are scientific domains where
questions about uniform estimates for large oscillating data have been and are commonly
investigated.

The contributions related to [5,25] deal with general hyperbolic nonlinear systems.
Of course, the corresponding results could be applied to more specific situations, like
the actual MRVM system. But they require a lot of prerequisites, among which more
restricted prepared data and regularity assumptions which are going far beyond the
actual C! —context; they do not take into account many peculiarities of the Vlasov and
Maxwell equations, which will allow us to refine the standard statements; they do not
care about the momentum support condition, which here plays a crucial part; and so on.
In fact, there is much to do in this paper to adapt the approaches coming from [5,25]
to the framework inspired by [14, 16].

The paper is organized as follows. In Section 2, a detailed derivation of (1.1)-
(1.3) from the classical RVM system will be given. The proof of Theorem 1.1 hides a
number of new difficulties which, after a work of preparation in Section 3, are solved in
Section 4. Taking into account the material introduced in Subsection 4.1, we prove in
Subsection 4.2 uniform L*°-estimates on the family of solutions, from which the uniform
lifespan (2.30) and the uniform confinement property (2.31) follow (Proposition 4.1). In
Subsection 4.3, we control some weighted Lipschitz norm of the solutions (Proposition
4.2); then, we restrict our attention to the case of prepared data, and we get a uniform
bound on the Lipschitz norm (Proposition 4.5).

2. Modeling of collisionless magnetized plasmas

Subsection 2.1 is inspired by theoretical considerations [7] about magnetospheres [6],
stars and fusion devices [9]. We show that the description of real magnetized plasmas
forces to transform the usual relativistic Vlasov Maxwell system (the so-called RVM sys-
tem) into a magnetized relativistic Vlasov Maxwell system (which is called the MRVM
system), involving a large parameter ¢~!. In Subsection 2.2, this MRVM system is
interpreted as a Vlasov-Wave system (VW system).

2.1. From the RVM system to the MRVM system. The RVM system is
built in coupling the Vlasov equation and the Maxwell’s equations. It is applied here
in a physical framework based on concrete considerations.

This means to retain a number of specific assumptions, giving rise to special issues.
These hypotheses are first and foremost related to the presence of a strong external
magnetic field (Paragraph 2.1.1). They also imply a cold and small density assumption
and some neutrality condition (Paragraph 2.1.2). At the end, this furnishes a formu-
lation of the RVM system, called the MRVM system, introduced in Paragraph 2.1.3.
Open related questions are raised in Paragraph 2.1.4.

2.1.1. The impact of a strong external magnetic field. In view of a bet-
ter understanding of what happens in magnetospheres [10] or fusion devices [8], it is



126 THE MRVM SYSTEM

important to consider the influence of a strong exterior inhomogeneous magnetic field,
denoted by e !B.(z). “Strong” because the parameter ¢ is small; in practice, the
dimensionless number € stands for the inverse of the electron cyclotron frequency; it
is often of size ~10~%. “Exterior” because the field is prescribed. “Inhomogeneous”
because the function B (-) does depend on the spatial variable x € R3.

ASSUMPTION 2.1 (strong inhomogeneous magnetic field). The function B.(-) is as-
sumed to be smooth, with bounded derivatives, that is B. € Ci°(R3). It is of size one
and does not vanish on all compact sets. More precisely, for all compact sets K C R3,
there exists a positive constant c=c(K) such that

Ve K, c(K)<b.(z)<c(K)™; be(z):=|B(x)]. (2.1)
Moreover, it is divergence- and curl-free

VzeR?, V. -B.(z)=0; V,xB.(z)=0. (2.2)

Note that the condition (2.2) is satisfied in the case of dipole models, like for the
Earth’s magnetic field [10]. We consider that there is only one species, say electrons in a
background of stationary protons. These electrons are described by a scalar distribution
function f(¢,x,&) that gives at the time t € R, their probability density on the phase
space R3 xR}. As usual, we denote v(&) the velocity (with the speed of light normalized
to one) and (&) the Lorentz factor

VEeR3, V(E)::%; 1<) :=v/1+]E%; v(&)|<1. (2.3)

In this article, we will focus on the electron cyclotron regime, when € < 1. Then, the
motion of electrons is governed by the penalized Vlasov equation

Oif+ V(&) V)t = [E+v(E) x (e 'Be(z) +B)] - Vef. (2.4)

The electromagnetic field (E,e "B, +B) inside (2.4) depends only on (¢,), and it takes
its values in R3 x R3. It must satisfy Maxwell’s equations. In view of (2.2), this means
that the self-consistent electromagnetic field (E,B) satisfies

HE—V,x (e7'B.(2)+B) =9, E-VxB=J(f) (2.5)
O (e 'Be(z)+B) +V, xE=9,B+V, xE=0

and the compatibility conditions

V. E=pi—pl(f) (2.7)
V.- (e7'Be(z)+B) =V, -B=0.
In (2.7), the constant p; represents the density of charge issued from ions. The expres-

sions p(f) and J(f) stand for the electron density of charge and the electric current,
respectively. They can be computed according to

pl0)(t.0)= [ tt.2.E)de (2.9)
I(F)(t,z) = / V(E)f(t,,E)dE. (2.10)
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We say that the vector-valued function U:=({,E,B) is a solution to the RVM system
if it satisfies the evolution Equations (2.4, 2.5, 2.6) together with the compatibility
conditions (2.7, 2.8), where p(-) and J(+) are as in (2.9, 2.10). The RVM system is a well-
established model for describing the time evolution in collisionless strongly magnetized
plasmas.

2.1.2. Stationary solutions. @ We will consider a ionized gas that is a pertur-
bation of a plasma at thermal equilibrium, characterized by U=U?®:= (f*,E*,B¥) with

£5(t,w, E) =15(8) =2 M (e |E]),  E°(t,x):=0, B(t,x):=0. (2.11)

ASSUMPTION 2.2 (cold and small density assumption). The function M(-) is in the
functional space C°(R;R,).

In plasma physics, “cold” means that the velocities of most electrons are small in com-
parison to the speed of light or that the temperature of most electrons is a few elec-
tronvolts. The cold assumption is often used to model astrophysical plasmas or even
plasmas located at the edge of fusion devices. As explained in [8,10], this implies that
the distribution function f(-) is concentrated for velocities & such that |§] ~O(e). This is
reflected in Assumption 2.2 by the fact that the function M(-) is compactly supported

(in §)
IR eR*;  supp M C[0,R%]. (2.12)

From (2.12), it follows that
1M = / MENdE < +o0; || M 1= / M(E)dE< oo, (2.13)

Another ingredient of (2.11) is the size of the amplitude, which implies that the density
of the plasma is “small”. Thus, the plasma is dilute, in the sense that

p(fs)(t,x):/fs(t,x,i) di=c || M|h=0(c). (2.14)

The distribution function £*(-) depends only on |&|, and therefore we have (2.4); it is
even in & while v(-) is odd, and thereby we have J(f*)=0. Now, to obtain (2.7) with
E® =0, the constant p; = p;(e) must be adjusted accordingly.

ASSUMPTION 2.3 (neutrality assumption). We impose:

pi=p(t*) =€l M. (2.15)

Under (2.15), the expression U*(-) is a stationary solution to the RVM system. It can
also be viewed as a solution to the RVM system associated with the initial data

(f°,E*,B%) ;o= (e > M (e '|£]),0,0). (2.16)

Note that more general stationary solutions could be considered. In [8], a notion of
shifted Maxwell-Boltzmann distribution is introduced. This allows to describe plasmas
confined inside tokamaks. Then, the curl-free condition (2.2) is not required, but the
density £*() turns to be more complicated than in (2.11), and the electromagnetic field
(E®,B*®) is non-zero. Here, for the sake of simplicity, we will stick to the choice (2.11).
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2.1.3. Perturbation theory. Descriptions of cold plasmas through representa-
tions like (2.11) are rather restrictive. In reality, the observed self-consistent electromag-
netic field (E,B) is non-zero. Experimental measurements indicate that (E,B)#(0,0),
and it is clear that many important phenomena are linked to discrepancies from (f*,0,0).
Then, we can say that the plasma is out of equilibrium [7]. Since electrons are much
lighter than ions, they move quicker. Thus, plasma phenomena out of equilibrium are
mainly concerned with electrons moving in a (steady) background of ions. This allows
for a focus on the time evolution of only one species of particles, namely electrons.

Away from thermal equilibrium, the probability density of electrons can differ from
(2.11). Let f(t,z,e71&) be the distribution function which indicates at the time ¢ in the
phase space R} xR} the divergence from (2.11). We look at solutions of (2.4, 2.5, 2.6)
which represent fluctuations near the thermal equilibrium (£%,0,0). Thus, at time ¢ =0,
we impose

flomo=f" = M(e ' |E|)+e7? [ (2,7 E) (2.17)
E—o=E":=cE™ (2.18)
B;_o=B":=cB"™ (2.19)

and, consequently, we seek (-), E(-) and B(-) in the form
f(t,2,8) = 2 M(c &) +e7? f(t,x,e &), E=e¢E, B=¢cB. (2.20)

Expressed in terms of the new functions f(¢,,), E(t,z) and B(t,z), the system (2.4,
2.5, 2.6) can be decomposed into the transport equation

0uf + M(e8) Valf — 5 [V(e€) X Bu(a) - Vef

=M () S+ B+ v(66) < B Vef (2.21)
along with
Vo E=—Q(f); OHE -V xB=J(f) (2.22)
V. B=0; 0,B+V,xE=0 (2.23)
where
Q=Q()(t0)i= [ f(t. e (2.24)
T=I(f)ta)i= [ v (g, (2.25)

We want to bring the reader’s attention about the passage from the RVM system (2.4,
2.5, 2.6) to (2.21, 2.22, 2.23). There are changes taking place:

- first and foremost, the variable & is replaced by £:=e71& and the cold assumption
becomes simply |¢| < R¥;

- secondly, the singular factor e~11/(&) is exchanged with e ~2v/(g€) but this term is still
of size e~ 1;

- thirdly, there is the additional semilinear source term implying ¢ - FE and coming from
the perturbation procedure.
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To highlight these differences, the system built with (2.21, 2.22, 2.23) will be called the
MRVM system, the first “M” being for magnetized. The unknown is U :=(f,E,B). By
construction, U =0 is a special solution to the MRVM system with initial condition
U™ =0. Now, at time ¢t =0, we modify this initial data. In other words, we impose

Upo=U"=(f",E™ ,B")eC,(R*xR*) x C}(R*) x C2(R?), (2.26)

where the subscript x. means a compactness assumption. We work with U™ #£0. Of
course, the expression U’™ must be compatible, that is

Vr-Ei":—p(fm):—/fi"(x,g)df; V. -B™=0. (2.27)

It is worth noting that f*(-) and f(-) are real-valued functions without sign condition.
As a matter of fact, contrary to f, the expressions f and f do not represent (positive)
densities but perturbations of densities. The two constraints inside (2.27) are propagated
by the equations. In other words, assuming (2.27), the trace U (t,-)=(f,E,B)(t,-) of a
smooth solution will satisfy for all time ¢ >0 the condition

V. B=-p(f)=- [ ftaO)is V. B0 (2.28)

As mentioned in the introduction for large initial data, the existence of solutions to
both RVM and MRVM systems on a uniform time interval [0,77] is not at all evident.
In the next paragraph, we explain more precisely why this is.

2.1.4. Open-ended questions about lifespan, confinement and stability,
and their responses. Real plasmas are contained in a finite volume and the cold
assumption means that we focus on bounded velocities, with || <+oco. Thus, at time
t=0, it is natural to impose the following.

ASSUMPTION 2.4 (confinement assumption).  The initial data f(-) is in C1(R? x R3).
It is compactly supported both in position x €R? and velocity £ €R3. More precisely

IR™RME®Y)? supp f7() C {(@,€):Ja| <R™, [¢[ <R™}. (2:29)

As noticed in the article [6], the presence of a strong magnetic field is able to prevent
bicharacteristics spreading. On the contrary, the bicharacteristics associated to the left
part of (2.21), that is the bicharacteristics defined by (3.64, 3.65), stay for a very long
time in a compact set. They involve large amplitude oscillations [6,9] and, by this way,
they enforce strong interactions between f and (E,B) which are the potential source
of instabilities. In the case of large data, the global existence of solutions to the RVM
system is a problem which is still unresolved. And therefore, the same applies to the
MRVM system.

Technically, the main difficulty arises through the singular factor e~! that appears
inside (2.21) and (1.6). To our knowledge, current results furnish a finite lifespan 7,
which can shrink to zero at the speed T. ~¢e. Not being able to prove that T. =-+o0,
in view of applications, it would however be very interesting to know if 7. can be
uniformly bounded from below. This would be a rigorous intrusion in the domain of
large amplitude oscillating C!-solutions to the RVM system, and this is our first question.
Do we have

JreRy; Vee€l0,l), 0<T<T.? (2.30)
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Another key result of Glassey-Strauss [16] shows that the solutions can be extended as
long as the momentum support of f= f. remains bounded. Extensions of this criterion
can be found in [24,31]. Now, assuming (2.30), the second question which is related
to (2.30) is about the existence of a uniform confinement. We would like to determine
whether there exist bounded functions R(-) and R(-) in L*°([0,T7]) such that

V(e,t) €]0,1] < [0,T],  supp fe(t,-) € {(,€) ; |2| <R(?), €| <R(1)}. (2.31)

Denoting R*® € R and R* €R? as the sup norms of R(-) and R(-) respectively, this
means to deal at any time ¢ € [0,T] with the momentum support condition

supp f(t,-) C {(z,&);|z| <R, [¢| <R} (2.32)

The properties (2.28) and (2.32) are expected, and thereby we will work within the
framework of classical compatible solutions, that is with

X:={U=(f,E,B)eC'(R*xR%) xC"(R®) x C*(R®);
the two conditions (2.28) and (2.32) are verified for some R®}.  (2.33)

A third question is related to the stability properties of the solutions thus exhibited. In
the continuation of [28], we want to determine how the Lipschitz norm can deteriorate
when e goes to zero, and we want to measure how the difference (measured in relevant
norms) between solutions can change over time. Our main result Theorem 1.1 gives
answers to all of them.

Before getting into the substance of the text, preliminary steps are required. This starts
in Subsection 2.2 with a reformulation of the MRVM system as a Vlasov Wave system
(VW system).

2.2. From the MRVM system to a VW system. We adopt here the ap-
proach of [4,27], with some necessary adaptations induced by the magnetized, small
density and perturbative context. As in [4,27], we seek in Paragraph 2.2.1 to write the
electromagnetic field (E, B) in terms of a special electromagnetic four-potential (®, A),
called the Lienard-Wiechert potential. As will be seen in Paragraph 2.2.2; this scalar
potential ® and this vector potential A are the solutions of a particular wave-type
equation.

2.2.1. Choice of the Lorenz Gauge. In this paragraph, the discussion is
completely general of solutions (E,B) to Maxwell’s Equations (2.22, 2.23) with charge
and current densities @ and J as in (2.24, 2.25). It does not explicitly involve the
Vlasov Equation (2.21). From the first condition inside (2.23), we have that V,-B=0
so that B=V, x A for some vector field A:R x R?+—R? known as the vector potential.
For the same reason, we can find a vector potential A™ such that

B"=V,x A" V,-A"=0. (2.34)

We can also rewrite the electric field in terms of a scalar potential ®:RxR?—R ac-
cording to

& E+4+0,A=-V,0.

Note that the negative sign in the last line is simply a convention, and hence

E=-V,8-9,A; B=V,xA. (2.35)
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It is important to note that these potentials are not uniquely defined in order to produce

the same well defined vector field (E,B). The following lemma explores this freedom.

LEMMA 2.1.  Select (E,B) € C?(R*) x C2(R*) as in (2.35). Let A’ and ®' be potentials
which determine the same electromagnetic field (E,B). Then, for some sufficiently
smooth function \:RxR3—R, we find

O =d—-0\; A=A+V, (2.36)
Conversely, given any sufficiently smooth X\, we have that A’ and ® defined above will
produce the same fields (E,B).
Proof. Without loss of generality, let o:= A’ — A and §:=®' —®. We have that

VexA'=B=V,xA=V,x[A'—«] = V,xa=0.
Hence « =V, for some scalar function A. Similarly, we have that

:>Va;,8+at062 0.

Plugging in o= VA, we obtain
Ve B+0N=0 = B+or=k(t).

Define \:=\— fotk(t')dt’. By construction, we have that 5=—0;\ and =V A=V, )\,
which is the desired result. 0

An interesting fact is that the correspondence that is pointed in Lemma 2.1 forms
an equivalence relation (®,A)~ (®';A’). As a matter of fact, choosing A=0 gives
reflexivity; replacing A by —A\ gives symmetry; and adding A; and Ay according to
A= A1+ Ay gives transitivity.

DEFINITION 2.1. Define the choice of a Lorenz Gauge to be the selection of some
electromagnetic four-potential (®',A’) ~ (P, A) satisfying

G:=0,8'+V, A =0. (2.37)

Start with any four-potential (®,A). To show that it is possible to recover the Lorenz
gauge for some well chosen (®’,A’), note that we can always adjust the scalar function
A in such a way that it is a solution of O, ;A=0,®+V,-A. Then

RN-V2A=0,2+V,-A & V. - A+VIA=-0,0+07\ & V., A =-0,0.

In contrast to Maxwell’s equations, the equations on A deduced from (2.22; 2.23) are
not invariant under Gauge transformation [20]. The following is a nice consequence of
the Lorenz Gauge.

LEMMA 2.2. Let (E,B) be C*(R*) fields determined by A and ® in the Lorenz Gauge
and solving Mazxwell’s equations. Then
Uiz A=—J (2.38)
U ®=-0Q. (2.39)



132 THE MRVM SYSTEM

Conversely, given a C*(R*) x C3(R*) electromagnetic four-potential (®,A) satisfying
(2.38, 2.39) together with the Lorenz Gauge condition (2.37), the electromagnetic field
(E,B) defined by (2.55) is a C*(R*) x C?(R*) solution to Mazwell’s Equations (2.22,
2.23).

Proof. As already noted, the equations inside (2.23) are the same as (2.35).
Knowing (2.35) and (2.37), we have

atEfvaB:J = 8t[7VI<I>73tA]—V$><(VI><A):J
& Vu(Ve A)—0?A-V, (V. -A)+V2A=J
54 Dt’wA:—J.

As well as

Ve E=V, [-V,0-0,Al=—Q & -V20—-09,[V, -Al=-Q
& —V2Io+0/P=-Q
& 0,2=-0Q.

Since all above lines are equivalences, we get the result. 0

Keep in mind that (2.38, 2.39) together with (2.37) is an overdetermined system. Indeed,
this implies the compatibility condition

0Q+V,-J=0 (2.40)

which is actually the mass continuity equation in the case of (2.21).

2.2.2. Lienard-Wiechert potentials. We now wish to write the fields of
the MRVM system in terms of solutions to a wave equation. Let u(¢,z,£) be the scalar
function (sometimes called the microscopic electromagnetic potential) which is a solution
to the Cauchy problem built with

U gu=—f (2.41)
together with
w(0,2)=0, Jwu(t,r)|t=0=0. (2.42)

With E™™ as in (2.48) and A™ as in (2.34), let A°(¢,x) be the vector-valued function
satisfying

0. A°=0;  Aj_,=A"; 0,A)_=—E" (2.43)
The Lienard-Wiechert potentials are correspondingly defined as
cp::/udg; A::AO+/uu(e§)d§. (2.44)
In view of (2.35), this means that
E:—atAO—/[l/(sﬁ)at—i-Vm]ud& (2.45)

B=V,xA° +/vx x [uv(g€)]dE. (2.46)
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The potential A° is a fixed function determined by (2.41), independently of U. The
introduction of A° allows to absorb the initial data E** and B™. It induces a shift on
the electromagnetic field, as indicated in (2.45, 2.46). At the level of f, it generates a
transport in the phase space. But it is not involved in a coupling between f, E and B.
To avoid technicalities, from now on, we assume that A°=0, or equivalently that

fi=o=1"#0 (2.47)
E,_o=E"=0 (2.48)
Bj,_o=B"=0. (2.49)

The condition of compatibility becomes

0=—p(fi”)=—/fi"(w7§)d£; V. B"=0. (2.50)

LEMMA 2.3.  The MRVM system (2.21, 2.22, 2.23) together with the coupling source
terms of (2.24, 2.25) and the initial data (2.47, 2.48, 2.49) is equivalent to the Viasov-
Wave system (2.21, 2.41) closed by the relations (2.45, 2.46) and the initial conditions
(2.47, 2.42).

Proof. First, consider the initial data. The condition (2.47) is unchanged. On the
other hand, the conditions (2.48, 2.49) are a direct consequence of (2.42) together with
(2.45, 2.46).

From (2.41), with ® and A given by (2.44), we can easily deduce
Dt,xq)::/Dt’xudf:—/fdf (2.51)

Dt’wA::/Dt’wuu(gf)dgz—/fu(ag)dg (2.52)

where, in the right-hand side, we can recognize the operators @ and J of (2.24) and
(2.25). Thus, we have (2.38, 2.39) with the adequate definition of @ and J. Now,
applying Lemma 2.2, it suffices to check that the Lorenz Gauge condition (2.37) is
indeed satisfied. We find

G(t,x):/[atu+vx~(u v(eg))] d€. (2.53)

Exploiting (2.41), compute

Dt,mcz—/{athru(gg)-vwf} dg. (2.54)
According to (2.21), the above total derivative 9; f +v(e£) -V, f can be replaced by

O f + [V(eg)'vw}f:divf [<€§>_1JCE§ XBe(x)]
+20/(g) S +dive [B+f v(e) < B,

After integration in £ as required by (2.54), all terms implying dive disappear. Besides,
the term with M’(-) in factor does not contribute because it involves the integral of
an odd function (in the variable £). There remains [, ,G =0. This is not sufficient to

(2.55)
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guarantee that G=0. Look at the initial data. It is clear that G|;—o=0. On the other
hand, we have

(0,C)j0= / () o dE=— / fm (.6 de. (2.56)

This is where the neutrality condition (2.27) plays a crucial role. It is necessary to
guarantee that 0; G;—o =0, which in turn furnishes G(¢,-) =0 for all times t € R, , that
is (2.37). In other words, the constraint (2.27) appears as a compatibility condition
allowing to solve the overdetermined system (2.37, 2.38, 2.39). |

The system (2.21, 2.41) with (2.45, 2.46) is self-contained. This will be our starting
point.

3. Preparatory work

This section collects identities that will be needed in the sequel. In Subsection 3.1,
we remark that the solution u(-) of (2.41, 2.42) can be determined through a convolution
procedure implying some homogeneous distribution; we generalize such formulas, and we
derive related estimates. In Subsection 3.2, we introduce commuting methods implying
vector fields. In Subsection 3.3, we explain the content of a somewhat classical division
lemma, already exploited in [4,27]; this division lemma allows to replace (modulo error
terms) the derivatives involved inside (2.45, 2.46) by the total derivative 9; +v(e€) -V, of
(2.21). The final Subsection 3.4 is more original; it is specific to the present framework; it
explains how to further convert, always in the context of (2.45, 2.46) and again modulo
error terms, the derivative 0,4+ v(££)-V, into a nonsingular derivative; this requires
dealing with the penalized term that is implied at the level of (2.21); this means to
extract uniform estimates (in €) from the term which inside has e~ in factor.

3.1. Convolution estimates. The fundamental solution Y associated with the
d’Alembert operator, which satisfies OY =4(t, ), is

1

Consequently, the solution u(-) of (2.41,2.42) is given by

u(t7x7§):7Y*(f]]-t>0)~ (32)

In (3.2), the symbol * means a convolution with respect to the variables ¢ and z (but
not with respect to the variable £ which can be forgotten here). More generally, we will
have to consider expressions like

u(t,r) = (pY)*(fLi>o0) (3.3)

where p € M,,, the space of C*° homogeneous functions on R*\ {0} of degree m € R. In
other words, given p € M,,,, we have

VAER!, V(t,z) eR'\ {0}, p(At,Az)=A\"p(t,z). (3.4)

We have M,,, C M,,,, where M,, is the space of homogeneous distributions with domain
R*\ {0}, having degree m. For instance, we have Y € M_5. In Paragraph 3.1.1, we
study (3.3) when m > —1. Then, in Paragraph 3.1.2, we investigate (3.3) in the critical
case m=—2.
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3.1.1. Convolution estimates: the easy case. This is when (3.3) is given
by as a classical integral.

LEMMA 3.1. Let p€ M,, with m>—1. Select f € L>°(R*). The expression u(-) given
by (3.3) is well-defined as a usual integral with parameters. Moreover, we have

t1+m t
tta)) < S 10 ey [ 1760 o ds (35)

where S? is the unit sphere of R3.

We can apply (3.5) with p=1 and m =0 to obtain

t
e <5 [ 17650 lamapyds (3.

Proof.  As explained in [18] (see Proposition 3.6.12), the homogeneous distributions
pY € Mg with 3=m —2>—4 has a unique homogeneous extension in D'(R*). Thus, it
can be applied to smooth test functions f. Now, another way to interpret (3.3) and to
extend (3.3) in the case of more general functions f is to write u(-) as an integral, and
then to observe that the support of Y is the light cone

suppY = 2% := {|z| =t} CR™. (3.7)

With this in mind, we have (formally)

alt.z) = | L R Y Yy

R4 47T
t —+o00
— / / p(s,w) §(r7s)f(tfs,xfrw)rzdsdrdo
o Jo sz 4ms
L[ op(s,sw)
:/ / ——f(t— s,z — sw)sdsdo (3.8)
0 S2 47'('
where
. sin¢cosf
wi=_——= |singsind | €S?:={|z|=1} (3.9)
] cos ¢

and where do is the rotation-invariant surface element on S?. Because p € M,, with
m>—1, this can be viewed as the following (convergent) integral

u(t,x)—/ot /Szp(i:d)f(ts,xsw)sprmdsda (3.10)

from which we can easily deduce (3.5). |

In view of the above proof, Lemma 3.1 can be improved in two directions. First, the
result (3.5) does not change if p is multiplied by a smooth bounded function. Secondly,
to obtain (3.5), it suffices to know that p(:) is smooth and well defined in a conic
neighborhood V of {1} x S?, where V is viewed as a subset of (R x R?)\ {0}.
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3.1.2. Convolution estimates: the critical case. The case p€ M _5 is more
difficult because all expressions pY € M_, are not the restriction of some homogeneous
element inside D’ (R*).

LEMMA 3.2. Let pe M_s. The distribution pY € M_4 can be extended as a homoge-
neous distribution on the whole time-space R* if and only if

/ p(1l,w)do =0. (3.11)
S2

Now, assume (3.11). Then, given f €W (R?*), the expression u(-) of (3.3) is well-
defined as a usual integral with parameters, and we have

)] < o= ([ (1)) 192 f 1 (312)

Proof. Since pY € M_,4, we have that
Yt,a)pY e M_g;  divy . ("(t,2)(pY)) € M_4. (3.13)

Because ¢(t,z)p € M _1, from Proposition 3.6.12 of [18], we can assert that (¢,2)pY has
a unique homogeneous extension in D’(R*). Moreover, from Euler relation, we know
that

divy o (*(t,2)(pY)) =0 as an element of M_y. (3.14)
This implies that
JeeR; dive,("(t,2)(pY))=cd in D'(R*) (3.15)

where the constant ¢ is called the residue of pY. As is well-known (Proposition 4.1.8
in [18]), the element pY € M_4 can be extended as a distribution in D’(R*) if and only
if c=0. Now, select a smooth function ¢(t,z) of the form ¢(t,z) = —¢(|(t,z)|?), where
@(-) €C(R4) is such that

400 1/
$(0)£0, ¢ (0)=0, /0 #dw&o. (3.16)

We can test (3.15) in the case of this special choice of ¢(-) to obtain

cp(0) = (pY,2|(t,2) ¢’ (I(t,2)|*))
:/0 /S2p(t,t%)%¢'(2t2)dtda
[ Ddo— L [TW w)do
,/0 - dt/szp(l, )d 72#/0 " dt/szp(l, )do.

In view of (3.16), the condition ¢=0 is equivalent to (3.11). This furnishes the first part
of Lemma 3.2. On the other hand, exploiting (3.11), we find

u(t,x)zi/o /Szp(l,w)f(t_s’x_sy)_f(t’x)dsda (3.17)

S

which gives rise to (3.12). 0
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3.2. Commuting vector fields. In this subsection, we exhibit vector fields
that commute with the wave operator Oy ;. With v:=v(ef), define

T(v):=0i+v-Vy (3.18)
L,L' ::xzﬁﬁ—t&, 121,2,3 (319)

The existence of commuting vector fields associated with the operator U, , is a well
known property, see [21] or the survey article [22]. In particular, we have the following.

LEMMA 3.3.  We have [L;,0]=0, L;d(t,xz) =0 and L;Y =0 as distributions.
Proof. For the sake of completeness, we recall the proof. First
OL; = (02 — A)(x;0; +10;)
= ;03] +[20% +1t03,] — [ (8J2 +02)0; + 02 (2:0,)] —tAD;
= [2:07] + [203 +10%,] — [v;00; +207] — [tA;]
= 2,00 +103, — ;A0 —tAD;
= (200 +10;)(0F — A) = L;,00.

Secondly, given ¢(t,r) € C°(R*), we have
(Li6,6) = / (220 +10;]5(t, 7)) (¢, ) dadt

__ / 5(t,2) [2:0) +0:] (1, ) dwdt
= — (2019 (1) + 10 p(2,1))] (2,)=(0,0) = 0-
We then have

(LiY,¢) = ((t0i +x:0,)Y,¢)) = — (Y, tDip+ 20, 0) =—<W,ai¢+?at¢>
== [ [odtwfal)+ oot leldr = [ ofo(r. o]l
This is the third relation. 0

3.3. First transfer of derivatives. The following Lemma is stated and proved
in [4]. In order to introduce tools that will be useful, we repeat it below with full details.

Set 0y = 0.

LEMMA 3.4 (Division Lemma). For any v€R3, with [v| <1 we have the following.
(1) There exists a¥(t,2) € M_y, with i€{0,1,2,3} and k€ {0,1} such that

oY =T(a)Y)+alY, Vi=0,1,2,3. (3.20)
(2) There exists b, (t,x) € M_y with i,j€{0,1,2,3} and k€ {0,1} such that
2 v 230 1 2 e
02,Y =T*(0Y)+T(bLY) +b%Y Vi j=0,1,2,3. (3.21)

(3) Moreover

2
/S2 b;;(1,w)do =0. (3.22)
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Proof. Observe that

3 3
Zijj :ijvjat +vt0j =2 -v0 +tv-V,
j=1 j=1
:t(aﬂrvvm)ft@tthvat
=tT(w)+(z-v—1)0y=x-vd+tv-V,.

Using (3.23), we get

3
(t—xm)Li—i—minij =(t—z-v)(x;0 +1t0;) +x;(x- v +tv-V,)

j=1

(3.23)

=t2,;0p+1t20; — x;2 - v0; — tx - v0; + ;7 - vy + ta;v -V

=t{(t—z-v)0;+x; (0 +v-V,)]
=t[(t—x-v)0;+x;T(v)].

From L;Y =0 (Lemma 3.3) and (3.23), we have

3
O v L)Y =0=tT(v)Y + (z-v—)9,Y
j=1

3

[(t—z-v)L; —|—xinij]Y= 0=t[(t—z-v)0; +z;T(v)]Y.

j=1
We then define for z-v#t and i€{1,2,3}

Lg

ao(t,r):= . ai(t,a) =

t—x-v rzv—t

Away from x-v=t+#0, from (3.24), we can deduce that
8Z-Y:aiT(v)Y7 1= 1,2,3.
Let xg=t. Since L;Y =0, we have

3
—z-v0Y == 0i(LY —t0;Y) =tv-V,Y.
i=1

Adding t9,Y to (3.27), we obtain (3.26) for ¢ =0, that is
Y =a¢T(v)Y.
Looking at the Definition (3.1), we have

supp ¥ € {(1,2)[0 < [2] = }.

(3.24)

(3.25)

(3.26)

(3.27)

(3.28)

(3.29)

Combining (3.26) and (3.28) (away from x-v=1t7#0) as well as (3.29), we can deduce

that

supp (0;Y —a;TY) C{(t,x)|x-v=t}U{(t,z)[t =0} N{(t,z)|0 < |z| =t}.

(3.30)
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But, for 0 < |z|=t, since |v|=|v(§)| <1, we have t —z-v#0. It follows that
supp(9;Y —a,;TY) C {(0,0)}. (3.31)

We have a; € My so that 0;Y —a;TY € M_3. As already seen, such homogeneous distri-
butions on R*\ {0} of degree 8> —4 have a unique homogeneous extension on R*. In
view of (3.31), this means that

;Y —a,TY =0 in D'(RY), i=0,1,2,3. (3.32)

Fix v with |v| <1, and construct a function y =y, € C°(R*") (depending on v) such
that

1
0<x<1, Xqt;=1, SUppxC[O,m)- (3.33)

Introduce the auxiliary functions

a0 (t,x) ;:ai(t,x)x(@) €M (3.34)
al(t,z):=-T(a?) e M_,. (3.35)

By construction, we have x=1 on a neighborhood of 1, and therefore a=a; on a

neighborhood of supp Y. We have 8;Y =a,TY =aTY =T(a)Y) —T(a?)Y, and hence
0Y =T(a)Y)+a;Y, i=0,1,2,3. (3.36)

This proves the subparagraph 1 of Lemma 3.4.
Now, let m¥(t,z) € M_y, for k€{0,1}. Then

(’Mka) :mk@Y—i—Y@mk

=m*T(adY) - YT(a))]+YOm"

=m*T(adY) +adYT(m"*) —adY T (m*) —m*Y T (a?) + Y Oym”

=T(m*adY) —T(m*ad)Y +Y0;mF

=T(m*alY)+[0;m* —T(mFad)]Y. (3.37)
Coming back to (3.20), we have that

05Y =T (8;(afY)) +0;(ajY). (3.38)

1

9 and m=al}, we can obtain

Then, applying (3.37) with m=a; i

%Y ={T(T([aYa]Y) +[0;a — T(aa)]Y) } +{T(a;a)Y) + [0ia; — T(a}a)]Y'} (3.39)
=T*(aa)Y) +T([0:a) —T(ajai) +ajai]Y) +[0;a; — T(ajaf)]Y (3.40)

where we read off

by; = ajay (3.41)
bi; =0ia) —T(aja)) +ajay (3.42)
b? z&-a} —T(ajl-a?). (3.43)
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This proves the subparagraph 2 of Lemma 3.4.
From (3.37), we have

M_y3[0m* —=T(m'ad)]Y =0;(m'Y) —T(m'adY). (3.44)

Both m!'Y and m!'a?Y are in M_3, and thus they have a unique homogeneous extension
to R*. It follows that the right-hand side is well defined as some homogeneous distri-
bution in D'(R*), of degree —4. The same must apply to the left-hand side. Now, it
suffices to apply Lemma 3.2 with p=[9;m! —T(m'a?)] € M_5 to obtain

/ (9;m' —T(m'a?))(1,w)do =0. (3.45)
SQ

This holds for any m!' € M_;. In particular, for m' = }: fT(a(;). This yields (3.22),

proving the subparagraph 3 of Lemma 3.4. ]

When dealing with L*°-bounds extracted from (2.45, 2.46), a key argument is to
replace the derivatives v(e£) 0,4+ V, and V, by the derivative 0, +v(e) -V, of (2.21).
This can work because |v(£)| < 1, which implies that these two derivatives are transverse
to the light cone .£%. This possibility of exchanging these derivatives can be viewed as
a consequence of the preceding division lemma of [4,27]. Define

ML )= g (3.46)

plt2,8):= (€)? [V(f)-:r—t]z.

Remark that these two functions p(-) and ¢(-) are not defined on the whole time-space
R* but they are well defined away from t =|z| =0, that is on a neighborhood of .£%.

COROLLARY 3.1 (First transfer of derivatives). For all £ €R3, we have

Proof. We can define
aO::t(a?,ag,ag), alzzt(a%’a%7aé). (348)

Fix £ €R3. Then, with v=v(¢) and x = x, =Xu(¢), We can consider

Pt = loa ') = I (B, e ems (3.49)
q° (a,t,€) =Tp°, () eM_y. (3.50)

Using (3.36), this furnishes
[V(€)0; + V.Y =T (1Y) +4"Y. (3.51)

Because x=1 in a neighborhood of 1, on a suitable neighborhood of suppY =.2%,
we have p’ =p and ¢°=¢, so that p°Y =pY and ¢°Y =qY. Since the computation of
qY involves a Dirac mass without implying derivatives, as indicated in (3.47), we have
vzl -z
£)|| p('7f)|$<@”€/\40 (3.52)

ple(r,8) = 22—l
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_ 1 vQz[-2 ,
q.2¢(x,8) = G q(+&)|ze €M _1. (3.53)

Since suppY =.2% intersects {u(f)-a:ft:()} only at the origin of R*, the two dis-
tributions pY and ¢Y are respectively in M_5 and M_3. Thus, they can be extended
uniquely as elements of D’(R*). Now, the relation (3.51) with p° and ¢" replaced by p
and ¢ remains valid in the sense of D'(R*). This is exactly (3.47). 0

In view of (2.45, 2.46), the direction £ is aimed to be replaced by ££. With this in mind,
define

T.=T.(£):=0,+v(ef) -V, (3.54)

as well as
ps(t,x,f)::p(t,x,sf); qs(t,$,£)ZZQ|g<g(l',5£) (355)
0Q(t,2,6) = a®(w,2€);  al(t,3,€) = al (t,2,26). (3.56)

Applying Corollary 3.1 with the parameter £ replaced by &, the distribution
D=D(e,t,z,8):=v(e£)0Y + V.Y (3.57)
is transformed into
D=—T.(§)(peY)+¢:Y. (3.58)

Coming back to (2.45) with A°=0 and using (3.2), it follows that

B=- / (oY) * To(FLiso)dé + / (4:Y)# (FLiso)de. (3.59)

In the same way, exploiting (3.20), we find that

B-- / (a2Y )+ To(FLis) x 1(c€)dé — / (@1Y) (Fliso) X v(c€)dE.  (3.60)

The right-hand sides of both (3.59) and (3.60) involve only one differential action,
namely T f. Using (2.21), this becomes

T.f=M'(€))lg|7'¢- E+Veh (3.61)

where

hi= 25 V(€)X Bo(@)] f + [E+ () x B, (3.62)

An integration by parts allows to shift the derivative V¢ to the weights p.(-) or a2(-).
This transfer is the key to L°-bounds because it removes one derivative from f(-). It
also produces a gain of a small factor . By way of illustration, we consider below the
case of p.(-).

LEMMA 3.5 (gain of a derivative and of a small factor ¢).

t
[ 0)<9ettiopie| < 5 [ [1Ve0(12) oo | A58 1o s (363
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Proof. Just remark that

/(pEY) *Ve(hlyso)dé= —5/(V5p(~,5§)Y) * (hls0)d€

Like p(-,&€), the function V¢p(-,e€) is in My near the cone £€. To recover (3.63), it
suffices to apply Lemma 3.1. 0

The factor € appearing in (3.63) turns out to be crucial in several places. It can
potentially absorb the singular factor e~! involved by h(-). Another way to proceed,
which ultimately amounts to the same thing but which would appear more intrinsic, is
to filter the Vlasov equation. This particular method is selected in the next subsection.

3.4. Second transfer of derivatives. Introduce the approzimated flow that is
the flow which is associated with the left part of the transport Equation (2.21). Define

X=v(cE), X(0) == (3.64)
E=—c2y(eE) xB.(X), E(0)=¢. (3.65)

The functions X(-) and Z(-) depend on the parameter € €]0,1], on the time t€ER,, on
the initial position € R?, and on the initial velocity £ €R3. They can be denoted by
X(g;t,z,&) and Z(e;t,x,€). Sometimes, as in the case of f(-), the dependence on e will
not be marked. Also, in many occasions, we will simply use X(t,-) and Z(¢,-). The flow

F:(s,y,n)— (t,2,8) = (s,Fs(y,n);  Fs(y,m):=(X(s,5,1),E(s,9,7)). (3.66)

is a diffeomorphism from R xR3xR3 onto itself. From (3.65), we easily get
|Z(est,x,&)|=|€] for all teR. Looking at (3.64, 3.65), this means that the solution
(X,Z)(+) remains in a compact set of R3 xR?, and therefore it is globally defined in
time. For times t~ 1, the flow F(-) involves oscillations at the frequency =1, and the
main effect is a fast rotation (called gyration) around the field lines. We refer to the
article [12] for a precise description of the flow (X,Z)(:) when the magnetic field B.(-)
points in a fixed direction like in (4.62), and to [6,9] for more general studies adapted
to magnetospheres and tokamaks.

In what follows, our aim is to apply a sort of filtering method to get rid, at the
level of (2.21) or (3.65), of the singular factor e~ 2v(e€) =71 (€)1 =0(e7!), which
can affect the local existence on a uniform time. In practice, this means to follow the
particles along the oscillating trajectories associated to (3.64, 3.65). This can be done
by replacing f(-) into g(-) as indicated below

9(s,y,m) = foF(s,y.0) := [ (5, X(5,9,1),E(5,9,m)) (3.67)

ft,x,6) ::goF_l(t,x,f) ::g(t,X(—t,x,f),E(—t,x,f)). (3.68)

Formulated in terms of g(-), the VW system (2.21, 2.41) becomes (in conservative form)

O u(t,z,8)=— g(t,X(—t,m,{),E(—t,x,{)) (3.69)
Qrg(t,, &) =+[¢| 7 M'(€]) E(t,2.€) E(t,X(t,2,))

+{Ve- [(E4+vxB)f]}(t.X(t2,8),E(t,2,)). (3.70)

The initial data g;;—o and u;—q are as in (2.47, 2.42). We still have g,— = fi". On the
other hand, the two identities (2.45) and (2.46) remain unchanged.
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LEMMA 3.6 (Interpretation of E in terms of g).  With D as in (3.57), the electric
field E can be expressed according to

E(t,x)=((D®1¢)orz0SoF, (glss0)) (3.71)
where 1y ; and S are the following time-space translation and symmetry
Tez: (8,9)— (s+ty+x); S:(s,y)—(—s,—y) (3.72)
whereas the brackets (-,-) must be understood as an extension of the duality in the sense
of the distribution space D' (R} , x R}).

Proof.  Introduce the abbreviated notation f:= f1,50. The pullback F, 1( f) of

the generalized “test function” f is as usual (see Definition 3.4.18 in [18]) given by
F.(f):=foF |det(DF 1) oF| ™. (3.73)

Similarly, we can define (77 ,).(f) and S.(f). Taking into account (3.57), the formula
(2.45) can be written as

E(m)=/D*fd£=/<D,f(t—s,x—y,5>>df

:<D®]l§,f(t—-,a:—~,-)> :<D®]]-§7(Tt,a:)*08*(f)>
= <(D®]l§)07't@08,f~>. (3.74)

The precise meaning of the above brackets (-,-) results from Subsections 3.1 and 3.3, see
for instance (3.10). In fact, this can be viewed as some usual integral on R x S? x R3.
We have

E(t,x)={(D®1¢)or; ,0SoFoF ! f)
= ((D®1¢)oT,0SoF, FI1(f)). (3.75)

Recall that Fy is, for all s, a measure-preserving Cl-diffeomorp}}ism on R3xR3. This
remark is crucial. Combined with (3.67), it implies that F;!(f)=g¢l,>0. The result
(3.71) becomes a consequence of (3.75). |

Introduce the auxiliary functions

K (t,2,8) = (&) " [¢ x Be()] (3.76)
K2(t,2,8) :=Vep(t,r,£). (3.77)

At the level of (3.71), replace D as indicated in (3.58). Now, the purpose is to pass from
the derivative T (p.Y') to the derivative 05 of some expression plus some contribution
of order zero. The interest of doing this is that d, is on the left. This will allow to
perform, inside (3.71), a time integration by parts, while 0s¢g is a “good” derivative
since the right-hand side of (3.70), in contrast with (2.21), does not contain the singular

factor e~2.

LEMMA 3.7 (Second transfer of derivatives).  With p., q., K} and K2 as in (3.55),
(3.76) and (3.77), we have

[D®1¢]oT0SoF =D+ D?*+ D3 (3.78)
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with
Dl::33[(pgy®]15)07t,x050F] (3.79)
D? .= (Y ®1¢)or z0SoF (3.80)
D*:=(K!oF) - [(YKZ®1¢)oT ,0SoF]. (3.81)

Proof. By construction, given a locally integrable function % (t,z,£), we have

oty 0S8oF(s,y,m) = w(t— $,x —X(s,y,n),E(s,ym)). (3.82)

By testing (3.78) against a test function g(-) which is compactly supported in &, we
can always work with £ bounded. On the other hand, knowing that D is as in the
right-hand side of (3.58), the formula (3.78) is issued from the properties of the weight
pe and of the flow F. It does not depend on the special structure of the distribution
Y. It remains true for any smooth test function Y(¢,z) whose support is conveniently
localized to allow a multiplication by p. or by ¢g.. In other words, the support of )
must be contained in a neighborhood of .£%, that is away from the origin and away
from the singular set {(t,z);v(e€)-x—t=0}. It suffices to show (3.78) in the case of
such functions Y. Then, a density argument gives (3.78) for distributions like Y. The
smoothness of ) allows to exploit (3.82), and then to apply the chain rule as indicated
below

as[ s(tfsaxfx(sayan%a )) y(t*S,CC*X(S,y,’I]))(@]]_n]
:85 [pa(t_svx_x(s’yan)va S))} X D)(t_svx_x(sv:%n)) ®]]-77}
—pe(t—s,2—X(5,9,1),2(s)) X [T (2(s)) Y (t — s, — X(s,y,m)) @ L.

In the last line, we can commute the multiplication by p. with the derivative T.. The
extra terms that are produced are compensated by terms coming from the second line.
There remains

8S[E(t s,z —X(s,y,m),E(s)) Y(t—s,2—X(s,y,n)) ® 1,
= [e2-Vep(t—s,2—X(s,y,1),e2(s)) | x [Y(t—s,2—X(s,y,7)) @ 1]
—Tg(:(s)){ps( —s,x—X(s,y,7),2(s)) x [Y(t—s,2— X(syn))@]ln}}

With (2.3) and (3.65), we find e2=—K!oF. Since p(t,z, ) is not only a function of
||, we have K!-K2#0. This means that the expression which, inside (3.78), involves
the functions K does contribute. The weight K!(-) is, on the compact sets of R? x R3,
uniformly bounded with respect to €€ (0,1]. This is due to a compensation between
the factor € put in front of ¢ inside p. (and issued from the cold assumption) and the
singular factor e~ coming from (3.65). This would not be verified in the hot case, that
is if €€ would be replaced by £. Now, coming back to (3.58), we can deduce (3.78). 0O

In view of Lemmas 3.6 and 3.7, we have
E=E'+E’>+E° E'(t,x)=(D",(91ls>0))- (3.83)

4. Well-posedness of the Cauchy problem

After a presentation in Subsection 4.1 of the functional framework, this section
addresses the questions raised in Paragraph 2.1.4: uniform control in the sup norm in
Subsection 4.2 and Lipschitz estimates in Subsection 4.3.
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4.1. The functional framework. Fix an initial condition U™ (-) satisfying
(2.26). As was explained in Paragraph 2.43, the introduction of a potential A°(-)
satisfying (2.43) allows to absorb E" and B™. This is why, from now on, we will work
with B =0 and B =0, while the initial condition f" is aimed to vary.

With such U™ = (f%",0,0), we can associate some initial data to the RVM system,
as indicated in (2.17, 2.18, 2.19). Under Assumption 2.4, it is a well known fact [16,28]
that a classical solution U= (f,E,B) exists on a time interval [0,T.) with T. € RY . Let
T. be the maximal time T, that can be obtained by this way. The maximum time 7.
is called the lifespan of the solution. As a consequence of [16,28], the time 7. can be
bounded below by a constant . € R% that depends only on the Lipschitz norm of f*.

Interpreted according to (2.20) in terms of U = (f, E,B), these results also furnish
on [0,7%) the local existence in time and the uniqueness of a classical solution to the
MRVM system. For all € €]0,1] and all time ¢ € [0, ), with X defined as in (2.33), there
is a solution operator

SL:x — &
Um™—SLU™):=U(t,")=(f,E,B)(t,").

By this way, we recover families of solutions (SE(U”L))E depending on the choice of ¢
and U, In Paragraphs 4.1.1 and 4.1.2, we introduce definitions allowing to describe
precisely what happens.

4.1.1. Norms, bounded families and prepared data. Different norms can
be put on X, like

NO) = fllrz +I(E,B) s (4.1)
M U) =z +I1(E.B) e+ VoS o, + | Vo E.B) . (42)

The norm A is just the sup norm on L*; the norm N} is the usual Lipschitz norm
on W1, Solving the MRVM system for all £ €]0,1] for a fixed initial condition U™
generates a family of solutions (U.).. Accordingly, we can introduce on X families of
norms indexed by . Typically, we can consider

N2U) =1 fllpge, + 1 (E,B) ||
F1eVafllie, 11 Vef oz, + 1€V (E,B) || e - (4.3)

When computing N2 (U), there is a difference of treatment between derivatives with
respect to x and €. Precisely, the use of N} is a way to change how the functions are
asymptotically evaluated when € goes to zero. Obviously, we have

Ve€]0,1], N(U)SNIU)SNHU); Al —=xl—x. (4.4)

We can look at X as a normed space equipped with the sup norm. We can also define
X! and X! as the Banach spaces obtained by looking at X" respectively with the norms
N! and NV, We denote by X* with *€{ ,},1} the functional space X' equipped with
the norm A*. To study the MRVM system, the sole estimation of N*(U) does not
suffice. It must be completed with a control on the momentum support. This motivates
the following notion of bounded set.

DEFINITION 4.1 (bounded set on X*). A family of subsets (Be)e with €€]0,1] and
B. C X is said to be bounded according to X* with *€{ L1} if:

rerl
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(a) There exists a constant C € R% such that
V(e,U)€]0,1] x B., N*(U)<C. (4.5)

(b) There ezists (R™, R™™) € (R%)? such that the confinement condition (2.29) is verified
for all (e,U) €]0,1] x Be. o
By extension, we say that B is bounded in X* if the stationary family (B). with

B. =B is bounded according to X*. Accordingly, a set B is bounded according to X2}
when all elements of B satisfy (2.29) for some (R, R™™) € (R% )?, and when

JCeR; V(e,U)€|0,1]xB, N} (U)<C. (4.6)
In view of (4.4), this is equivalent to
JCeRy; YUeB, N(U)<C (4.7)

which means that B is bounded according to Xj. Thus, for a fixed B, the notions of
boundedness in X} and &} coincide. But, when B does depend on ¢, they can differ.
An interesting situation is when B, is given by a singleton, typically when B, ={U.}
where U, is a solution to the MRVM system. In this case, we say that a family of
functions (Ue). with € €]0,1] and U, € X is bounded on X* when the family of unit sets
({UE})E is bounded according to X*. For the choice *=1, this amounts to the same
thing as

JCeRy; Ve€)o,1], NX(U.)<C. (4.8)

The time derivative is not estimated when computing the weighted Lipschitz norm
NX(U.) of a solution to the MRVM system. But, as this will be seen in Paragraph
4.3.1, it is deeply linked to spatial derivatives of U,, and of the same size. Then, in view
of (1.6), the following supplementary condition seems to be necessary to get families
(U.). of solutions to the MRVM system that could be bounded in X}.

DEFINITION 4.2 (prepared data). A family of subsets (B.). with € €]0,1] and B CX
18 said to be prepared if:

(a) The family (Be)e is bounded according to X1.
(b) There exists a constant C € RY. such that

VEG]Oal]v VU:(.ﬂE,B)GBEa HKXBE(:E)}VEfHLfggcg (49)

In particular, a family (U,). with € €]0,1] and U, = (f.,E.,B.) € X is said to be prepared
if, viewed as the family of unit sets ({U:})e, it is prepared.

When (f.). is stationary, with f. = f for all £, the condition (4.9) is the same as
[ xBe(z)]-Vef=0. (4.10)
Given g €]0,1] and a family (B.). that is bounded in X!, we can define the finite bound

67°(e0) =07°((Be)e,0) :== sup  sup N} (U)<+oo. (4.11)
€€]0,e0] UEB:
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4.1.2. Different notions of local well-posedness. There exists many different
ways of defining what is a well-posed Cauchy problem, see for instance [13]. Below, we
introduce definitions that seem to be particularly adapted to the MRVM framework.

DEFINITION 4.3 (conditional local well-posedness in X'™*). We say that the Cauchy
problem for the MRVM system is locally well-posed with uniform bounds in X* if, for
every family (B:)e of bounded subsets in X1, there exists a time T eR? such that:
(i) The family of mappings (Se)e is uniformly bounded. More precisely, we can find a
modulus of continuity w:Ry =R, and a constant C €R% such that

Y(e,U™,t) €]0,1] x B. x [0,min(7%,T)),
N*(SLU™)) <w(N*(U™)) < C. (4.12)

(i) The continuation criterion on the momentum support is preserved in the following
sense. We can find a bounded function R(-)€ L*°([0,T]) such that, for all €
10,1] and for all initial data U™ € B, the solution U. = (f., E-,B.) to the MRVM
system satisfies

vte [0,min(T.,T)), supp fo(t,)) C {(2,&);[a] SR™ +t, [( <R(H)}  (4.13)

where R(-) is some nondecreasing function on R.

In what follows, we will use (4.13) with R(t) = R 4+ w(65°) and §5° given by (4.47).
Applied in the case of X, Definition 4.3 furnishes uniform bounds in the sup norm, while
involving some regularity assumption. Indeed, the family (B.). is a priori assumed to be
bounded in X}. When dealing with X2, keep in mind that A** must be replaced by N
at the level of (4.12). In both cases, Definition 4.3 imposes (L* or Lipschitz) uniform
bounds on the time interval [0,7;) of existence. But there is no condition (especially no
uniform minoration) on T.. This other aspect is taken into account below.

DEFINITION 4.4 (uniform local well-posedness). We say that the Cauchy problem for
the MRVM system is uniformly locally well-posed if, for every family (Be)e of bounded
subsets in X2, there exists a time T €RY. such that:

(i) For all £€]0,1] and for all initial conditions U™ € B., the MRVM system has a
unique solution U.(-) which is defined on [0,T], and which satisfies

U.(-)€C([0,T];X); U.jymo=U"€B-. (4.14)

(ii) The Cauchy problem is locally well-posed with uniform bounds in X1.

Paragraph (i) of Definition 4.4 ensures the existence of some T'€R* such that
0<T<T, for all £€]0,1]. Then, Paragraph (ii) furnishes the validity of (4.12) and
(4.13) on [0,T7, for a possibly smaller T'€ R* . Now, it is expected that the life span T
becomes larger as the initial condition gets smaller. This prediction can be formalized
as indicated below.

DEFINITION 4.5 (uniform long-time well-posedness for small data). We say that the
Cauchy problem for the MRVM system is for small data uniformly well-posed for a long
time when, for all T €RY , we can find g9 €]0,1] and 67° €]0,1] such that, for all family
(Be). satisfying (4.11) with §5°(g9) < 05°, the following holds true:
(i) For all € €]0,e0] and for all initial conditions U™ € B, the MRVM system has a
unique solution U.(-) which is defined on [0,T] satisfying (4.14).
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(i) The family of mappings {Sc}e is uniformly bounded. More precisely, we can find
a modulus of continuity w:Ry —R, and a constant C € R’ such that

V(e,U™ ) €]0,e0] x B. x [0,T], N (SLU™)) <w(N(U™)) <C. (4.15)

(i1i) The continuation criterion on the momentum support is preserved on [0,T].

In Subsections 4.2 and 4.3, we will progressively consider situations where X is
equal to X', X! and finally A7.

4.2. Uniform estimates in the sup norm. We define on LOO([O,t];X) the
following norms

N(f) = sup [[f(s,, )l N(E,B):= sup [|(E,B)(s,")||Ly (4.16)
0<s<t 0<s<t
as well as
Ni=N(U)=N(f, E,B) =N, (f) +N:(E, B). (4.17)

Norms related to L{(L%) or LE(L{) are commonly used in kinetic equations. As noted
in [31], a control of the density f(-) in L3° (Lé) can serve as a substitute for the Glassey-
Strauss criterion of explosion concerning the RVM system. The corresponding tech-
niques can be exploited as long as there is no sign change at the level of f(-).

But this approach is not at all adapted to the actual framework. As a matter of
fact, when dealing with the MRVM system, there is no sign condition on f(-). This is
why, as in [16], we will work with the LZe-norm and with the usual support momentum
condition on f(-). A key statement is the following.

PROPOSITION 4.1 (local uniform bounds in the supremum norm). The Cauchy problem
for the MRVM system is locally well-posed with uniform bounds in X (in the sense of
Definition 4.53).

The proof will be achieved in three steps. In Subsection 4.2.1, we control f. In
Subsection 4.2.2, we control (E,B). Then, in Subsection 4.2.3, we show Proposition
4.1.

4.2.1. L°°-bounds on the density. First, observe that the amplitude of f(-)
can indeed increase, due to the source term £ E inside (2.21). But this remains under
control.

LEMMA 4.1 (control of f in sup norm). Select a function f"(-) satisfying Assumption
2./ and a bounded field (E,B)(-)€C([0,T] xR3 xR3). Then, the transport Equation
(2.21) with initial condition fi"(-) has a Ct-solution f(-) on [0,T], which is subjected to

Vie[0,7], M(f)SNO(f)+|\M’\|Lgo/O/\/'S(E,B)ds. (4.18)

Proof.  The complete characteristic curves (X,=) associated with (2.21) can be
obtained by integrating the following dynamical system

X =v(eg), X(0,2,6) == (4.19)
E=—e"20(eB) x Bo(X) — E(t,X)—v(cE) x B(t,X), =(0,2,8) =¢. (4.20)
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The Cl-regularity hypothesis made on E and B in Lemma 4.1 guarantees the local
existence of C!-solutions to (4.19, 4.20), at least up to a stopping time T* <T. Looking
at (4.19, 4.24), it is easy to infer that

|X|<1; |2-Z|<|E-E| (4.21)

from which we can deduce that
2| <R™ = Vte[0,T), |X(t,z,&)|<R™+t (4.22)
€| < R™ = Vt€[0,T%), |E(t,x,g)|ngJrz/Ot/\/S(E,B)ds. (4.23)

Starting from (z,£) € R3 x R?, the solution (X,Z)(-,2,£) does not leave on [0,7*) some
well chosen compact subset, so that 7*=T. There is therefore on [0,7] an associated
flow

Fi(sy,m)— (,2,8):=(s,Fs(y,m);  Fslym):=(X(e:5,9,m),2(e:8,0,m)  (4.24)

which is area preserving, and which should not be confused with the approzimated flow
F(-) defined by (3.64, 3.65). Solving (2.21) on [0,T") by integration along the complete
characteristics gives rise to the following C!-solution

f(t,l',f) :fz’ﬂ (X(—t,x,f),E(—t,x,f))

—
—

+/0t (M'(|5\)“'E)(s,X(s—t,x7§)75(s—t7x,g))ds (4.25)

—
—

which leads directly to (4.18). 0

4.2.2. L°°-bounds on the fields. Next, we consider the fields E and B. To this
end, as indicated in Subsection 2.2, we can interpret the MRVM system as a VW system
in order to use (2.45, 2.46) with A°=0, or (3.59, 3.60), or other identities established
in Section 3.

LEMMA 4.2 (control of E and B in sup norm).  Any classical C*-solution (f,E,B)
satisfying the MRVM system on [0,T] as well as the momentum support condition

JR® €[1,+o00[; Vt€[0,T], supp f(t,-)C{(z,&);[¢|<R™} (4.26)

satisfies, for all t€0,T],
Ni(B.B) < Ce(R®) [ING() + (e(B=)(t+ (B)? + (%)) /O N.ds
c(R>® 00\ 3 ! 2 s|. .
tete(R®)(R )/ONSd} (4.27)

Proof. We start by estimating the electric field E. To this end, we can exploit
(3.83), where the distributions D? are given by (3.79, 3.80, 3.81). We first study E*.
After one integration by parts with respect to the time variable s, we find

t
—/ //ps(t—s,x—X(S,y,n),E(&y,n))Y(t—8733—X(S,y,n))859(87y777)d8dydn-
0
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In the above line, replace dsg as indicated in (3.70). Then, make the change of variables
based on the approximated flow F4(-) defined in (3.66). As already noted, this is (for
all s) area preserving. To avoid confusions, introduce the notations

') == (X(s,5.m),Z(s,9,m)).

By this way, we find that E' = E*' + E12 + EY3 with

*7//%(&%*yw)Y(t,x*y)fm(ym)dydn (4.28)
/ [ [t sam sl ¥ s 13 Bl s (429

—/O //pe(tfs,x—y',n’)Y(tfs,x—y')
x V- [(E(s,y)+v(en) x B(s,y')) f]dsdy'dn . (4.30)

In (4.28), there is no time integration. Thus, we cannot directly apply Lemma 3.1. But
we can proceed as in the proof of Lemma 3.1 to obtain

EY(t,2)= // pe(1 t>0fm( —tw,n)tdodn. (4.31)
With R™ as in (2.29), we have R < R® < +oc0. By Assumption 2.4, we know that
m=R" = f"(.n)=0. (4.32)
In view of (4.31) and (4.32), we have
1,1 |S?| in
(B (6 o) <= Mpe (L m)pee )| LF* ()| oo tdn. (4.33)
T JinI<Rin

On the other hand, for all £ €]0,1] and |n| < R*°, we find that

L P Vi C I (4.34)

lv(en)-w—1[~ V14 (R®)2 —R>®

It follows that

[1p< (L) Loe (s2) < 2¢(R™) (4.35)
and therefore
BV ()| < (R R (). (136)

Look at the part E12 given by (4.29). Knowing that p.(-,n') € My, we can apply Lemma
3.1 with m =0 to find

B2 () < L / / e (Lot | oy M (1 D INL (B, B)dsdf (4.37)

where we used the convention (2.13). With (4.35), there remains

t
B2(0,0) < Se(R=)|M |l [ NL(E.B)ds. (4.38)
0
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Now, consider the quantity E*3 given by (4.30). Exploit Lemma 3.5 to extract

B (1) < 2 / JIVep 12w | )+ (e x By )] oot ds
From the Definition (3.46) of p, we can compute V¢p(-) and use (4.34) to obtain
| <R® = ||Vep(L,-,en)|| o (s2) < 8c(R™)?. (4.39)

Then, using the key information (4.26), there remains a quadratic form in (E,B) and
f, namely

|E1’3(t,x)|§@c(R°°)2 / t / N (B, B)N(f)dsdn (4.40)
[n'|<Ree
< 3t (R (R / No(E, BN, (f)ds. (4.41)
Combining (4.36), (4.38) and (4.41), we find
B () < Ce(R®)t[No (/) +e(R) / N.(E, B)ds
+EC(R°°)(ROO)3/tNS(E,B)NS(f)dS}. (4.42)
0

The quantity E? is given by (3.83) with D? as in (3.80). The preceding strategy gives
rise to

t
:/0 //qe(t_Sax_X(sayvn)’E(Sayan))Y(t_571:_X(S7y77]))g(57y777)
t
=/ //qs(t—s,m—y'm’)Y(t—S,x—y’)f(s,y’m’)dsdy’dn’.
0
Since g. € M _1, Lemma 3.1 with m=—1 furnishes
1 t
By [ [ el dsdy. (443)
0 Jin'|[<Re

From the Definition (4.34) of ¢, we can deduce
7| SR* = [lge(L,,7")l| o= s2) < 2¢(R*)*.
It follows that

(B2 (t,0)| < T e(R)* (R)? / Na(f)ds. (4.44)

The part E3 is defined by (3.83) with D3 as in (3.81). For the same reasons as above,
we find

t
=/ //(Ki‘Kf)(t—S,w—y’m’)Y(t—s,:c—y’)f(s,y’m’)dsdy'dn’.
0
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The two auxiliary functions K!(-) and K2(-) are given by (3.76) and (3.77). For |¢|<
R>, we have |K!|<CR® uniformly in ¢, ¢t and . On the other hand, the function
K2(-,§)=Vep(-,e€) is (near the cone .£%) in My. It can be estimated exactly as in
(4.39). This time, Lemma 3.1 applied with m =0 leads to

|E3(t,x)| < th(R°°)2(R°°)4/th(f)ds. (4.45)
0
Finally, combining (4.42), (4.44) and (4.45), we find
[B(t2)| <Ce(R) [t (1) + te( B) / N(E,B)ds+c(R®)(R™)? / No(f)ds
0 0

+te(R®)(R™)* /0 No(f)ds+ete(R)(R®)? /O No(E.BIN,()ds]. (4.46)

It remains to consider the expression B which is determined by (3.60). The discussion
is exactly as above. It suffices to replace p. and g. by the functions a? and a! of (3.56),
where a and a! are as in (3.34, 3.35), whereas ag and a; are given by (3.25). The
expressions a? and a! satisfy the same features as p. and ¢.. Like p. and q., they
belong respectively to My and M_;. As a consequence, the bound on |B(¢,x)| is the
same as in the right-hand side of (4.46), and therefore, with N; as in (4.17), we can
retain (4.27). d

4.2.3. Proof of Proposition 4.1. Consider a family (B.). of bounded subsets
in X!. We can find some §5° € R such that
sup sup N(U)<d5° < +o0. (4.47)
€€]0,1] UeB.
Fix some T'€ R% . The matter is to show the subparagraphs (i) and (ii) of Definition 4.3.
As already explained, under Assumption 2.4, there exists a unique classical solution to
the MRVM system. This solution is defined on a time interval [0,7;) with 0 <7T. For
the moment, select some R > R*™. Define 7. as the maximal time inside [O,min(T , TS)]
such that (4.13) is verified with R(-)=R> on [0,7:). By the continuity of the flow, we
have 0< 7. <T and

vte[0,7:), supp f(t,) C {(2,€);|z| SR™ +1,[¢| <R} (4.48)

In view of (4.48), for t€[0,7;), we can apply Lemmas 4.1 and 4.2. Adding (4.18) and
(4.27), we can easily see that, for all ¢ €[0,7:), we have

t
MSOH—C’/ g(No)ds, g(z):=a+Bz+eys? (4.49)
0
where g=g. o 3,4 depends on parameters «, 3 and « given by
0<a=a(R>®,f™):=c(R)N(f") <a™:=c(R®)§° (4.50)
1<B=B(R>®,T):=14¢(R>)*[T+(R>)*+T(R™)"] (4.51)
1<y=~(R®,T):=1+Tc(R>®)*(R>®)3. (4.52)

The function g(-) is positive and nondecreasing on [0,+o0c[. It is therefore compatible
with nonlinear extensions of Gronwall’s inequalities [23]. Define

_ P d [
G ZGCenpn(N) = /ﬁg(z), G(+00) = /\/E <t @)
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The function G(-) is positive on the interval [0,/a]. It is nondecreasing on ]0,+o0[
onto the interval JG(0),G(4+00)[. By construction, we have G(y/a)=0. As a result, the
Bihari-Lasalle inequality can be applied as long as the time ¢ is bounded according to

0< Ct < G(+00) — G(a) /m dz (4.54)
) — o) = —_— . .
- o 9(2)
In view of (4.50), it suffices to adjust ¢ in such a way that
0<Ct<T(a™ R T)-—/mdz (4.55)
- T )L a® - Brdy2? '

The continuous function 7 (a*,R*,-) is decreasing on [0,+oo[ with

0<T(a*,R*,0); lim T(a®,R*T)=0.
T—+o0

The choice of T' can now be optimized by adjusting the stopping time 7" in such a way
that T=T=T(a*,R>*) with CT=T (a*,R>,T). Up to the time 7. <T, the Bihari-
Lasalle inequality can be applied with ¢1.4,8,4(-) > ge.a,5,~(-) in place of g. o p,~(-) in
order to obtain

Vte[0,7:), Ni<w(o)=wpgq(a):= Gl_,flxﬁry (G1,a,8,4() +CT) (4.56)

where C' is the constant coming from (4.49). The above function w(-) is clearly contin-
uous, positive and nondecreasing on [0,+0c[. On the other hand, remark that

C (@) /1/\/a dz _ /1/\/a dz
o a)=— —_— <  E—
bt , 1+Betya2 T )y 1+9+p

< %lna—kéln(l—k’y-‘-ﬂ).

It follows that, for ap € R} small enough, we have
0<a<ay = GLCE”@W( ) +C<0

—1
0

= hmaﬁow( )=

(0)=va

0.

Thus, the function w(-) is indeed a modulus of continuity. Looking at (4.56), we can
retain that

VED,TE), NeSw(No(f)) Swsn(550). (4.57)
Coming back to (4.23), it follows that
vte[0,72), [E@)<|E(0)[42ws (567t (4.58)
which implies that
vte[0,7:), supp f(t,) C{(2,€);|¢| S R(t) :=R" 42w (65°)t}. (4.59)

Given §5°, we can now adjust T=T(55°) in such a way that

R>® — R ) '

0<T< sup min( (@, B%); 2Wg(Ree,T) (R, T) ()

R >Ri"

(4.60)


https://en.wikipedia.org/wiki/Bihari-LaSalle_inequality

154 THE MRVM SYSTEM

This condition guarantees the existence of a finite number RS° > R™ which satisfies
T <T(a®,R) as well as

0<t<T = R™+2ws(peo 1) (ree,m) (@) <R, (4.61)

In view of (4.59) and (4.61), as long as 7. <min(7,T.), we can exploit (4.48) with
R>*=R°. Furthermore, since the inequality inside (4.61) is strict, the control (4.48)
remains true on some extended interval [0,7:+4¢) with 0<¢, which contradicts the
preceding definition of 7.. This means that 7. =min(7,7:). Then, the line (4.56) gives
rise to (4.12) with N*=A and w(-) as in (4.56). On the other hand, the line (4.59)
becomes the same as (4.13).

Proposition 4.1 furnishes no information on 7.. A main difficulty is to prove that the
lifespan 7, can be bounded from below by a positive threshold T'€ R’ which does not
depend on € €]0,1]. To this end, Lipschitz estimates are necessary. They are also very
useful to obtain stability or convergence results. All these aspects are investigated in
the next subsection.

4.3. Estimates in Lipschitz norm. In order to clarify expectations, in the next
Paragraph 4.3.1, we first examine what happens concerning a simple case.

4.3.1. A toy model. Assume for the moment that the external magnetic field
B.(-) points towards a fixed direction, say the vertical direction *(0,0,1), so that

Be(x)=be(2)'(0,0,1); (£ xBe(2)) Ve =be(2) (20, —£10g,)- (4.62)

Then, from the Vlasov Equation (2.21), just retain the singular part, that is

be ]
5tf€<£z>)(€23& —&105,)f=0,  fli=0=f"" (4.63)

The momentum flow on R? generated by (4.63) is made of fast rotations around the
vertical axis

cos(the () /e(e€)) & —sin(the () /e(e€)) &2
B (t,x,€) = | sin(tbe(z)/e(e€)) &1 +cos(the (2)/e(e€) ) o (4.64)
&3
and the solution issued from (4.63) is just
f(t,z,€) =" (z,E (—t,2,¢)). (4.65)
Introduce polar coordinates in the plane {(51,52) €R2}, so that

(£1,€2) =7r(cosb,sinh), O0p =620, —&10,, (r,0) eRy xR. (4.66)

With this convention, we find

0ut..6) = 2o onf™" 0.2 1.0,6)) =) (4.67)
Oif(t,,6) = w%f"” (r.2012,6) =0 (1) (4.68)

|8§zf(t’$7€)‘ SH vffln(xv ) ”L;"gz 0(1) (469)
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Fix an initial condition §"(-) satisfying Assumption 2.4. From (4.67, 4.68, 4.69), it can
be easily seen that

ICERL; V() €)0,1] xR, N(j(t,-) <C. (4.70)

This basic example is very instructive. First, it clearly indicates the relevance of the
norm NZ. Secondly, we can see that the family (f.). is bounded in X} if and only if the
initial data §*(-) is prepared in the sense of Definition 4.2, that is if we have (4.10). As
this will be seen in the next paragraphs, consideration of the MRVM system can mix
things and make them more difficult, but this does not change the above conclusions.

4.3.2. Preparation of the Vlasov part in order to perform commutator
estimates. To get Lipschitz bounds on f(-), a difficulty is to commute the Vlasov
part with derivatives 0 such as J;, 0, or J¢,. Most complications are due to the variable
coefficients (in both = and &) which appear at the level of (2.21) in front of the singular
factor e~!. As a matter of fact, we find

[o: é[y(gg) < B, (2)] Ve] zo(é)vg. (@.71)

This information is not sufficient in view of uniform estimates. To remedy this, we will
use two types of arguments. The first (a) is adapted to spatial derivatives; the second
(b) is aimed to deal with momentum derivatives.

- (a) Straightening of the field lines. The purpose here is to recover (4.62). To this end,
select a smooth frame field O(-) such that

0:52 — 50(3)
§r— (61(5)’62(5)763(€)::€)

In other words, the vector fields e;(-) are C> on the sphere S, and we have
V(i,j) €{1,2,3}%,  ei(€)-¢;(€) =0y
Then, define
O(x):=0(be(z)™'Be(x)) ="0(x) ", j(t,2.8):=f(t,2,0(x)¢) (4.72)

The role of the orthonormal matrix O(x) is to fix the direction of B.(z) through the
relation

LO(2)Be(x) =b(x)"(0,0,1) (4.73)

Expressed in terms of f, the transport Equation (2.21) becomes

& O € O(z.6). Vs Pe®) _
A+ g0t f( )Véf; oy Q) Vel = 20 (€206 —610)] -
= M'(¢]) ﬁT +[10(@)E+v(c) x 'O(2)B)]- Vef

where Q(z,€) :=(O(x)¢- V,)O(z) O(z)€ is some vector-valued quadratic form in ¢. In
Paragraph 4.3.4, to show Proposition 4.2, we will directly commute (4.74) with eV, ,.
In Paragraph 4.3.8, to show Proposition 4.5, we will first divide (4.74) by be(z) and
then commute (4.74) with V; ;. These two sorts of arguments are inspired from works
in geometrical optics [25,26].
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- (b) Filtering of the equation. Inspired by (4.65), we can further replace f(-) by f(:)
with

f(t,x,f)::f(t,x,E;"(t,x,f)); f(t,x,f)::f(t,x,E;"(ft,x,f)). (475)

The effect of this filtering is to suppress the penalized term, while large amplitude
oscillations appear in the coefficients. More precisely, there remains
€ €
O —O0(z)E - Vo + —(D:ET)Q(x,€) - Vf
t <E§> () <€§>( 3 s) ( ) 3
1
gy (D=2 (eDLEL0()E -V
O(z)¢-FE
=M'(l¢ DT

where D,E" and D =" must be evaluated at the position ¢,  and =" (—t,z,£). Note
that the quantities skﬁfji@éj E™ are, for all (k,l) € N2, of size one. This means that the

—e

+(DEM['O(z) E+v(e€) x 'O(z) B] - Vef (4.76)

coefficients can (and they do) oscillate in (¢,2) but not in £. It follows that we can
commute the Equation (4.76) with J¢,. By this way, we can control V¢f (resp. V¢f) in
terms of eV, f (resp. eV,f).

Another way to proceed is to express (4.74) in cylindrical coordinates, with (£1,&2)
as in (4.66) and the direction of 3 as a vertical axis. Since Jg =E20¢, —&10¢,, the effect
is to remove the dependence on £ in the coefficient (there remains some harmless ££).
Then, we can commute the equation with dy and 0,.. But this procedure introduces a
singularity near the origin (r=0), when computing V¢f in terms of (9sf,0,f). Therefore,
it works only away from (£1,£2)=1(0,0).

4.3.3. Commutator estimates in order to control the electromagnetic
field. In order to recover estimates of Lipschitz type on the field (E,B)(-), a good
strategy is to commute the VW system with derivatives, and then to apply the procedure
of Subsection 4.2.2. From (2.41), we obtain easily

The initial data associated with O;u are like in (2.42), that is
Oiu(t,x)|t=0=0, O (0u)(t,x)|t=0=0. (4.78)

From (2.45) and (2.46), we can deduce
¥ic{0,1,2,3), OE—-— / [(£6)h + V] Orude (4.79)
vie{0,1,2,3), 9,B= / V. x [Opup(e€))de. (4.80)

It is clear that the VW system is very suitable for commutations. Problems can only
appear due to the term 0;f inside (4.77), which requires dealing with (2.21). For
1€{0,1,2,3}, we find
1
O(0if W [v(€) - Val(0if) — 5 [V(€€) x Be(2)]- Ve (9i )
=|¢|~ M (|€))¢ - E+[E+v(e€) x B)]-Ve(0if)
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+ éva [v(e€) x 9;Be(a) f] + Ve [(:E+v(e€) x 9;B) f]. (4.81)

For ¢ =0, the first (singular) term in the last line of (4.81) simply disappears. But, we
have to deal with the expression 9; f|;=o as determined by (1.6). The multiplication of
O+ f by € is crucial to obtain something that is uniformly bounded. With this in mind,
introduce

NHU@R,)) =N (0 U(t,))+ N2 (U(t,); N2p:= sup N2 (U(s,")). (4.82)

0<s<t

For i #0, we find that 0; f|i—o =0; f™ is bounded.

The situation concerning (0;u,0;f) is very similar to that of (u,f) in Subsection
4.2. To control the amplitudes of 9; E and 0;B, we can proceed as in Subsection 4.2.2
with (concerning 9; F) decompositions like

OE=(0,E) +(0E)’ +(0,E)’; (%E) =(0,E)" +(E)*+(0E)" +(0,E)"
where the new part (9; E)"* comes from the additional source terms which are collected

in the last line of (4.81). By this way, coming back to (4.46) where 0;f, 0;E and 0; B
must (except in the nonlinear part) replace respectively f, E and B, we find

B (t,)| <Ce(R®) [tNo(Oif) + te(R) / N0,B.0,B)ds
0
+o(R®)(R®)? / N (03 f)ds +te( R) (R®)* / N (8:f)ds
0 0
+etc(R®)(R®)? / NA(E, BN (0 f)ds| +(0,E) (o). (4.83)
0

Now, consider the new contribution (9;E)!*. Since all the terms in the last line of

(4.81) are in divergence form (in £), we can apply Lemma 3.5 to this situation. The
same two remarkable properties occur: first, a gain of one power of € (due to the cold
framework); secondly, a gain of one derivative (due to an integration by parts in ).
Taking into account (4.39), there remains

(BE) Y4 (t,2)| < Cte(R™®)2(R®)4 /J\/ ds+s//\/ N, (0;E,0;B)ds|. (4.84)

We work with ¢ <min(7;,7"). Exploiting Proposition 4.1 to control, by some uniform
constant in the above nonlinear parts, the multiplication by N (E,B) and N(f), we
can simply retain

V1B () <O [NV )+ [ N1
+ /0 tf\/s(vt,ff)dw /0 tNS(&E,aiB)ds]. (4.85)
By multiplying (4.85) by ¢, we get
N2 ((B,B)(t,)) <C(t, R°° N;0+/ N ds (4.86)

The term Ny(9; f) inside ./\N/'El’o is not necessarily bounded, but Ny(gd; f) is bounded.



158 THE MRVM SYSTEM

4.3.4. Weighted Lipschitz estimates for general data. The Lipschitz regu-
larity is asymptotically preserved in the following sense.

PrOPOSITION 4.2.  The Cauchy problem for the MRVM system is locally well-posed
with uniform bounds in X1 (in the sense of Definition /.5).

Proof.  There is nothing to do about (4.13), which has been already obtained.
Consider (4.12). In view of (4.86), the missing piece is about €0;f and V¢f. The
passage from f(-) to f(-) up to f(-) (and vice versa) does not change (modulo a uniform
constant) the norms A and NV}. Thus, we can work with f(-), and then come back. The
formulation (4.76) is suitable for commutations with the derivatives eV, , and V¢. Of
course, extra terms are produced but always implying eV,f or V.f. There is no term
with ¢! in factor and no term involving V,f (without € in factor). By this way, we get

1eViaf(t,) e + 11 Vef(t) e,

<[1eVeaf(0,) Lz, + 11 Vef(0,9) [z, +C/O /(/;(U(s,-))derc/o NH(U(s,)) ds.
(4.87)

The electromagnetic part (E,B) can be estimated as in (4.86). Add (4.86) and (4.87)
to find

t t
N <C [N o+ / N2 ds+ / (V2.)2ds] . (4.88)
0 0

Restricting T' if necessary, by Grénwall’s inequalities, we can deduce the important
bound (4.12) for the norm N*=N2 <N 0

4.3.5. Proof of Theorem 1.1. From Proposition 4.2, we know that
V(e,U™,t) €]0,1] x B x [0,min(7:,T)), N2 (SLU™))<w(NI({U™))<C. (4.89)

If T <T., there is nothing to do. Suppose that T. <T. Recalling [16,28], we can extend
the smooth solution up to a time T, +J. for some 6. € R% . The threshold . may of
course depend on g, a®, T and R'™. It may even diminish when ¢ goes to zero or when
R™ grows. But, these parameters being fixed, it does not change. This is because the
Lipschitz norm of U(+) near the a priori life span T., which is well controlled by (4.89),
allows to determine a minimum threshold for .. We can even repeat the continuation
argument to attain 7.+ 2d., and so on up to T. In other words, the time T gives a
lower bound for the life span T, of the classical solution. This is clearly in contradiction
with the assumption T, <T.

4.3.6. Uniform long-time well-posedness for small data. The determina-
tion of T is not only built upon 65° and R™, but also on §7°(g) with §°(g) as in (4.11).
For general bounded families (B;)., there are strong restrictions on the size of T. These

restrictions come from the nonlinear term inside (4.88), and also from the condition on
T inside (4.60). However, for §5°(e) small enough, they can be lifted.

PROPOSITION 4.3. The Cauchy problem for the MRVM system is for small data
uniformly well-posed for a long time in the sense of Definition 4.5.

Proof. The relation (1.6) implies that

CERy; Vee€lo,1], N1y<Co(e). (4.90)
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Take R =2R", and select any time T € R% . Then, the coefficients 8 and ~ of (4.51)
and (4.52), as well as the constant C inside (4.88), become fixed. Whether this is at the
level of (4.49) or (4.88), we have to deal with inequalities like

Z(t) <C6%°(e) +C/O (Z(s)+Z(s)%)ds. (4.91)

The Gronwall’s inequality can be made explicit. It furnishes

)< C67°(e)et
T 06 (e)+1—-C65°(e)eCt”

Vi< lln(1+#>, (4.92)

C C6°(e)
Adjust 67° in such a way that

1 1 1 1
<L <:>T<—ln(1—|—7) <=

P <sErTT <z TS <O (e) +1— 065 (e)e".
1

1
2
Then, by construction, for 67°(g) <407°, we have
VE<T, Z(t)<2067°(e)e".
Replacing Z by Z=N, we can infer that
VE<T, |2(t)|<|Z(0)]+265°(e)e.

We can further restrict 65 to have 265°e“T < R which furnishes (4.48) with R =
2R™. On the other hand, with ZEN;b we obtain (4.15) together with a control on
[0,T] of the weighted Lipschitz norm. This means that T'<7T.. Briefly, all the properties
inside the paragraphs (i), (ii) and (iii) of Definition 4.5 have been obtained. |

4.3.7. Access to uniform continuity. We come back here to the sup norm.
Fix some t €]0,7T]. One question that arises is whether the family of solution maps {S5 }.
is uniformly continuous with values in the space L.

PROPOSITION 4.4 (uniform continuity). Let B a bounded set according to X1. The
family of mappings {Sc}e is uniformly continuous on B. More precisely, for T small
enough and for all § >0, we can find n>0 such that, for all couple (ﬁm,Um) €BxB
of initial data, we have

¥(e,) €]0,1]x [0,T), U™ ~U™ |12, <n = |SLU™)~SLU™) [, <0. (4.93)

Proof. Select two C'-solutions U = (f, E,B) and 0:(f,E,B) of the MRVM
system, with corresponding initial data U and U™. Consider the system of equations
which is satisfied by the difference U —U. This is still a VW system with, at the level of
the Vlasov equation, a supplementary source term coming from the nonlinearities and
given by

Ve [(E+v(e€) x B)(f— )+ (E—E)+v(e€) x (B-B)) f]. (4.94)

When looking at the Vlasov equation on (f — f)(-), the left-hand side of (4.94) can be
incorporated in the transport part. The right-hand side gives rise to

VEE[0,T], Ni(F— 1) <No(f— F)+Ni(Vef) / NAB-EB-Bjs.  (4.9)
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Exploit Proposition 4.2 to control N;(Vef) by a fixed constant. Then, the situation
concerning the difference f— f is completely similar to what we had at the level of
(4.18). There remains to control E—E and B — B. To this end, we can repeat what we
did in Subsection 4.2.2. For instance, concerning E — E, we still have decompositions
like

E-E=(E-E)'+(E-E)?+(E-E)?
(E-E)'=(E-E)"'+(E-E)'"*+(E-E)"*+(E-E)'*

where the new part (E— E)™* comes from (4.94). Since all the terms inside (4.94) are
in divergence form (in £), we can again apply Lemma 3.5, which furnishes

|(E— E)Y4(t,z)| < Cet(R®)? / t/\/S(U)J\/S(IJ'— U)ds. (4.96)
0

The proof of (4.12) can be readily repeated with U —U in place of U. Consideration
of (4.96) only induces a change in the definition of g(-) and consequently of w(-). We
can still find a modulus of continuity &(-) such that

V(e,t) €]0,e0] x [0,T], (U -U)(t,) [x<a(| U™ U™ ||x). (4.97)
This is enough to deduce (4.93). |

4.3.8. Lipschitz estimates for prepared data. As already explained, in gen-
eral, uniform Lipschitz estimates are not available. The condition (4.9) is necessary. It
turns out to be sufficient.

PROPOSITION 4.5 (uniform bound in Lipschitz norm for prepared data).  Let (Be)e
be a family that is prepared in the sense of Definition 4.2. Then, there exists a time
T eR’ such that, for all € €]0,1] and for all initial data U e B,., the MRVM system
has a unique solution U.(-) which is defined on [0,T] and which, for some finite constant
CeRY, satisfies

V(e,U™ t)€]0,1] x B: x[0,T], N} (SLU™)) <w(N{(U™)) <C. (4.98)

Proof. The idea is to reiterate the main lines of what we did before, but there are
also subtle and important variations. First and foremost, we have to estimate 9, U (-).
Consider 9;f(-). Coming back to (4.81), we have

t
1908 e, <1 BF(0,) [, +NG(Vef) / N.(OB.0,B)ds.  (4.99)

Knowing (4.9), the initial data 0; f|;=¢ is bounded as expected. In view of Proposition
4.2, the quantity N (Ve f) is already bounded. The problems can arise when estimating
the spatial derivatives V,f(-). The Equations (2.21) and (4.76) can, in no way, be
commuted with d; =0,, when i # 0 because this would introduce the factor 1. Things
must be done differently.

The trick is a well known in nonlinear geometric optics [25,26]. It is to work at the
level of (4.74). In view of (2.1), the function b.(-) does not vanish. Thus, we can divide
(4.74) by be(-), apply 9;, and then come back. This operation yields

© O@)E-V, () + <<£>)

c’?t(@ifH@ o Q,8) - Ve(0if) —

< §> (52851 61852)(8if)
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—M(J¢]) O("””)é'” OB +v(ct) x 'O(x) B]- Ve (04
L FO@)AE +v(c6) x 'O(2)9,B)]- Vef
+ai(1nbe){atf+ @O(x)ﬁ'vzf‘i‘ @Q(%f) Vef
- /() DT - [0 B+1(66) ' O(@) BV}
— @(310)(33)§'sz— @(@Q)(%@'fo
Fr(je) PODEE 5.0y @) (B +0(e6) x (@:0)()B)] Vi, (4.100)

€l

The remarkable point is that (4.100) involves only eV, f, V¢f and 0;f, but not V,f.
Now, we can follow the bicharacteristics to find

x,§

10:£(8,) [, < 9 (0,1) |z, +C / N, (O1f)ds
t t
C s(eVeHds+C s(Vef)d
+ /ON(e f)ds+ /ON( ef)ds
+C(1+/\/}(V5f))/ [N (E,B)+N,(6;E,0,B)|ds. (4.101)
0

On the other hand, we can exploit the argument (b) of Paragraph 4.3.2 to estimate
Vef. Recall the Definition (4.82) of N'. Combine (4.85) with (4.99), (4.101) and this
remark to find that

NE(U () <NT(U(0,)) +O+0/t1\711 (U(s,))ds. (4.102)

The condition (4.9) is designed to ensure that N{ (U(0,-)) remains uniformly bounded
for the prepared data under consideration. This also holds true concerning N7 (U (¢, ))
by Grénwall’s inequality, and therefore concerning N (U (t,-)) O
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