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A QUADRATIC SPLINE LEAST SQUARES METHOD
FOR COMPUTING ABSOLUTELY CONTINUOUS INVARIANT
MEASURES*
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Abstract. We develop a quadratic spline approximation method for the computation of absolutely
continuous invariant measures of one dimensional mappings, based on the orthogonal projection of L?
spaces. We prove the norm convergence of the numerical scheme and present the numerical experiments.
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1. Introduction

In the past several decades, the statistical or stochastic study of chaotic deter-
ministic systems has attracted much attention of the scientific community. In such
approaches, the existence and computation of absolutely continuous invariant measures
associated with the underlying transformations are two important aspects of the ap-
plications of ergodic theory to applied areas. The densities of such invariant measures
are fixed points of the Frobenius-Perron operator with respect to the given measurable
transformation.

Since Ulam [16] proposed the first numerical scheme for the computation of abso-
lutely continuous invariant measures using piecewise-constant functions, and starting
from Li’s paper [13] on the convergence of Ulam’s method for the Lasota-Yorke class of
interval mappings [12], developing efficient higher order computational methods for the
statistical study of dynamical systems has been a main topic in computational ergodic
theory. Different approaches to the computation of fixed points of Frobenius-Perron
operators have appeared in the literature, which have resulted in several classes of nu-
merical methods: Markov finite approximations that include Ulam’s original piecewise-
constant method [13,16] and higher order ones [4,6], and Galerkin projections [3,5]. The
paper [14] contains a unified approach to the rigorous numerical analysis of Frobenius-
Perron operators.

While the original Ulam’s method has the L'-norm convergence rate of only
O(Inn/n) [2], the piecewise-linear Markov method has achieved the first-order conver-
gence rate under the BV-norm. Among various efficient algorithms for the fixed point
computation of Frobenius-Perron operators, a piecewise-linear least squares method
proposed in [7,8] has turned out to be a fast one since the numerical results have shown
that it has a higher convergence rate than the piecewise-linear Markov approximations
method from [6]. This method employs continuous piecewise-linear functions and uses
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the same projection principle as the previous projection methods [3,5] in which discon-
tinuous piecewise polynomials were employed. The minimal distance property under the
L?-norm may explain why it outperforms the Markov approximations method, which is
integral-preserving and positivity-preserving but does not possess the best approxima-
tion property.

Inspired by the use of continuous piecewise-linear functions, a piecewise-quadratic
projection method was proposed in [15] that employed continuous piecewise-quadratic
functions. The numerical results of [15] show that it outperforms both the continuous
piecewise-quadratic Markov approximation method [4] and the discontinuous piecewise-
quadratic projection method [3]. On the other hand, because of the use of higher degree
polynomials, the piecewise-quadratic scheme from [15] also outperforms the piecewise-
linear projection method [7,8], although the increase of the convergence rate is not
significant. One possible reason is that the approximating functions are only continuous
in both methods, so the lack of smoothness of the method proposed in [15] may explain
the minor improvement in the convergence rate over the piecewise-linear method.

In this paper we continue to study the least squares method, but we now use the
quadratic spline functions. The continuous piecewise-linear functions used before are
just the linear splines, which are not differentiable. The quadratic spline functions are
continuously differentiable. The higher order smoothness of the quadratic spline func-
tions compared with continuous piecewise-quadratic functions and linear spline func-
tions is expected to increase the order of convergence rate.

A general convergence analysis for projection methods and its application to
Frobenius-Perron operators was given in [3], but it is not easily used for a concrete
projection method such as the one that we consider here. On the other hand, we have
found that by using techniques from matrix analysis, it is more straightforward to ob-
tain the norm convergence of the method for a class of Frobenius-Perron operators. For
this purpose, we can establish the uniform boundedness of a sequence of the inverses of
the matrices resulting from the numerical scheme, from which some other inequalities of
the uniform boundedness can be deduced. In other words, we prove in Section 4 below
that

sup | 71| < o0, sup [|Qn |1 < 00, and sup |Qnl|pv < oo (L.1)
n n n

in succession, where || f||pv :\/(1)f+ 111 with || f]]1 :fol |f(x)|dz. Then the norm con-
vergence of our method is a natural consequence for the Lasota-Yorke class of interval
maps.

As an outline of the paper, in the next section we shall describe the basic splines
of order two. The projection method using quadratic spline functions will be developed
in Section 3. We analyze the consistency, stability, and convergence properties of the
method in Section 4. Numerical experiments will be given in Section 5, and we conclude
in Section 6.

2. The quadratic spline functions

Generally speaking, spline functions associated with a partition of the domain are
piecewise polynomials locally and smooth to a certain order globally. A simple example
of spline functions is the class of continuous piecewise-linear functions. The degree-k
spline functions can be defined via an inductive process. In other words, if the class of
degree k—1 is available, one can define degree-k spline functions via a kind of “linear
combination” of the lower degree ones. The splines that will be used here are the
so-called B-splines.
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Suppose the interval [0,1] is divided by a finite sequence of nodes, 0 =xz¢ <xz; <+ <
ZTp—1 <z, =1. For the convenience of presentation and analysis, we assume that outside
the interval there are nodes z_1>x_9>--- to the left of ¢ and x,,41 <Zpi2< - to
the right of z,,. Thus, we can think that there is given an infinite sequence

L <L T << T < Ty <

on the real line.
The B-splines of degree 0, denoted as B
and are defined on each subinterval as

0

7

are special piecewise-constant functions

1 T <x<Tiy1
BO _ ) 1= ) i+1,
+(7) { 0, otherwise.

They are just the characteristic functions of [x;,z;11) and act as the starting point for
the recursive definition of higher degree B-splines by recursive formulas. For k=1,2,...,
the degree-k B-splines are defined as

Xr—T; _ Titk+1— T k—1
BF(z)=——"L BFl(g)4 LT pRoliy
1,( ) zi—‘rk_zi ) ( ) xi+k+1_xi+1 z+1( )

for each i. Clearly BF is a piecewise polynomial of degree k, which is called a B-
spline of degree k. Some basic properties of B-splines are summarized in the following
proposition; more properties can be referred to in [1].

PROPOSITION 2.1. (i) If x € [2;,%itk+1), then BE(z)=0.
(i3) If x € (x4,%iy141), then BF(x)>0.
(iii) >, BF(z)=1 for all x.
(iv) The B-splines of degree-k

k k k k
B, B i1, B9, B 1

constitute a basis for the space SF of all functions in C*=1[0,1] which are piecewise
polynomials of degree <k on the n subintervals

[xo,xl], [.731,%‘2], ceey [a:n_l,xn}.

In particular, each B-spline of degree k is k — 1 times continuously differentiable on
the whole domain [0,1], and the dimension of S* is n+k.

For the convenience of practical computation, we let the nodes x; be evenly dis-
tributed, so that the resulting subintervals all have the same length h=1/n. The
corresponding B-splines can be expressed more concisely using scaling and translation
techniques applied to a single basic function. For example, the continuous piecewise-
linear functions, which are the B-splines of degree one and used in [7,8], can be expressed

as
1 o r—T;
Bm)z( . )

T, 0<z<1,
l(x)=¢ 2—x,1<x<2,
0, x¢[0,2]

where
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is the standard tent function. In the case of degree two splines,

B =a (5,

where
%J)Q, 0<x <1,
§f(xfé) l<x<2
= 2 ? 9
a(@) §<zf32, 9<w<3,
0, x ¢€10,3].

It is the above B-splines of degree two that we shall use to develop the higher order
method below for the computation of fixed points of Frobenius-Perron operators.

The Frobenius-Perron operator associated with a nonsingular transformation S':
[0,1] = [0,1] is defined by

d
Pfx)= dx/Sl([O,sz(t) dt (2.1)

for all f€L'(0,1). The nonsingularity of S means that S is Lebesgue-measurable
and m(S~1(A)) =0 whenever m(A)=0, where m denotes the Lesbegue measure. The
Frobenius-Perron operator P, which maps L!(0,1) into itself, is linear and positive. In
fact it is a Markov operator, that is, it preserves the positivity and integral of nonneg-
ative functions [10,11].

One property of Frobenius-Perron operators, which will be used in the proof of the
convergence theorem in the following, is that, if f is a fixed point of P, then its positive
part fT and negative part f~ are also fixed points of P, where

fH(z)=max{f(z),0}, f~(x)=max{—f(z),0}.

The dual of the Frobenius-Perron operator is the Koopman operator associated with
S, defined by

Ug(x)=g(5(x)), Vg€ L=(0,1).

The duality implies the equality
1 1
| Pra)g@ia= [ s@gls)ds
0 0

for all f€L'(0,1) of L'-norm | f|1 :fol |f(z)|dx and g€ L>°(0,1) of L>-norm ||g||ec =
esssup|g(z)|. In particular, the above equality implies, by letting g=1, that

/Ole(a:)dx:/()lf(x)da:.

That is, the Frobenius-Perron operator preserves the integral of functions. A compre-
hensive study of the Frobenius-Perron operator and the Koopman operator can be found
in [11], and [10] contains more materials on the numerical analysis of the Frobenius-
Perron operator.

We are looking for a density function such that Pf*=f*. This f* is called a
stationary density for P. Assume that P has a unique stationary density f*. We want
to approximate f* from the spline space S2, using the least squares technique.
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3. A quadratic spline least squares method
To develop our quadratic spline least squares method, we divide [0,1] into n equal
subintervals I; = [x;_1,x;] for i=1,2,...,n with the length h=1/n. The basis of S? is

2
Bn 1

33273317 B2

n—2
For the simplicity of notation, we write A,, =52 and ¢; = B? for all i. It is easy to see
that [ a1 =[[én-1l1 =1/6, [¢—1]l1 = [[¢n—2]L =5h/6, and
loilli=h, i=0,1,...,n—3.
Given f € LY(0,1), we define a function Q,, f € A,, such that
(@nf.0i)=(f,¢i),Vi=-2,—1,...,n—1,

where (f,g fo x)dz for all functions f and ¢ such that the integral is well
deﬁned If we write an Ej_fzc] ®;, then the coefficients c_g,c_1,...,c,,—1 are deter-
mined uniquely from the nonsingular system of linear equations

n—1

> ei(dg.0i) = (f.¢0), Vi=—2,—1,....;n—1. (3.1)

j=—2

In the following we always use B,, to denote the (n+2)x (n+2) coefficient ma-
trix of the linear system (3.1). The matrix B, depends only on the basis functions
b_2,0_1,...,0n—1, and a direct computation gives

[ 6 13 1
13 60 26 1
1 26 66 26 1
Bn:i c R x(n+2)
© 120

1 26 66 26 1
1 26 60 13
113 6]

When restricted to L2(0,1), it is easy to see that @, : L?(0,1) — L?(0,1) is actually
the orthogonal projection from L?(0,1) onto A,. Thus, it defines the corresponding
least squares approximation @, f of f by

f- Z cidi

i=—2

||f—an2=min{‘ VCZ‘GR}-

Now we can use the finite dimensional projection operator @, to develop the least
squares method for the computation of the stationary density f* of the Frobenius-Perron
operator P. In order to solve the infinite dimensional fixed point equation

Pf=f, feL'(0,1)

numerically, we apply @, to both the sides of the above equation and solve the resulting
discretized operator equation

anf:an7 fEArw (32)
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which is, since (Q, f, ;)= (f,¢i), equivalent to
(@nPf,0i)=(f,0:),i=—2,—1,....n—1.
It follows from (Q,Pf,¢;)=(Pf,¢;) that
(Pf,p:))=(f,0i),i=-2,—1,...,n—1.
By writing f= Z]—_z d;¢;, we obtain the following equations
n—1 n—1
> di(Poj¢i)= > di(¢j,¢i),i=-2,—1,....n—1. (3.3)
j=—2 j=—2
If we define the (n+2) x (n+2) matrix A,, = (a;;) with
aij=(Pd;,¢i) = (¢;,Udi),
then the system (3.3) can be written as
(A, —B,)d=0, (3.4)

where d= (d_27d_17. .. ,dn_l)T eR" 2,
Because of the partition of unity property of the basis functions ¢;, we can prove
the following existence result of the homogeneous Equation (3.4).

ProrosiTION 3.1. There is a monzero function f, €A, that solves the Equation
(3.2).
Proof.  Using Proposition 2.1 (iii), for each j we have
n—1 n—1
D a= Y (P;,0:)=(Pg;,1)
i=—2 i=—2
n—1
:(¢]a1):2 ¢J7¢z sz]
1=—2 1=—2
This shows that the row vector (1,1,...,1) is a left eigenvector of A,, — B,, corresponding

to the eigenvalue 0, thus A, — B, is smgular. Hence, there is a nonzero vector d such
that (A, — B,)d=0, so the nonzero function

n—1
= did;

j=—2
solves (3.2). ad

If we normalize f,, € A, so that || f,|l1 =1, then f, is a degree-2 spline least squares
approximation of the stationary density f* of the original Frobenius-Perron operator
P.

When implementing the least squares method, the main numerical work is the
formation of the matrix A. There are two ways to evaluate the entries of matrix A:
either from P or from U, so

v i(2)Po;(x) dv = (S j(z) d
a /supp(du)(b (x)Poj;(x) dx /Supp(¢j)¢ (S(x)) ¢;(x) dx
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4. Convergence analysis
In order to give the convergence analysis of the least squares method, we need to
investigate the projection operators @,,. For this purpose, the sequence of the matrices
B,, in the previous section will be studied now since it will play a key role in the

following. We first show that the matrix T}, =(120/h)B,, is nonsingular and the norm
of its inverse is uniformly bounded.

LEMMA 4.1. Let A=(a;;) € C™*" be strictly diagonally dominant. Then

1
[T R q——
T asisr |ais| =32z lais]

Proof. There exists y=(y1,Y2,.-.,yr) €C", |ly||oc =1, such that
1A oo = A7 ylloc-

Let x=(z1,72,...,2,)T = A7ly. Assume that |z;,| =maxi<;<,|7i|=||7||c. Since Azx=
Yy, we get

T
§ @i Tj = Yio-
j=1

Then, we have

io| | [aigiol = D 1@ios] | < ltigiomiol =D laio;a;|

J#io j#io
T
<D aigiw| =lyiol <1.
j=1

That is,

1
Ail =||T =|z;|< max —————.
|| HOO || HOO | ZO|_1SiST|aii|_2j7ﬁi‘aij|

LEMMA 4.2.  The matriz T, is nonsingular and | T, |1 <95/54 for all n.

Proof. Let

—
W =

|
\
oo

ool
O =
—_

Jn _ c R(n+2)><(n+2)
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Bl .
1
1
Kn — c R(n+2)>< (n+2) )
100 O
10 =1
_18
6
L 1_
Then
(6 0 0
0 191 143 1
0 123 385 26 1
0 1 26 66 26 1

M,=K,J,T,J 'K =

126 66 26

10

1 26 395 143 0
123 181

"0 06_

COMPUTING ABSOLUTELY CONTINUOUS INVARIANT MEASURES

It is easy to check that the symmetric matrix M, is strictly diagonally dominant, thus
it is positive definite, and so is T},. We also have || M, |1 =M, ! c-

Lemma 4.1, we see that || M, ]| <1/6. So

1T = K My Ky Ty
<y KM ) Ko 2
= JEE T My oo |1 K Jnln
19 1 10 95

<—X=X—=—.
6 6 3 b4

LEMMA 4.3.
(i) |Qunll1 <1900/9 uniformly.
(”) lim,, o0 ||an_f||1 =0 fO’f’ any f EL1(071).

Proof.
(i) Since

:((fv¢—2)a(fa¢—1)7"'5(fa¢n—1))T

for any fe L*(0,1), we have

16l = i [(f,0)] < Z (Ifl,¢:) = (If Z @) =LV =1/l

i=—2 i=—2 i=—2

According to

The operator sequence @, satisfies the following properties:

(4.1)
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Since B, = (h/120)T,,, by Lemma 4.2, ||B;!||; <1900/(9h). It follows from (4.1) and
llp:ll1 <h for all i that

1Qufl= |5 et <Z|czw¢>l||1<hz|cl|
i=—2 1=—2 i==2
1900
*h||0||1<h||B Hallblh < =5=1£11-

(i) If f€C3[0,1], then lim, o ||Qnf — f]l1 =0 from the approximation theory of
spline functions [1]. Since C*[0,1] is dense in L(0,1), (ii) follows from (i). ad

Now we establish the stability result for the sequence @,,. Before we prove the next
lemma, note that ¢.(z)=h"1q¢'((z —x;)/h), where

T, 0<z<1,

N ) —2x+3, 1<z <2,

¢(®)=1,"3 "2<r<3 (4.2)
0, x¢10,3].

LEMMA 4.4. For any f € L'(0,1),

\/an< Z |Cz Ci— 1|

i=—1

Proof. Since @, f is continuously differentiable,

1 i 1+1
nJ = n d n d
\O/Qf/OI(Q |x2L (Quf) () dz.

On the subinterval [z;,2;41], there are only three terms in the expression of @, f which
are nonzero; these terms are ¢;_o¢;_o, ¢;—1¢;—1, and ¢;¢;. So using (4.2), we have

\/an Z / T il a0+ i1 () + i) (@)

:;anéém ci,Q(%—i—l)Jrci,l(2¢+1—2“Z)+c2( )‘dm

1 n—1 .z, T . .
_h;/m (€i—2¢i1 +Ci—2)ﬁ+(ci—1*01—2)(Z+1)+(Ci_1*Ci)l dx

11
SE;§h(‘ci_ci71‘+‘ci—1_Ci72|)

1n—l n—1
:5Z(|C¢*Cz’—1|+|Ci—1*Ci—2|)S Z lci —ci—.

i=0 =1

The first inequality in the above is from the simple fact that

[ letenlae< (s =niertal+igs ). :
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LEMMA 4.5. FE
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In the equalities in B,,c=b, subtracting 5 times the first one from the second,
subtracting the sum of the first two from the third, subtracting the i-th equality from the
(i+1)-th with i=3,4,...,n—1, adding up the last two equalities and then subtracting
the third from the last, and 5 times the last equality and then subtracting the second
from the last in succession, we obtain the following equalities for ¢_1 —c_9,c0—c_1,¢1 —

yCn—1 —Cn-2:

(17 22 1
18 65 26 1
126 66 26 1

126 66 26 1
1 26 65 18

1 22 17|

M c1—cog T
Co—C-1
C1 —Cp

Cn—3 —Cn—4
Cn—2 —Cn-3

Ll Cn—1 —Cn—2 |

b_1—5b_2
bo—b_1—b_2
b1 —bo

bn73 - bn74
bn—1+4+bn—2—bn_3
5bn_1 — bn_z

.(4.3)

The following lemma gives a uniform upper bound for the inverse of the (n+1) x
(n+1) coefficient matrix F,, of the above system.

n

Proof. Let

r 22 1

L exists and |E; |1 <117/289 for all n.

c R(n+1)><(n+1)’
10—+
_1
17
1_
c R(n-‘rl) X (n—&-l)’
1
1
1_
e R(n+1) ><(n-',—1)7
1
1
1_
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1
1
1
Z, = c R x(n+1)
1
1
0 1
1 22
L —17 —17 L
Then
[17 0 0 i
0709 424 ¢
ZEQO 11]21 26 1

0 1 266626 1

N, =U, Vo, E,Z W, 2, =

126 66 26 1 0
1 26 1121 420 0

1
1 174 71079 0
0 017

Since N, is strictly diagonally dominant, it is nonsingular. So E,, is nonsingular. Ac-
cording to Lemma 4.1, we have || N, |1 =[N, 7 |lco <1/12. Thus
1l =W Zo Ny Un V[l
Wi Zu 1IN LU Va o
= WaZn |1 [N oo UVl
39 1 36 117

X —==—
17 12717 289
|

For the simplicity of notation, let w€R"™! be such that w;=c; —c;—1 for i=
—1,0,...,n—1 and denote the right-hand side vector of (4.3) by v. Then from E,u=wv,
and Lemmas 4.4 and 4.5, we have

n—1 117

1
VQuf< Y lei—cimal=llull < 1EZ illvlly < 359 1YlI- (4.4)
0

i=—1
Now we let feCl[O 1] and estimate ||v|; in terms of \/éf. In the following we
often use the equality \/ /= f |f/(x)|dx for fe€Clla,b]. For i=1,2,...,n—3, since

== [ stara (v [ e aca,

by changing the order of integration and noting that the integral of ¢ over any subinterval
of [0,3] with length 1 is at most 2, we obtain that

3
0
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x;+ht
/ / )| daq(t)dt
x; 1+ht

T—xi_

()dt| ' ( |dx—|—/ /7 D] ()| de

+// (t)de| /()
A

x;+ht

x)dxq(t)dt| <

x; 1+ht

Z;

1 / Tit2 , 1 Tit3 ,
<5 [ @il [ ir@ieg [ @i

i+2
w i4+2 w i+3

\/f+ \ 7.

$+2

cn\»—*

On the other hand, from the fact that ||¢_1||1 =5h/6 and ||¢_2|1 =h/6, we have
fo —5¢_o(z)]dz =0, so

2h 2h
|b1—5b2|=‘ / F(@)[d1(2) — 5o (x)]dz — / F) 61 (x) — 56 _o())da

< [ 1 @)= F0) o1 (@)~ 50 (o)ldo

Similarly, we get
4 1
[5bn—1 = bna| < £h \VA2
(n—2)h

By the same token, it follows from fol [po(x) —d_1(x) —dp_o(x)]dz =0 that

3h
lbo—b_1 —b_y| =

z)[¢po(x) —p_1(x) —p_2(x)]dx
3h
- / (1) [Bo(w) — 61(2) — 62 da
3h
< [ 1 @)= F0) ] 1on(a) ~ 61 (a) — 9-a(a) d
0
3h 3h
S\O/f / lbo(@) — 61(2) — p_a(2)|da

4 3h
:gh\o/f.
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Similarly,

1
4
‘bnfl +bn72 _bn73| S gh \/ f

(n—3)h
In summary, we have
120 =
||v||1=7(|b_1—5b_2|+|bo—b_1—b_2|+;|bi—bi_1|
+ |bn—1 +bn—2 _bn—3| + |5bn—1 _bn—2|)
T2 T3 n—3 x; Ti42 Ti4+3 Ty Ty
<96\/f+160\/F+> (20 \/ f+80\/ f+20\/ f|+160\/ f+96\/ f
zo zo i=1 Ti—1 T Tiy2 Ln—3 Tn—2
1
<356\/ /.
0

The above inequality and (4.4) establish the following stability result.
LEMMA 4.6. Let f€C*0,1]. Then for all n,

1 1
V@nf<145\/ 7.
0 0

We are ready to prove a convergence theorem for a class of piecewise onto, C?, and
stretching mappings S:[0,1] —[0,1]. The Lasota-Yorke inequality [10,11] for this class
of mappings says that, there are two constants o and >0 such that for all functions
f of bounded variation,

1 1
\/ Pr<a\/f+BIfl- (4.5)
0 0

As usual, we assume that the corresponding Frobenius-Perron operator P has a
unique stationary density f* for the purpose of convergence of our numerical method.

THEOREM 4.1.  Let S:[0,1]—[0,1] be such that its corresponding Frobenius-Perron
operator P maps C*-functions to C1-functions and satisfies (4.5) with o< 1/145. Then
for any sequence {fn} of the piecewise-quadratic least squares approximations of f* with

[falli=1,
lim || f, — f*|]1=0.
n— oo

Proof. Since f, =Q,Pf, and note the fact that f,, and Pf, are both in C[0,1],
Lemma 4.6 and (4.5) imply that

1

1 1
\ 1=\ QuPf.<145\/ P,
0 0

0

1 1
<145 (a\/fn+ﬁ||fn|1> =145a\/ f, + 145.
0 0
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Since 145a < 1,

1453
\/f"— =150 "

so by Helly’s lemma there is a subsequence {f,, } of {f,} that converges to some g€
L'(0,1). Clearly ||g|li=1. Since ||P|l1=1, from Lemma 4.3 (i), |QnP|1<]|Qnl1 <
1900/9 for all n. Consequently,

||g7Pg||1§ Hg*fnk”1+||fnk 7anpfnk”1

+||anpfnk anPgH1—|—||anPg—PgH1

1900
<llg—=Fuilli+ == fnx =9l +Q@ni Pg— Pyl

By letting k — oo in the above inequality, we get Pg=g by Lemma 4.3 (ii), so Pg*™ =g™
and Pg~ =g~ . Since f* is the unique stationary density of P, there must be g= f*
or g=—f*. Without loss of generality we may assume that g= f*. This proves the
theorem since every convergent subsequence of {f,} converges to f*. 0

Before ending the section, we present a weak convergence result for another class of
Frobenius-Perron operators. In the next theorem, we assume that the Frobenius-Perron
operator P maps L? functions to L? functions and satisfies

IPflz<alflz+Cllf N, ¥ f € L2(0,1), (4.6)

where a <1 and C are two constants. There exists a stationary density f*€ L?(0,1)
of P by Theorem 2.1 of [9]. By the same technique of [7], we can prove the following
result.

THEOREM 4.2. Suppose the stationary density f* of P is unique. Let f, € A, be such
that QP frn=fn and || fullt =1 for all n. Then {f,} converges weakly to f*.

Proof. Since Q,, is an orthogonal projection on L?(0,1) by definition, ||Q,|2=1.
From f,=Q,Pf, and (4.6),

[frllz =1@nP full2 <[P fnll2
<allfullz+Cllifalli=all fall2+C

which implies that

C
1 fnll2 < 7—

uniformly. Thus the sequence {f,} contains a subsequence {f,,} which converges
weakly to some ge& L'(0,1) [11]. Since P is weakly continuous [10], it follows that
Pg=g. The assumption that f* is the only stationary density of P ensures that g= f*.
So f, converges to f* weakly. 0

5. Numerical results

In this section we present some numerical experiment results on the performance
of the new quadratic spline least squares method (QS-LSM) and compare them with
those of the continuous piecewise-quadratic least squares method (CPQ-LSM) obtained
from [15] and the linear spline least squares method (LS-LSM), studied in [7,8]. We
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also present the piecewise-constant Markov method (Ulam), commonly known as Ulam’s
method [13,16], and the linear spline Markov method (LS-MM), studied in [6], for the
purpose of comparison. The results are reported in Tables 5.1 and 5.2 below. The test
mappings are

1—7:2’ \/§—1§CL‘§1,

2 0<zr<+v2-1,

2x

2x 1

= N<zr<sz
Sao)={ 295050

%7§SI§1,
S3(x)=4x(1—x),

1/3
1 1)? 1

Since they are piecewise onto and C2, from their respective explicit expressions and
by the definition (2.1) of the corresponding Frobenius-Perron operator P, it is easy to
check that P maps C'-functions to C'-functions. The unique fixed densities of S; are
given by

ol 4
f1($)—m7
won 2
f2(‘r)*(1+x)23
i () = ———

m/r(l—z)

fi(m)le(x—;)Q.

In the computation with MATLAB, we divided the interval [0,1] into 2* subintervals
for k=2,3,...,8. For the comparison of the errors we used

1
enznfn—f*nl:/O ) — 1* () do.

n Ulam LS-MM LS-LSM | CPQ-LSM | QS-LSM
53%x1072 [ 1.1x1072 [ 2.7x1073 | 4.4x10~* [ 5.1x107*%

8 [24x1072[43x103[65x10*| 46x107° | 4.9x10°°
16 | 1.2x1072 [ 1.6x1073 [ 1.7x107% | 6.1x107% [ 6.2%x10°F
32 | 55x107°% | 53x107% [ 43x107° | 82x10~7 | 7.3x10~ "
64 | 27x1072 [ 1.7x107T [ 1.1x1075 | 3.4x10°7 | 84x10~%
128 [ 1.3x10°3 [ 5.0x10°° [ 27x10° % | 2.3x10°7 [ 1.0x10°%
256 | 6.6x107% [ 1.5x107° | 6.4x10~7 | 1.8x107 | 1.3x 1079

S

TABLE 5.1. L' —norm errors comparison for Si.

It is clear from Tables 5.1 and 5.2 that the errors in QS-LSM are considerably
smaller than those of LS-LSM in the case of f; and f3. Also those tables demonstrate
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Ulam

LS-MM

LS-LSM

CPQ-LSM

QS-LSM

1.0x 1071

4.2x1072

7.7x1073

8.0x 1074

9.6x 1074

5.1x1072

1.8x 1072

1.9x 1073

1.3x 1071

1.3x107%

2.6x 1072

6.8x 1073

54x10~%

1.9x10°°

1.9x10°°

| =
B | | &~ 3

1.3x 1072

23x1073

1.4x 102

2.3%x10°6

22x10°F

64

6.6x 103

75x107%

3.6x107°

51x10°7

3.0x10°7

128

3.3x1073

23x1074

85x10°6

25x10~7

3.8x10°8

256

1.6x10~3

6.9%x107°

2.2x 1076

22x%x10°7

4.6x107°

TABLE 5.2. L' —norm errors comparison for Sa.

Ulam

LS-MM

LS-LSM

QS-LSM

=~

4.3%x107T

3.7x 1071

42%x107T

3.2x1071

[e 2]

3.7x1071

3.0x 1071

2.7x107 1

2.5x107!

28x107 1

22x1071

24x107 1

1.8x 1071

32

2.2x107!

1.6x 1071

1.7x 1071

1.4x 1071

64

1.6x10°1

1.2x10° 1

1.3x10°1

1.1x10° 1

128

1.2x 1071

8.5x 1072

9.7%x 1072

8.1x10~2

256

9.2x1072

6.1x1072

6.9x 1072

6.2x 1072

TABLE 5.3. L'—norm errors comparison for Ss.

that the order of convergence of QS-LSM is O(h3). The function f; is unbounded on
[0,1] so the order of error doesn’t follow any definite rule and all the methods have large
errors (see Table 5.3).

Under the same partition of [0,1] into n subintervals, the dimension of the space of
the corresponding spline functions is .+ 2, roughly half of that of the space of continuous
piecewise-quadratic ones. Even with much less computational cost and with the same
partition, the quadratic spline least squares method has smaller errors, especially when
n becomes larger and larger, which can be seen clearly from Tables 5.1 and 5.2 .

Finally, we discuss about fj. Since Psff=ff and f; is quadratic, we have
QnPsfi = fi for any n because @), is a projection onto the space of degree-2 splines.

6. Conclusions

We have developed a fast convergent numerical method based on the least squares
approximation via the projection of integrable functions to the subspace of quadratic
spline functions, which has a much better performance in the convergence rate than all
the current numerical schemes that have appeared in the literature of computational
ergodic theory. In particular, the choice of the quadratic splines in the least squares
approach is much less costly than the method employing continuous piecewise-quadratic
functions with the same subdivisions of the domain interval. Furthermore, the new
computational scheme converges faster than the others even under the same partition
of the interval. The numerical experiments indicate that the quadratic spline method
has a convergence rate of about order three under the L!'-norm when the stationary
density is smooth. If the stationary density is already a quadratic spline, the method
can compute it exactly when the partition of the interval matches that of the spline
function. A general convergence analysis based on the same matrix analysis technique
with other projection methods that satisfy the uniform boundedness condition (1.1) will
be studied in the future.
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