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CONVERGENCE ANALYSIS ON THE GIBOU-MIN METHOD FOR
THE HODGE PROJECTION*

GANGJOON YOONT, JEA-HYUN PARK#¥, AND CHOHONG MIN?

Abstract. The Hodge projection of a vector field is the divergence-free component of its Helmholtz
decomposition. In a bounded domain, a boundary condition needs to be supplied to the decomposition.
The decomposition with the non-penetration boundary condition is equivalent to solving the Poisson
equation with the Neumann boundary condition. The Gibou-Min method is an application of the
Poisson solver by Purvis and Burkhalter to the decomposition.

In the decomposition by the Gibou-Min method, an important L2-orthogonality holds between the
gradient field and the solenoidal field, which is similar to the continuous Hodge decomposition.

Using the orthogonality, we present a novel analysis which shows that the convergence order is 1.5
in the L2-norm for approximating the divergence-free vector field. Numerical results are presented to
validate our analyses.
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1. Introduction

The Helmholtz decomposition theorem [8] states that any smooth vector field U*
can be decomposed into the sum of a gradient field Vp and a divergence-free vector
field U. The decomposition is unique and orthogonal in L?. The Hodge projection of a
vector field is defined as the divergence-free component in its Helmholtz decomposition.

One of the main applications of the Hodge projection is the incompressible fluid
flow, whose phenomenon is represented by the Navier—Stokes equations. Consisting
of the conservation equation of momentum and the state equation of divergence-free
condition, the equations can be described by a convection-diffusion equation with the
Hodge projection applied at every moment. Chorin’s seminal approximation [3] for the
fluid flow first solves the convection-diffusion equation in a usual manner, and then
applies the Hodge projection. Other successful fluid solvers such as Kim and Moin’s [9],
Bell et al.’s [2], Gauge method [4] are in the same direction as that of Chorin’s.

The Helmholtz decomposition U*=U +Vp in a domain 2 can be implemented
through the Poisson equation —Ap=—-V-U*. In a bounded domain, the equation
needs to be supplied with boundary condition. There are two types of fluid boundary
conditions. One is the non-penetration boundary condition, U-n=0 on I'=0f), and
the other is the free boundary condition, p=ock on I' [11]. The free boundary condition
is, in other words, the Dirichlet boundary condition of the Poisson equation, and the
non-penetration boundary condition corresponds to the Neumann boundary condition,
g—z =U*nonl.

A classical finite difference method for solving the Poisson equation with the Dirich-
let boundary condition is the Shortley—Weller method. It has long been known to have
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a second order accurate solution, but only recently has there been mathematical anal-
yses of the convergence of its gradient. Le et al. showed the second order accuracy in
rectangular domains in 2004 and the order 1.5 in polygonal domains in 2007, and Yoon
and Min showed the second order accuracy in any smooth domains [13]. One weakness
of the Shortley—Weller method is that its associated linear system is not symmetric.
Gibou et al [5] introduced a symmetric modification of the method while keeping the
same second order accuracy for the solution.

A standard finite difference/volume method for the Poisson equation with the Neu-
mann boundary condition was introduced by Purvis and Burkhalter [12]. Though im-
plemented in uniform grid, the method can handle arbitrarily shaped domains. It is a
simple modification of the standard five-point finite difference method, and it consti-
tutes a five-banded sparse linear system that is diagonally dominant, symmetric and
positive semi-definite. Due to these nice properties, the linear system can be efficiently
solved by the Conjugate Gradient method with various efficient ILU preconditioners.

The Gibou-Min method [10] is an application of the Purvis-Burkhalter method on
the Hodge decomposition. In implementing the Hodge decomposition, the Neumann
boundary condition takes the divergence form g—z =V-U*, which delivers an L? or-
thogonality of the decomposition. The Gibou-Min method was applied to fluid-solid
interaction [6].

We briefly review the Gibou—Min method in Section 2 where the discrete gradient
and divergence operators are introduced. In Section 3, we show the discrete integration-
by-parts which leads to a discrete orthogonal decomposition. After decomposing the
consistency of the method, we prove an order of accuracy of 1.5 in the L?-norm for
approximating the divergence-free vector field U of the Hodge projection. Numerical
results are presented in Section 4 to validate our analyses. Our convergence analysis is
novel to the best of our knowledge.

2. Numerical method

In this section, we briefly review the Gibou-Min method [10] for the Hodge decom-
position with the non-penetration boundary condition. Given a vector field U* in a
bounded and connected domain 2, the following Poisson equation is solved for scalar p
with the Neumann boundary condition.

{—Ap: -V-U* in Q,

g—z =U*n onl:=00.

(2.1)

Then a vector field U, which is defined as U=U* — Vp, is the desired Hodge pro-
jection of U* that satisfies the divergence-free condition V-U =0 in 2, and the non-
penetration boundary condition U-n=0 on I'. The Gibou—Min method samples the
vector fields and scalar field on the Marker-and-Cell (MAC) staggered grid [7]. For
simplicity, we consider the 2D case in this section and the extension to 3D is straight-
forward.

Let hZ? denote the uniform grid in R? with step size h. For each grid node (x:,y5) €
hZ2, we let C; denote the rectangular control volume centered at that node, and we
denote its four edges by E, 1 and E;; 1 More specifically,

Cij =lwin,ma] Xy 1,500
Eipi;i=  mz1 X [y_1.9541]
Ejey =z pma] X yp.

Based on the MAC configuration, we define the node set and the edge sets.
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DEFINITION 2.1 (Node set and edge sets). Define Q":={(wz;,y;)€hZ?|C;;NQ#0}
to be the set of nodes whose control wvolumes intersect the domain. The edge

sets are defined in the same way, E!:= {(xi+%,yj)|Ei+%,j ﬂQ#@}, and B} :=
{(xi,yﬁ%)mm% rm;é(b}, with E":= ERU B!,
By the standard central finite differences, a discrete gradient operator is defined.

DEFINITION 2.2 (Discrete gradient). Given p:Q" =R, its gradient Gp: E" =R is de-
fined as

Pi+1,5 —Pij

(Gmp)i—&-%,j:%’
_ Pij+1—Dij
(Gyp)i}ij% ==

Whenever E; ;1 ; NQ#0, we will have C;; NQ#D and C;1,;NQF#0D, since Eii1,C
Cij,Ciy1,5. Hence the above definition is well posed for G*p and also for GYp. The
discrete gradient was simply defined by finite differences, however the discrete divergence
cannot be defined so. For each (x;,y;) € 2", the control volume’s four neighboring edges
may not lie in E", since C;; N # 0 implies neither Eii1 NQ#( nor Ei i1 NQ#). A
proper definition comes from the following identity.

/ V-Udx= / U-nds

Ci;NQ A(Ci;NQ)
0= / U-iids+ / U-fids. (2.2)
807;.7‘09 Cijﬁl_‘

With the non-penetration boundary condition U-7=0, the identity represents an
integral value of the divergence by a line integral over a fraction of the edges. To
measure this fraction, the following Heaviside functions are defined on the edge set.
We note that the Heaviside function is sampled only on edges, not in cells. Thus, the
nonempty intersectin of C;; N2 is not needed in Gibou-Min method, but will be needed
in Purvis-Burkhalter’s [12].

DEFINITION 2.3 (Heaviside function). For each edge, let

length (EH%J N Q) length (Ei,j+% N Q)

Hiyy 5= v and Hijyp=
length (EH%J-) length (EMJF%)
Note that H; 1 ;, H; ;1 €[0,1]. Its value 1 implies that the edge is totally inside

the domain, and the value 0 implies the edge is completely outside. One may approx-
imate the Heaviside function in different ways: Batty and Bridson [1] approximated
it by volume fraction instead of edge fraction. Between the two approximations, the
edge fraction, which the Gibou-Min method uses, shows much better convergence [10].
Using the Heaviside function, we now define the discrete divergence operator.

DEFINITION 2.4 (Discrete divergence). Given U = (u,v): E" — R, its discrete divergence
DU :Q" =R is defined as

(DU),;;= (“i+§,jHi+§,j —“i—%,jHi—é,j> “ht- (”i,j+%Hi,j+§ —“z',j—%Hi,j—Q .
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length(E,

f,j+%)

length(E; j 1) - H; ;1

)l

length(E;
(:I:i s y;)

l—,i,,))
‘ ;
L
-LJ

!

F1a. 2.1. The rectangular control volume Ci; has four edges E, | 1 j and E, jel- The Heaviside
2 TS

t#ﬁ.i.yth(E‘_'?_j) - H,

function is defined to be Hii%,j’Hi,ji% €[0,1] on the edges.

Note that the calculation of the discrete divergence involves the vector field only in
E". The edges not in E", whose Heaviside function values are zero, are ignored in the
calculation.

Given a vector field U*: E" -+ R, the Gibou-Min method computes a vector field
U":E" %R and a scalar field p": Q" =R such that DU" =0 in Q" and U* =U" 4+ Gp"
in Q". Substituting U”" with U* —Gp" in DU =0, we have the equation for p”,

~DGp"=—-DU* in Q" (2.3)

After p" is obtained by solving the above linear system, the solenoidal vector field
Ul =U*—Gp" is calculated.

3. Convergence analysis

In this section, we perform convergence analysis for the Gibou—Min method. Let
L":= DG denote its associated linear operator, then it maps a discrete function p”:
Q" - R to another function L"p":Q" =R defined by

h,h h h h h
(L"), =Hiy s 5 Piy; —pis) —Hioy (035 —pia;)
h h h h
+H; o1 (P — i) — Hi g1 (P —pi-1)s (3.1)
for each (z;,y;) € 2. Then we first show that the equation
—L"p"=-DU* (3.2)

has a unique solution p” satisfying > (ph)ij =0.
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LEMMA 3.1.  Ker (L") =span{lqgn}.

Proof Let p": Q" =R be a discrete function with L"p" =0. Since Q" is a finite set,
maxqn p" = pll ;. is achieved at some point (z;+,y;+) € Q". Since plL ;. is the maximum,
we have the following inequality.

Hiyy g (Pfyr e =P ) = Hicg j (i e =Pl —150)

2

To have the equality (thh)i*j* =0, the value of p?*j*should be equal to all of its

neighbors. Now the maximum is propagated to all of its neighbors. Recursively applying
the same idea to each neighborhood, the maximum should be propagated to the whole
region. Hence p" is globally constant. The other direction is trivial. ]

THEOREM 3.1 (Existence and uniqueness).  For a vector field U* : E" — R, the equation
—L"ph=—DU* has a unique solution p" € {1 }L.

Proof Since L" is symmetric, the range of L" is {1Qh}l. And since the function
DU* satisfies a compatibility condition ), j (DU*)ij =0, namely, DU* is in the range

{1gn}", there exists an unique solution p” € {1gn}™. O
3.1. Discrete integration-by-parts.  Two operators G:R?" - RE" and D:
h h
RE" 5 R satisfy the following discrete integration-by-parts.

DEFINITION 3.1 (Inner product between vector fields).  Given two vector fields U,V :
EM SR, their inner product is defined as

— 1 1 2 2 2 2
(U= Juiy g iy iy %+ D July g7 Higegh
i i

where U = (u!,u?) and V = (v',0v?).

DEFINITION 3.2 (Inner product between scalar fields).  Given two discrete functions
pb, p?: Q" =R, their inner product is defined as

(0.0%) = pipi %
0

With the two inner products defined, the following lemma shows that G is the
adjoint operator of —%D.

LEMMA 3.2 (Integration-by-parts).  For any function p: Q" =R and any vector field
U:E" =R, we have

(Gp,U) <p,thDU>.

Proof. Let a vector field U: E" =R be given by U = (u,v). Then it follows from
the definition of inner product between vector fields that

<GP’U>:Z(Gp)i+%,j“i+%,jHi+é,jh2*Z(Gp)i,j+§"’m‘% i+’
i i.j

2 2

,]
. Pit+1,5 —Pij 2 Pij+1 —Pij 2
=> :f%%gh{w%,jh + :f”i,j#mmlh
iy J

(]
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:_Zp”( l+273 i3 JHZ—* T, J+§Hz J+3 ”w’—%H J—*)h

<p’ 2P U>

The integration-by-parts leads to the following orthogonality theorem. U

THEOREM 3.2 (L?-orthogonality). Given a vector field U*: EM =R, there exists a
unique p" € {1gn}* such that DGp" = DU*. Therefore, the decomposition

U*=U"+Gp"  with DU" =
is unique. Furthermore, the decomposition is orthogonal, i.e. <Uh,Gph> =0.

Proof.  The uniqueness of the decomposition is straightforwardly proved by the
uniqueness of p". Moreover, since p" satisfies DGp= DU*, we have

= <DUh7ph> = _h2<UhaGph>'
0

3.2. Error estimate. Throughout this section, let p:Q—R and U= (u,v):
Q—R2 denote the analytic solution of the Helmholtz decomposition U* =U + Vp for
the given vector field U* = (u*,v*): Q—R2. Also let p": Q" —R and U": E* — R denote
the numerical solution for the Gibou-Min method for the given U*: E? = R.

DEFINITION 3.3 (Convergence error). The convergence error e :Qy, — R is defined as
et =p—ph.

DEFINITION 3.4 (Consistency). The consistency c: €, —R is defined as " = L"p—
Lhph.

LEMMA 3.3 (Decomposition of consistency). ¢ = %Ddh, where d": E" =R is defined
as

1 Di ——
h L i+1,j Wk )
di+%’j-_Hz‘+%7j / { h ! (I’”’yj)} W

EH_%J,PIQ
1 dp
* ! ) - a5 ! ) d )
Hi 1 / [u (xH-% y) oz (acﬁ% y)} Y

Ei+%ij

and d?ﬁ_l 1s defined in the same manner.
J T3

Proof. Splitting the constant part and variable part in the integral, we have

h * *
Hiy iy j=Hipy j(Pivr —pig) —Hipy jhouipy o + / (U*=Vp)-ndy.

EH%ij
From the definition of divergence,
1 h h h h h
E(Dd ) Z-‘r jd’L—‘r J Hi—%Jd’L'—%,j+Hi7j+%di7j+%_HJ—*d'L]—f'
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Using the splitting, we have

h(Ddh) 1+ ](p1+1,j pi]‘)—Hi_l,j(pij—pi—u)-i-"'

—h- H’L-‘r J z+ +h HZ_,]U:_7]+ o

+ / (U*—Vp)-nds.
acijﬂﬂ

Since U=U"*—Vp satisfies U-n=0on I' and V-U =0 in 2, we have
/ V-Udx= / U-nds+ / U-nds= / U-nds.
Cijﬁﬂ 8CijﬂQ Cijﬁl“ 80”09

Thus,

(Ddh)ij = (th)ij —(DU*);;+0=(L"p) - (L"p")

ij "

==

o
DEFINITION 3.5 (Big-oh notation). For a given quantity vy, depending on step size h,
we write

=0(h%)
for some real number o> 0, provided there exist two constants C,D >0 such that
|up| < Ch®
for all h< D.

Now we estimate the size of consistency in the decomposition.

LEMMA 3.4. For each i and j,

. {O(h3) if Hyps =1,

3.3
,L+27J O(hQ) Zf O<HZ+%,.]<17 ( )

and the same result holds for d?j+;-
T2

; : ; Pit1,j—=Pij _ Op
Proof.  Using Taylor series expansions for =+=+—=4 —3F and for u* ( Tig1 ,y) —

u* (xi+%,yj), we obtain the following. If HH_%J =1, then

d?+%,j:§%($i+%7yj> h? {83; <g§ u)] (xi+%7yj>+...

If0<H <1 then

1-H,.1.7T8 /O
h 2 tad | 9 (9P _ ) e
S L {a <8x “)M‘”Hz’%)*

These two relations prove the lemma. ]

Now we are ready to state our main result.
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THEOREM 3.3 (Convergence of gradient).  Given a smooth vector field U* | let U be its

analytic Hodge projection and U™ be the numerical approzimation from the Gibou—Min
method, then ||U—U"||,,=0(h'?).

Proof.  We decompose the vector field U —U" as U —U" = (U* —Vp) — (U* — Gp").
Since G is the standard central finite difference operator, Vp—Gp=0 (hQ). Hence it is
enough to show ||Gp— GthL2 =0 (h1'5).

From Lemmas 3.2 and 3.3, we have

1 1 /1
<hdh ~G(p=p") 7G<P_Ph)>: %l <hDdh—Lh (p—p") 7P—ph> =0.

Using this orthogonality, we have

2 2

1 s 2
:thh—G(p—Pf) +G =2
L2 L2
2
> |G (p=p")IL.

1
—dqh
[

Then it is enough to show that || %dh H2L2

< dh? > ZHer J( it3 J) +Z J+1(2J+%>2
= X o+ > o

H’i+%,j’H’L J+1_1 O<Hi H'i,j+%<1

=0(h™?)O(h°)+0(h )0 (h*)=0(h%).

=0 (h?’) Now we use the size estimate for d”,

15
+5.0

Here we used the fact that the number of inside edges, where H =1, grows quadratically,
and the number of edges near the boundary, where 0 < H <1, grows linearly. O

4. Numerical test

In this section, we numerically test the Gibou-Min method in two and three di-
mensions to validate our analysis. The tests are performed with a uniform grid spacing
3/N, where N is the number of grid points on one direction. Our analysis showed that
the L2-norm of the error U — U” decreases at least as fast as h*®. Our numerical results
also show the same order, which suggests that our analysis is optimal. The associated
matrix with the Gibou-Min method is sparse and symmetric positive-definite, and was
solved by the Conjugate Gradient method with stopping criteria ||r™|| <||r°|- 10712

4.1. Two dimensional example. In Q={(z,y)[z?+y* <1}, we take a vec-

_ ; _ T a2 .2 2074y’
tor field U = (u,v) with u(z,y)=—2zy+ \/;TyQ and v(z,y)=3z"+y _\/T%gﬁ’ and
choose a scalar variable p(x,y)=e*"Y. U was chosen such that U-7i=0 on 9 and
V-U=0in Q. On the vector field U* =U + Vp, the Gibou-Min method computes its

discrete Hodge projection U". The convergence behaviors are reported in Table 4.1.

4.2. Three dimensional example. In Q={(z,y)[z?+y*+2%> <1}, we take a
vector field U = (222 +3y?2—2xyz,—2® — 2y?) and a scalar variable p(x,y,z)=e" ¥*2,
Note that U-1=0 on 92 and V-U =0 in Q. The result of the Gibou—Min method on
U*=U+Vp is reported in Table 4.2.
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grid ”U_UhHm order
40% | 6.67x107°
802 [ 2.48x107 % | 1.42
1602 | 8.14x10~* | 1.60
3207 | 3.05x10~% | 1.41
6402 | 1.01x10~% [ 1.58

TABLE 4.1. Convergence order in the two dimensional example

grid | [[U-U"]],, | order
20° | 1.11x 102
40% | 3.89x1073 | 1.51
80% | 1.31x1073 | 1.57
1603 | 4.43x10~% | 1.56

TABLE 4.2. Convergence order in the three dimensional example

5. Conclusion

In this work, we performed convergence analyses for the Gibou-Min method that
calculates the Hodge projection. We introduced a discrete integration-by-parts, and an
L?-orthogonality theorem. Using the L2?-orthogonality between the error vector Gp—
Gp" and the consistency d", we proved the estimate ||U —U"| ;2 =O(h*?). According
to our numerical tests, the estimate ||U —U"|| 2 =O(h®) is tight.
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