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ERGODICITY AND FLUCTUATIONS OF A FLUID PARTICLE
DRIVEN BY DIFFUSIONS WITH JUMPS∗

GUODONG PANG† AND NIKOLA SANDRIĆ‡

Abstract. In this paper, we study the long-time behavior of a fluid particle immersed in a turbulent
fluid driven by a diffusion with jumps, that is, a Feller process associated with a non-local operator.
We derive the law of large numbers and central limit theorem for the evolution process of the tracked
fluid particle in the cases when the driving process: (i) has periodic coefficients, (ii) is ergodic or (iii)
is a class of Lévy processes. The presented results generalize the classical and well-known results for
fluid flows driven by elliptic diffusion processes.
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1. Introduction
Turbulence is one of the most important phenomena in nature and engineering. It

is a flow regime characterized by the presence of irregular eddying motions, that is,
motions with high level (high Reynolds number) of vorticity. The key problem is to
describe the chaotic motion of a turbulent fluid. In practice this is done by tracking
the evolution of a specially marked physical entity (particle) which is immersed in the
fluid. Clearly, such a particle must be light and small enough (noninertial) so that its
presence does not affect the flow pattern. In this way, the motion of the fluid may be
visualized through the evolution of this passively advected particle which follows the
streamlines of the fluid. In experimental sciences such a particle is often called a fluid
particle or passive tracer. The evolution of a fluid particle is described by the following
transport equation

ẋ(t)=v(t,x(t)), x(0)=x0, (1.1)

where v(t,x)∈Rd, d≥1, is the turbulent velocity vector field which describes the move-
ment of the fluid at point x∈Rd in space at time t≥0 and x(t)∈Rd is the position of
the particle at time t≥0. However, as we mentioned, turbulence is a chaotic process.
More precisely, the velocity vector field of any fluid flow which advects the fluid particle
should be a solution to the Navier-Stokes equation. But, solutions to the Navier-Stokes
equations for very turbulent fluids are unstable, that is, they have sensitive dependence
on the initial conditions that makes the fluid flow irregular both in space and time. In
other words, the velocity field v(t,x) at a fixed point varies with time in a nearly ran-
dom manner. Similarly, v(t,x) at a fixed time varies with position in a nearly random
manner. Due to this, a probabilistic approach to this problem might be adequate and it
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might bring a substantial understanding of turbulence. Accordingly, our aim is to study
certain statistical properties of the turbulence through simplified random velocity field
models which possess some empirical properties of turbulent fluid flows. Based on the
symmetries of the Navier-Stokes equation, it is well known that random velocity fields
of very turbulent flows (with high Reynolds numbers), among other properties, are time
stationary, space homogeneous and isotropic. We refer the reader to [15] and [33] for
an extensive overview on turbulent flows.

Now, instead of the transport Equation (1.1) we consider the following Itô’s stochas-
tic differential equation

dXt=V (t,Xt)dt+dBt, X0=x0. (1.2)

Here, {V (t,x)}t≥0,x∈Rd is a d-dimensional, d≥1, random velocity vector field defined on
a probability space (ΩV ,FV ,PV ) which describes the movement of a turbulent fluid and
{Bt}t≥0 is a d-dimensional zero-drift Brownian motion defined on a probability space
(ΩB ,FB ,PB) and given by a covariance matrix Σ=(σij)i,j=1,...,d describing the molecu-
lar diffusivity of the fluid. Recall that if for any T >0 there exist random constants CT

and DT such that

sup
0≤t≤T

|V (t,x,ωV )−V (t,y,ωV )|<CT (ωV )|x−y|, x,y∈Rd, PV -a.s,

and

sup
0≤t≤T

|V (t,x,ωV )|<DT (ωV )(1+ |x|), x∈Rd, PV -a.s,

then (1.2) has a unique solution (see [49, Theorem 5.2.1]) defined on (ΩV ×ΩB ,FV ×
FB ,PV ×PB) which can be seen as an elliptic diffusion process in a turbulent random
environment.

The main goal is to describe certain statistical properties of the fluid flow (that
is, of {Xt}t≥0) through the statistical properties of the velocity field {V (t,x)}t≥0,x∈Rd .
In particular, we are interested in the long-time behavior of {Xt}t≥0 (clearly, for small
times Xt≈x0). More precisely, we investigate whether

Xnt

n

PV ×PB -a.s.

−−−−−−−−−→ V̄ t (1.3)

as n−→∞, for some V̄ ∈Rd, and, if this is the case, we analyze fluctuations of {Xt}t≥0

around V̄ , that is, we investigate whether{
n

1
2

(
Xnt

n
− V̄ t

)}
t≥0

d−→{Wt}t≥0 (1.4)

as n−→∞. Here,
d−→ denotes the convergence in distribution, in the space of cádlág

functions endowed with the Skorohod J1 topology (see [10] or [37] for details), and
{Wt}t≥0 is a d-dimensional (possibly degenerate) zero-drift Brownian motion.

Long-time behavior of {Xt}t≥0 of type (1.3) and (1.4) has been very extensively
studied in the literature. In particular, ergodicity of {Xt}t≥0, under the assumption that
{V (t,x)}t≥0,x∈Rd is regular enough and has only finite dependency in time or space, has
been deduced in [41] and [42]. Regarding the analysis of fluctuations of {Xt}t≥0, yet
in 1923 G. I. Taylor [66] noticed that if the velocity field {V (t,x)}t≥0,x∈Rd decorrelates
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sufficiently fast in time or space, then the limit in (1.4) should have a diffusive character.
Rigorous mathematical analysis and proofs of this fact have occupied many authors.
By assuming certain additional structural and statistical properties of the velocity field
{V (t,x)}t≥0,x∈Rd (time or space independence, Markovian or Gaussian nature, strong
mixing property in time or space), Taylor’s observation has been confirmed (see [21, 22,
25, 26, 28, 29, 38, 44, 45, 50, 51] and the reference therein). Also, let us remark that
the lack of long-range (temporal or spatial) decorrelations of {V (t,x)}t≥0,x∈Rd may
lead to memory effects, that is, an “anomalous” (non-Markovian) diffusive behavior
(fractional Brownian motion, local times of certain Markov processes, subordinated
Brownian motion, exponential random variable) may appear as a limit in (1.4) (see
[19, 20, 23, 24, 27, 43, 48, 50] and the references therein).

In this paper, we consider a model in which the velocity field {V (t,x)}t≥0,x∈Rd is
space independent and its time dependence and randomness are governed by a diffusion
with jumps. More precisely,

V (t,x,ωV ) :=v(Ft(ωV )), t≥0, ωV ∈ΩV ,

where v :Rd̄−→Rd, d̄≥1, is a certain function (specified below) and {Ft}t≥0 is an

Rd̄-valued diffusion with jumps (Feller process) determined by an integro-differential
operator (infinitesimal generator) (A,DA) of the form

Af(x)= 〈b(x),∇f(x)〉+ 1

2
Tr c(x)D2 f(x)

+

∫
Rd̄

(
f(y+x)−f(x)−〈y,∇f(x)〉1{z:|z|≤1}(y)

)
ν(x,dy), f ∈DA. (1.5)

Our work is highly motivated by the works of A. Bensoussan, J-L. Lions and G. C.
Papanicolaou [4], R. N. Bhattacharya [8] and G. C. Papanicolaou, D. Stroock and S. R.
S. Varadhan [50] in which they consider a model with {Ft}t≥0 being a diffusion process
determined by a second-order elliptic operator (A,DA) of the form

Af(x)= 〈b(x),∇f(x)〉+ 1

2
Tr c(x)D2 f(x), f ∈DA,

and, under the assumptions that either {Ft}t≥0 is a diffusion on the d̄-dimensional

torus Rd̄/Zd̄ and v(x)=(Aw1(x), . . . ,Awd(x)), for w1, . . . ,wd∈C2(Rd̄/Zd̄), or {Ft}t≥0

is ergodic and v(x)=(Aw1(x), . . . ,Awd(x)), for w1, . . . ,wd∈C∞
c (Rd̄), they derive the

Brownian limit in (1.4). Here we extend their results by investigating the long-time
behaviors in (1.3) and (1.4) of {Xt}t≥0 driven by a diffusion with jumps.

We have identified three sets of conditions for the driving diffusion with jumps
{Ft}t≥0 under which the law of large numbers (LLN) in (1.3) and the central limit
theorem (CLT) in (1.4) hold for the process {Xt}t≥0. In the first case, in Theorem 3.1,
the driving process {Ft}t≥0 has periodic coefficients (b(x),c(x),ν(x,dy)). Here we also
assume the existence, continuity (in space variables) and strict positivity of a transition
density function p(t,x,y) of {Ft}t≥0; see discussions on the assumption in Remark 3.2.
These assumptions imply implicitly that the projection of the driving diffusion with
jumps on the torus Rd̄/Zd̄ is ergodic. In Theorem 3.2, we simply assume that the
driving diffusion with jumps is ergodic, and establish the limiting properties in (1.3) and
(1.4). Since any Lévy process has constant coefficients (Lévy triplet), in Theorem 3.3
we establish the limiting properties in (1.3) and (1.4) for a class of Lévy processes
with certain coefficients properties which relax the conditions from Theorem 3.1. Note
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that (non-trivial) Lévy processes are never ergodic, hence, in the Lévy process case,
the results in Theorem 3.2 do not apply. We also discuss the cases when the driving
diffusions with jumps are not necessarily ergodic in Section 6.

The main techniques used in [4, 8] and [50] are based on proving the convergence of
finite-dimensional distributions of the underlying processes, functional central limit the-
orems for stationary ergodic sequences and solving martingale problems, respectively.
On the other hand, our approach in proving the main results, Theorems 3.1, 3.2 and 3.3,
is through the characteristics of a semimartingale (note that the process {Xt}t≥0 in
our setting is a semimartingale). More precisely, by using the facts that {Ft}t≥0 and
{Bt}t≥0 are independent and the regularity assumptions imposed upon {Ft}t≥0, and by
the classical Birkhoff ergodic theorem, we can conclude the limiting behavior in (1.3).
To obtain the Brownian limit in (1.4), we reduce the problem to the convergence of the
corresponding semimartingale characteristics. Namely, since {Ft}t≥0 is a semimartin-
gale whose characteristics is given in terms of its Lévy triplet (see [60, Lemma 3.1 and
Theorem 3.5]), we explicitly compute the characteristics of {Xt}t≥0 and show that it
converges (in probability) to the characteristics of the Brownian motion {Wt}t≥0, which,
according to [37, Theorem VIII.2.17], proves the desired results.

The sequel of this paper is organized as follows. In Section 2, we give some pre-
liminaries on diffusions with jumps. In Section 3, we state the main results of the
paper, Theorems 3.1, 3.2 and 3.3. In Section 4, we prove Theorems 3.1 and 3.2, and
in Section 5, we prove Theorem 3.3. Finally, in Section 6, we present some discussions
on the ergodicity property of general diffusions with jumps and the limiting behaviors
in (1.3) and (1.4) when the velocity field {V (t,x)}t≥0,x∈Rd̄ is governed by general, not
necessarily ergodic, diffusions with jumps.

2. Preliminaries on diffusions with jumps
Let (Ω,F ,{Px}x∈Rd̄ ,{Ft}t≥0,{θt}t≥0,{Mt}t≥0), denoted by {Mt}t≥0 in the sequel,

be a Markov process with state space (Rd̄,B(Rd̄)), where d̄≥1 and B(Rd̄) denotes the
Borel σ-algebra on Rd̄. A family of linear operators {Pt}t≥0 on Bb(Rd̄) (the space of
bounded and Borel measurable functions), defined by

Ptf(x) :=Ex[f(Mt)], t≥0, x∈Rd̄, f ∈Bb(R
d̄),

is associated with the process {Mt}t≥0. Since {Mt}t≥0 is a Markov process, the family

{Pt}t≥0 forms a semigroup of linear operators on the Banach space (Bb(Rd̄),‖·‖∞), that
is, Ps ◦Pt=Ps+t and P0= I for all s,t≥0. Here, ‖·‖∞ denotes the supremum norm on
the space Bb(Rd̄). Moreover, the semigroup {Pt}t≥0 is contractive, that is, ‖Ptf‖∞≤
‖f‖∞ for all t≥0 and all f ∈Bb(Rd̄), and positivity preserving, that is, Ptf ≥0 for all
t≥0 and all f ∈Bb(Rd̄) satisfying f ≥0. The infinitesimal generator (Ab,DAb) of the
semigroup {Pt}t≥0 (or of the process {Mt}t≥0) is a linear operator Ab :DAb −→Bb(Rd̄)
defined by

Abf := lim
t→0

Ptf−f

t
, f ∈DAb :=

{
f ∈Bb(R

d̄) : lim
t→0

Ptf−f

t
exists in ‖·‖∞

}
.

We call (Ab,DAb) the Bb-generator for brevity.
A Markov process {Mt}t≥0 is said to be a Feller process if its corresponding semi-

group {Pt}t≥0 forms a Feller semigroup. This means that the family {Pt}t≥0 is a
semigroup of linear operators on the Banach space (C∞(Rd),‖·‖∞) and it is strongly
continuous, that is,

lim
t→0

‖Ptf−f‖∞=0, f ∈C∞(Rd̄).
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Here, C∞(Rd̄) denotes the space of continuous functions vanishing at infinity. Every
Feller semigroup {Pt}t≥0 can be uniquely extended to Bb(Rd̄) (see [59, Section 3]). For
notational simplicity, we denote this extension again by {Pt}t≥0. Also, let us remark
that every Feller process possesses the strong Markov property and has càdlàg sample
paths (see [36, Theorems 3.4.19 and 3.5.14]). This entails that {Mt}t≥0 is progressively

measurable, that is, for each t>0 the function (s,ω) 
−→Ms(ω) on [0,t]×Rd̄ is measur-
able with respect to the σ-algebra B([0,t])×Ft, where B([0,t]) is the Borel σ-algebra
on [0,t] (see [36, Proposition 3.6.2]). In particular, under an appropriate choice of the
velocity function v(x), the process {Xt}t≥0 in (1.2) is well defined. Further, in the case

of Feller processes, we call (A∞,DA∞) :=(Ab,DAb ∩C∞(Rd̄)) the Feller generator for
brevity. Note that, in this case, DA∞ ⊆C∞(Rd̄) and A∞(DA∞)⊆C∞(Rd̄). If the set
of smooth functions with compact support C∞

c (Rd̄) is contained in DA∞ , that is, if the
Feller generator (A∞,DA∞) of the Feller process {Mt}t≥0 satisfies

(C1) C∞
c (Rd̄)⊆DA∞ ,

then, according to [17, Theorem 3.4], A∞|C∞
c (Rd̄) is a pseudo-differential operator, that

is, it can be written in the form

A∞|C∞
c (Rd̄)f(x)=−

∫
Rd̄

q(x,ξ)ei〈ξ,x〉f̂(ξ)dξ, (2.1)

where f̂(ξ) :=(2π)−d̄
∫
Rd̄ e

−i〈ξ,x〉f(x)dx denotes the Fourier transform of the function

f(x). The function q :Rd̄×Rd̄−→C is called the symbol of the pseudo-differential oper-
ator. It is measurable and locally bounded in (x,ξ) and continuous and negative definite
as a function of ξ. Hence, by [35, Theorem 3.7.7], the function ξ 
−→ q(x,ξ) has, for each
x∈Rd̄, the following Lévy–Khintchine representation

q(x,ξ)=a(x)− i〈ξ,b(x)〉+ 1

2
〈ξ,c(x)ξ〉

−
∫
Rd̄

(
ei〈ξ,y〉−1− i〈ξ,y〉1{z:|z|≤1}(y)

)
ν(x,dy), (2.2)

where a(x) is a nonnegative Borel measurable function, b(x) is an Rd̄-valued Borel
measurable function, c(x) :=(cij(x))1≤i,j≤d̄ is a symmetric nonnegative definite d̄× d̄

matrix-valued Borel measurable function and ν(x,dy) is a Borel kernel on Rd̄×B(Rd̄),
called the Lévy measure, satisfying

ν(x,{0})=0 and

∫
Rd̄

min{1, |y|2}ν(x,dy)<∞, x∈Rd̄.

The quadruple (a(x),b(x),c(x),ν(x,dy)) is called the Lévy quadruple of the pseudo-
differential operator A∞|C∞

c (Rd̄) (or of the symbol q(x,ξ)). In the sequel, we assume the

following conditions on the symbol q(x,ξ):

(C2) ‖q(·,ξ)‖∞≤ c(1+ |ξ|2) for some c≥0 and all ξ∈Rd̄ ;

(C3) q(x,0)=a(x)=0 for all x∈Rd̄.

Let us remark that, according to [60, Lemma 2.1], condition (C2) is equivalent with the
boundedness of the coefficients of the symbol q(x,ξ), that is,

‖a‖∞+‖b‖∞+‖c‖∞+

∥∥∥∥∫
Rd̄

min{1,y2}ν(·,dy)
∥∥∥∥
∞
<∞,
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and, according to [59, Theorem 5.2], condition (C3) (together with condition (C2)) is
equivalent with the conservativeness property of the process {Mt}t≥0, that is, Px(Mt∈
Rd̄)=1 for all t≥0 and all x∈Rd̄. Also, by combining (2.1), (2.2), and (C3), it is easy
to see that A∞, on C∞

c (Rd̄), has a representation as an integro-differential operator
given in (1.5).

Throughout this paper, {Ft}t≥0 denotes a Feller process satisfying conditions (C1),
(C2), and (C3). Such a process is called a diffusion with jumps. If ν(x,dy)=0 for all
x∈Rd̄, then {Ft}t≥0 is just called a diffusion. Note that this definition agrees with the
standard definition of elliptic diffusion processes (see [52]).

Further, note that in the case when the symbol q(x,ξ) does not depend on the
variable x∈Rd̄, {Mt}t≥0 becomes a Lévy process, that is, a stochastic process with
stationary and independent increments and càdlàg sample paths. Moreover, unlike
Feller processes, every Lévy process is uniquely and completely characterized through
its corresponding symbol (see [58, Theorems 7.10 and 8.1]). According to this, it is not
hard to check that every Lévy process satisfies conditions (C1), (C2) and (C3) (see
[58, Theorem 31.5]). Thus, the class of processes we consider in this paper contains
the class of Lévy processes. Also, a Lévy process is denoted by {Lt}t≥0. For more on
diffusions with jumps we refer the readers to the monograph [12].

Finally, we recall relevant definitions of ergodicity of Makov processes. Let
(Ω,F ,{Px}x∈S ,{Ft}t≥0,{θt}t≥0,{Mt}t≥0), denoted by {Mt}t≥0 in the sequel, be a
Markov process on a state space (S,S). Here, S is a nonempty set and S is a σ-algebra
of subsets of S. A probability measure π(dx) on S is called invariant for {Mt}t≥0 if∫

S

Px(Mt∈B)π(dx)=π(B), t≥0, B∈S.

A set B∈F is said to be shift-invariant if θ−1
t B=B for all t≥0. The shift-invariant

σ-algebra I is a collection of all such shift-invariant sets. The process {Mt}t≥0 is said
to be ergodic if it possesses an invariant probability measure π(dx) and if I is trivial
with respect to Pπ(dω), that is, Pπ(B)=0 or 1 for every B∈I. Here, for a probability
measure μ(dx) on S, Pμ(dω) is defined as

Pμ(dω) :=

∫
S

Px(dω)μ(dx).

Equivalently, {Mt}t≥0 is ergodic if it possesses an invariant probability measure π(dx)
and if all bounded harmonic functions are constant π-a.s. (see [46]). Recall, a bounded
measurable function f(x) is called harmonic (with respect to {Mt}t≥0) if∫

S

Px(Mt∈dy)f(y)=f(x), x∈S, t≥0.

The process {Mt}t≥0 is said to be strongly ergodic if it possesses an invariant probability
measure π(dx) and if

lim
t→∞‖Px(Mt∈·)−π(·)‖TV =0, x∈S,

where ‖·‖TV denotes the total variation norm on the space of signed measures on
S. Recall that strong ergodicity implies ergodicity (see [8, Proposition 2.5]). On the
other hand, ergodicity does not necessarily imply strong ergodicity (for example, see
Remark 3.4).
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3. Main results
Before stating the main results of this paper, we introduce some notation we need.

Let τ := (τ1, . . . ,τd̄)∈ (0,∞)d̄ be fixed and let τZd̄ := τ1Z×···×τd̄Z. For x∈Rd̄, we define

xτ :={y∈Rd̄ :x−y∈ τZd̄} and Rd̄/τZd̄ :={xτ :x∈Rd̄}.
Clearly, Rd̄/τZd̄ is obtained by identifying the opposite faces of [0,τ ] := [0,τ1]× . . .×
[0,τd̄]. Next, let Πτ :Rd̄−→ [0,τ ], Πτ (x) :=xτ , be the covering map. A function f :
Rd̄−→R is called τ -periodic if f ◦Πτ (x)=f(x) for all x∈Rd̄. For an arbitrary τ -periodic
function f :Rd̄−→R, by fτ (xτ ) we denote the restriction of f(x) to [0,τ ].

We now state the main results of this paper, the proofs of which are given in
sections 4 and 5.

Theorem 3.1. Let {Ft}t≥0 be a d̄-dimensional diffusion with jumps with symbol q(x,ξ)
which, in addition, satisfies:

(C4) the function x 
−→ q(x,ξ) is τ -periodic for all ξ∈Rd̄, or, equivalently, the corre-
sponding Lévy triplet (b(x),c(x),ν(x,dy)) is τ -periodic;

(C5) {Ft}t≥0 possesses a transition density function p(t,x,y), that is,

Ptf(x)=

∫
Rd̄

f(y)p(t,x,y)dy, t>0, x∈Rd̄, f ∈Bb(R
d̄),

such that (x,y) 
−→p(t,x,y) is continuous and p(t,x,y)>0 for all t>0 and all
x,y∈Rd̄.

Then, for any probability measure 	(dx) on B(Rd) having finite first moment, any initial
distribution ρ(dx) of {Ft}t≥0 and any τ -periodic w1, . . . ,wd∈C2

b (R
d̄),

Xnt

n

P
ρ
V ×P

�
B -a.s.

−−−−−−−−−→ V̄ t, (3.1)

as n−→∞, and, under Pρ
V ×P�

B(dωV ,dωB),{
n

1
2

(
Xnt

n
− V̄ t

)}
t≥0

d−→{Wt}t≥0, (3.2)

as n−→∞, where

V̄ :=

(∫
Rd

x1	(dx), . . . ,

∫
Rd

xd	(dx)

)
. (3.3)

Here, Ck
b (R

d̄), k≥0, denotes the space of k times differentiable functions such that all
derivatives up to order k are bounded, V (t,x,ωV )=(Aw1(Ft(ωV )), . . . ,Awd(Ft(ωV ))),
where the operator A is defined by (1.5), and {Wt}t≥0 is a d-dimensional zero-drift
Brownian motion determined by a covariance matrix of the form:

C :=

(
σij+

∫
[0,τ ]

[
〈∇wi(xτ ),c(xτ )∇wj(xτ )〉

+

∫
Rd̄

(
wi(y+xτ )−wi(xτ )

)(
wj(y+xτ )−wj(xτ )

)
ν(xτ ,dy)

]
πτ (dxτ )

)
1≤i,j≤d

, (3.4)
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where πτ (dxτ ) is an invariant measure associated with the projection of {Ft}t≥0, with
respect to Πτ (x), on [0,τ ].

Remark 3.1. Two nontrivial examples of diffusions with jumps satisfying the con-
ditions in (C5) can be found in the classes of diffusions and stable-like processes. If
{Ft}t≥0 is a diffusion with Lévy triplet (b(x),c(x),0), such that infx∈Rd̄〈ξ,c(x)ξ〉≥ c|ξ|2,
for some c>0 and all ξ∈Rd̄, and b(x) and c(x) are Hölder continuous with the index
0<β≤1, then, in [65, Theorem A], it has been proven that {Ft}t≥0 possesses a con-
tinuous (in space variables) and strictly positive transition density function. Note that,
because of the Feller property, A∞(C∞

c (Rd̄))⊆C∞(Rd̄), hence b(x) and c(x) are always
continuous functions.

Let α :Rd̄−→ (0,2) and γ :Rd̄−→ (0,∞) be arbitrarily bounded and continuously
differentiable functions with bounded derivatives, such that

0< inf
x∈Rd̄

α(x)≤ sup
x∈Rd̄

α(x)<2 and inf
x∈Rd̄

γ(x)>0.

Under these assumptions, in [3], [39, Theorem 5.1] and [62, Theorem 3.3.] it has been
shown that there exists a unique diffusion with jumps, called a stable-like process, de-
termined by a symbol of the form

q(x,ξ)=γ(x)|ξ|α(x)

which satisfies condition (C5). Note that when α(x) and γ(x) are constant functions,
we deal with a rotationally invariant stable Lévy process.

Remark 3.2. In (C5) we assume the existence, continuity (in space variables) and
strict positivity of a transition density function p(t,x,y) of {Ft}t≥0. According to [56,
Theorem 2.6], the existence of p(t,x,y) also follows from∫

Rd̄

exp

[
−t inf

x∈Rd̄
Req(x ,ξ)

]
dξ<∞, t>0, x∈Rd̄, (3.5)

under

sup
x∈Rd̄

|Imq(x,ξ)|≤ c inf
x∈Rd̄

Req(x,ξ) (3.6)

for some 0≤ c<1 and all ξ∈Rd̄. According to [32] and [58, Theorems 7.10 and 8.1], in
the Lévy process and diffusion cases, in order to ensure the existence of a transition
density function, (3.6) is not necessary. Further, note that (3.5) and (3.6) also imply
the continuity of (x,y) 
−→p(t,x,y) for all t>0. Indeed, according to [62, Theorem 2.7],
we have

sup
x∈Rd̄

∣∣∣Ex
[
eiξ(Ft−x)

]∣∣∣≤ exp

[
− t

16
inf

x∈Rd̄
Req(x ,2ξ)

]
, t>0, ξ∈Rd̄. (3.7)

Thus, from (3.5) and [58, Proposition 2.5], we have

p(t,x,y)=(2π)−d̄

∫
Rd̄

e−iξ(y−x)Ex
[
eiξ(Ft−x)

]
dξ, t>0, x,y∈Rd̄. (3.8)

Next, by [59, Theorem 3.2], the function x 
−→Ex
[
eiξ(Ft−x)

]
is continuous for all ξ∈Rd̄.

Finally, the continuity of (x,y) 
−→p(t,x,y), t>0, follows directly from (3.5), (3.7), (3.8),
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and the dominated convergence theorem. On the other hand, the strict positivity of the
transition density function p(t,x,y) is a more complex problem. In the Lévy process
and diffusion case this problem has been considered in [13, 14, 32, 64] and [65]. In the
general case, the best we were able to prove is given in Proposition 6.1 in Section 6.

In Theorem 3.1 the strong ergodicity is hidden in assumptions (C4) and (C5) (see
Section 4). In Theorem 3.2, we assume (strong) ergodicity directly and show the LLN
and CLT hold. From the physical point of view, ergodicity is a natural property of tur-
bulent flows. Namely, a system is ergodic if the underlying process visits every region of
the state space. On the other hand, very turbulent flows (with high Reynolds numbers)
are characterized by a low momentum diffusion and high momentum advection. In
other words, a fluid particle in a very turbulent fluid has a tendency to visit all regions
of the state space.

Theorem 3.2. Let {Ft}t≥0 be a d̄-dimensional diffusion with jumps and let w1, . . . ,wd∈
C2

b (R
d̄) be arbitrary. If {Ft}t≥0 is ergodic with an invariant probability measure π(dx),

then there exists a π(dx) measure zero set B∈B(Rd̄), such that for any probability
measure 	(dx) on B(Rd) having finite first moment and any initial distributions ρ(dx)
of {Ft}t≥0, satisfying ρ(B)=0, we have

Xnt

n

P
ρ
V ×P

�
B -a.s.

−−−−−−−−−→ V̄ t, (3.9)

as n−→∞, and, under Pρ
V ×P�

B(dωV ,dωB),{
n

1
2

(
Xnt

n
− V̄ t

)}
t≥0

d−→{Wt}t≥0, (3.10)

as n−→∞. Here, V̄ is given in (3.3), V (t,x,ωV )=(Aw1(Ft(ωV )), . . . ,Awd(Ft(ωV ))),
where the operator A is defined by (1.5), and {Wt}t≥0 is a d-dimensional zero-drift
Brownian motion determined by a covariance matrix of the form (3.4), with π(dx) in-
stead of πτ (dxτ ). In addition, if {Ft}t≥0 is strongly ergodic, then the above convergences
hold for any initial distribution of {Ft}t≥0.

Note that diffusions satisfy the assumptions in (C5) (see [52] and [65, Theorem A]).
Hence, Theorems 3.1 and 3.2 generalize the results related to diffusions, presented in
[8] and [50]. Also, note that Theorem 3.2 is not applicable to Lévy processes, since a
(non-trivial) Lévy process is never ergodic. On the other hand, in the Lévy process case,
we can relax the assumptions in (C5), that is, in order to derive the limiting behaviors
in (1.3) and (1.4) the strong ergodicity will not be crucial anymore. Because of space
homogeneity of Lévy processes, the assumption in (C4) is automatically satisfied. First,
recall that for a τ -periodic locally integrable function f(x) its Fourier coefficients are
defined by

f̂(k) :=
1

|τ |
∫
[0,τ ]

e−i
2π〈k,x〉

|τ| f(x)dx, k∈Zd̄,

where |τ | := τ1τ2 · · ·τd̄. Under the assumption that∑
k∈Zd̄

|f̂(k)|<∞, (3.11)
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f(x)=
∑

k∈Zd̄ f̂(k)e
i
2π〈k,x〉

|τ| . For example, (3.11) is satisfied if f ∈C1
b (R

d̄) (see [34, Theo-

rems 3.2.9 and 3.2.16]). In general,
∑

k∈Zd̄ |f̂(k)‖k|n<∞, n≥0, if f ∈Cn+1
b (Rd̄). Recall

that we use notation {Lt}t≥0 instead of {Ft}t≥0 for Lévy processes as the driving process
of {Xt}t≥0.

Theorem 3.3. Let {Lt}t≥0 be a d̄-dimensional Lévy process with symbol q(ξ) satisfy-
ing

Req

(
2πk

|τ |
)
>0, k ∈Zd̄ \{0}, (3.12)

and let w1, . . . ,wd∈C2
b (R

d̄) be τ -periodic. Then, there exists a Lebesgue measure zero

set B∈B(Rd̄), such that for any probability measure 	(dx) on B(Rd) having finite first
moment and any initial distribution ρ(dx) of {Lt}t≥0, satisfying ρ(B)=0, we have

Xnt

n

P
ρ
V ×P

�
B -a.s.

−−−−−−−−−→ V̄ t, (3.13)

as n−→∞, and, under Pρ
V ×P�

B(dωV ,dωB),{
n

1
2

(
Xnt

n
− V̄ t

)}
t≥0

d−→{Wt}t≥0, (3.14)

as n−→∞. Here, V̄ is given in (3.3), V (t,x,ωV )=(Aw1(Lt(ωV )), . . . ,Awd(Lt(ωV ))),
where the operator A is defined by (1.5), and {Wt}t≥0 is a d-dimensional zero-drift
Brownian motion determined by the covariance matrix given in (3.4) with πτ (dxτ )=
dxτ/|τ |. In addition, if

∑
k∈Zd̄\{0}

|k|2|ŵi(k)|
(
1+

(
Req

(
2πk

|τ |
))−2

)
<∞, i=1, . . . ,d, (3.15)

then the convergence in (3.14) holds for any initial distribution of {Lt}t≥0.

Remark 3.3. Note that when

Req

(
2πk

|τ |
)
>0, k ∈Zd̄ \{0}, and liminf

|k |−→∞
Req

(
2πk

|τ |
)
>0,

the condition in (3.15) reduces to∑
k∈Zd̄\{0}

|k|2|ŵi(k)<∞, i=1, . . . ,d.

For example, this is the case when the function ξ 
−→Req(ξ) is radial and the function
|ξ| 
−→Req(ξ) is nondecreasing.

Remark 3.4. A simple example where Theorem 3.1 is not applicable, while The-
orem 3.3 gives an answer is as follows. Let w(x)=sinx and let {Lt}t≥0 be a one-
dimensional Lévy process given by Lévy triplet of the form (0,0,δ−1(dy)+δ1(dy)). Then,
clearly,

ŵ(k)=

{
1
2 , k=−1,1,
0, otherwise,

and q(ξ)=2(1−cosξ).



G. PANG AND N. SANDRIĆ 337

Further, note that q(k) �=0 for all k∈Z\{0}. Thus, the condition in (3.15) (and (3.12))
holds true and consequently for any initial distribution of {Lt}t≥0,{

n− 1
2

∫ nt

0

Abw(Ls)ds

}
t≥0

d−→{Wt}t≥0,

where {Wt}t≥0 is a zero-drift Brownian motion with the variance parameter
C=2(1−cos1). Also, note that, according to Proposition 5.2 below, {L2π

t }t≥0 is er-
godic but obviously it is not strongly ergodic (with respect to dx2π/2π).

Remark 3.5. In Theorem 3.1 we implicitly assume (through conditions (C4) and
(C5)) that the underlying process {F τ

t }t≥0 is strongly ergodic and conclude the limiting
behaviors in (3.1) and (3.2) for any initial distribution of {Ft}t≥0. In Theorem 3.3
we implicitly assume (through (3.12)) only the ergodicity of {Lτ

t }t≥0 and the best we
can conclude is that the limiting behaviors in (3.13) and (3.14) hold for any initial
distribution of {Lt}t≥0 whose overall mass is contained in the complement of a certain
Lebesgue measure zero set. (See more discussions on the condition 3.12 in Section 5.1.)
If, in addition, we assume that {Lt}t≥0 satisfies (C5), then {Lτ

t }t≥0 becomes strongly
ergodic. Conditions that certainly ensure this are the integrability of e−tq(ξ), t>0,
and that either the Brownian or jumping component is nondegenerate and possesses a
strictly positive transition density function (see [58, Theorem 19.2 and Lemma 27.1]).
Note that for the jumping part to possess a transition density function it is necessary
that ν(Rd̄)=∞. Very recently in [61, Theorem 4.1] it has been shown that {Lτ

t }t≥0

is strongly ergodic if there exists some t0>0 such that for every t≥ t0, the transition
function p(t,x,dy) of {Lt}t≥0 has (with respect to the Lebesgue measure) an absolutely
continuous component. According to [61, Theorem 4.3], a sufficient condition that
guarantees the existence of an absolutely continuous component of p(t,x,dy), t>0, is
that there exists ε>0, such that for

νε(B) :=

{
ν(B), ν(Rd̄)<∞,

ν({x∈B : |x|≥ε}), ν(Rd̄)=∞,

either the k-fold convolution ν∗kε (dy), k≥1, has an absolutely continuous component or
there exist η>0 and k≥1, such that

inf
x∈Rd̄,|x|≤η

ν∗kε ∧(δx ∗ν∗kε )(Rd̄)>0. (3.16)

Here, for two probability measures ρ(dx) and 	(dx), (ρ∧	)(dx) :=ρ(dx)−(ρ−	)+(dx),
where (ρ−	)±(dx) is the Hahn–Jordan decomposition of the signed measure (ρ−	)(dx).
Intuitively, condition (3.16) ensures enough jump activity of the underlying pure jump
Lévy process.

4. Proofs of Theorems 3.1 and 3.2

4.1. Preliminaries on periodic diffusions with jumps. We start this
subsection with the following observation. Let {Mt}t≥0 be an Rd̄-valued, d̄≥1, Markov

process with semigroup {Pt}t≥0 and let Πτ :Rd̄−→ [0,τ ] be the covering map, defined in

the previous section. Recall that τ := (τ1, . . . ,τd̄)∈ (0,∞)d̄ and [0,τ ] := [0,τ1]×···× [0,τd̄].
Next, denote by {Mτ

t }t≥0 the process on [0,τ ] obtained by the projection of the process
{Mt}t≥0 with respect to Πτ (x), that is, Mτ

t :=Πτ (Mt), t≥0. Then, if {Mt}t≥0 is “τ -
periodic”, {Mτ

t }t≥0 is a Markov process. More precisely, by assuming that



338 ERGODICITY AND FLUCTUATIONS OF A FLUID PARTICLE

(A1) {Pt}t≥0 preserves the class of all τ -periodic functions in Bb(Rd̄), that is, x 
−→
Ptf(x) is τ -periodic for all t≥0 and all τ -periodic f ∈Bb(Rd̄),

by [40, Proposition 3.8.3], the process {Mτ
t }t≥0 is a Markov process on ([0,τ ],B([0,τ ])

with positivity preserving contraction semigroup {P τ
t }t≥0 on the space (Bb([0,τ ]),‖·‖∞)

given by

P τ
t fτ (xτ ) :=Exτ

τ [fτ (M
τ
t )]=

∫
[0,τ ]

fτ (yτ )P
xτ
τ (Mτ

t ∈dyτ )

for all t≥0, all xτ ∈ [0,τ ] and all fτ ∈Bb([0,τ ]), where

Pxτ
τ (Mτ

t ∈dyτ ) :=
∑

k∈τZd̄

Px(Mt∈dy+k), t>0, xτ ,yτ ∈ [0,τ ], (4.1)

and x and y are arbitrary points in Π−1
τ ({xτ}) and Π−1

τ ({yτ}), respectively. Note that
B([0,τ ]) can be identified with the sub σ-algebra of “τ -periodic” sets in B(Rd̄) (that is,
the sets whose characteristic function is τ -periodic) by the relation

B=
⋃

k∈τZd̄

Bτ +k,

where Bτ ∈B([0,τ ]) and B∈B(Rd̄) is “τ -periodic”. Further, since [0,τ ] is compact, it
is reasonable to expect that {Mτ

t }t≥0 is (strongly) ergodic. By assuming, in addition,
that

(A2) {Mt}t≥0 possesses a transition density function p(t,x,y), that is,

Ptf(x)=

∫
Rd̄

f(y)p(t,x,y)dy, t>0, x∈Rd̄, f ∈Bb(R
d̄),

(A3) (x,y) 
−→p(t,x,y) is continuous and p(t,x,y)>0 for all t>0 and all x,y∈Rd̄,

then, clearly, {Mτ
t }t≥0 has a transition density function pτ (t,xτ ,yτ ), which is, according

to (4.1), given by

pτ (t,xτ ,yτ )=
∑

k∈τZd̄

p(t,xτ ,yτ +k), t>0, xτ ,yτ ∈ [0,τ ],

and, by (A3), it satisfies

inf
xτ ,yτ∈[0,τ ]

pτ (t,xτ ,yτ )>0, t>0.

Thus, by [4, Proof of Theorem III.3.1], the process {Mτ
t }t≥0 possesses a unique invariant

probability measure πτ (dxτ ), such that

sup{|P τ
t 1Bτ

(xτ )−πτ (Bτ )| :xτ ∈ [0,τ ], Bτ ∈B([0,τ ])}≤Λe−λt (4.2)

for all t≥0 and some universal constants λ>0 and Λ>0. In particular, {Mτ
t }t≥0 is

strongly ergodic. Let us remark that, under (A2), (A1) holds true if the function
x 
−→p(t,x,y+x) is τ -periodic for all t>0 and all y∈Rd̄.

Now, based on the above observations, we prove that a diffusion with jumps which
satisfies (C4) and (C5) also satisfies the conditions in (A1), (A2), and (A3).
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Proposition 4.1. Let {Ft}t≥0 be a diffusion with jumps with Lévy triplet
(b(x),c(x),ν(x,dy)) and transition density function p(t,x,y). Then, {Ft}t≥0 satisfies
the condition in (C4) if, and only if, the function x 
−→p(t,x,x+y) is τ -periodic for all
t>0 and all y∈Rd̄.

Proof. The sufficiency follows directly from [35, Proof of Theorem 4.5.21]. To
prove the necessity, first recall that there exists a suitable enlargement of the stochastic
basis (Ω,F ,{Px}x∈Rd̄ ,{Ft}t≥0,{θt}t≥0), say (Ω̃,F̃ ,{P̃x}x∈Rd̄ ,{F̃t}t≥0,{θ̃t}t≥0), on which
{Ft}t≥0 is the solution to the following stochastic differential equation:

Ft=x+

∫ t

0

b(Fs−)ds+
∫ t

0

c(Fs−)dW̃s

+

∫ t

0

∫
R\{0}

k(Fs−,z)1{u:|k(Fs−,u)|≤1}(z)
(
μ̃(·,ds,dz)−dsÑ(dz)

)
+

∫ t

0

∫
R\{0}

k(Fs−,z)1{u:|k(Fs−,u)|>1}(z)μ̃(·,ds,dz), (4.3)

where {W̃t}t≥0 is a d̄-dimensional Brownian motion, μ̃(ω,ds,dz) is a Poisson ran-

dom measure with compensator (dual predictable projection) dsÑ(dz) and k :Rd̄×R\
{0}−→Rd̄ is a Borel measurable function satisfying

μ̃(ω,ds,k(Fs−(ω), ·)∈dy)=
∑

s:ΔFs(ω) �=0

δ(s,ΔFs(ω))(ds,dy),

dsÑ(k(Fs−(ω), ·)∈dy)=dsν(Fs−(ω),dy)

(see [60, Theorem 3.5] and [16, Theorem 3.33]). Further, {Ft}t≥0 has the same transition
function on the starting and enlarged stochastic basis. Thus, because of the τ -periodicity
of (b(x),c(x),ν(x,dy)), directly from (4.3) we read that Px+τ (Ft∈dy)=Px(Ft+τ ∈dy)
for all t≥0 and all x∈Rd̄, which proves the assertion.

Since we mainly deal with τ -periodic functions, we need to extend the operator
(A∞|C∞

c (Rd̄), C
∞
c (Rd̄)) to a larger domain which contains a certain class of τ -periodic

functions. Recall that every Feller semigroup {Pt}t≥0 can be uniquely extended to

Bb(Rd̄). We denote this extension again by {Pt}t≥0.

Proposition 4.2. Let {Ft}t≥0 be a diffusion with jumps with Bb-generator (Ab,DAb)
which satisfies the condition in (C4). Then,

{f ∈C2
b (R

d̄) :f(x) is τ -periodic}⊆DAb

and, on this class of functions, Ab has the representation in (1.5).

Proof. Let L :C2
b (R

d̄)−→Bb(Rd̄) be defined by the relation in (1.5). Observe that

actually L :C2
b (R

d̄)−→Cb(Rd̄) (see [59, Remark 4.5]). Next, by [60, Corollary 3.6], we
have

Ex

[
f(Ft)−

∫ t

0

Lf(Fs)ds

]
=f(x), x∈Rd̄, f ∈C2

b (R
d̄).

Now, let f ∈C2
b (R

d̄) be τ -periodic. Then, since x 
−→Lf(x) is also τ -periodic, we have

lim
t→0

∥∥∥∥Ptf−f

t
−Lf

∥∥∥∥
∞
= lim

t→0

∥∥∥∥1t
∫ t

0

(PsLf−Lf)ds
∥∥∥∥
∞
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≤ lim
t→0

1

t

∫ t

0

sup
x∈[0,τ ]

|PsLf(x)−Lf(x)|ds

=0,

where in the final step we applied [35, Lemma 4.8.7].

In the following proposition we derive a connection between the Bb-generators
(Ab,DAb) and (Ab

τ ,DAb
τ
) of {Ft}t≥0 and {F τ

t }t≥0, respectively. Recall that for a τ -
periodic function f(x), fτ (xτ ) denotes its restriction to [0,τ ].

Proposition 4.3. Let {Ft}t≥0 be a diffusion with jumps satisfying the condition in
(C4) and let {F τ

t }t≥0 be the projection of {Ft}t≥0 on [0,τ ] with respect to Πτ (x). Fur-
ther, let (Ab,DAb) and (Ab

τ ,DAb
τ
) be the Bb-generators of {Ft}t≥0 and {F τ

t }t≥0, respec-
tively. Then, we have

{fτ :f ∈C2
b (R

d̄) and f(x) is τ -periodic}⊆DAb
τ
,

and, on this set, Ab
τfτ =

(Abf
)
τ
.

Proof. First, according to Proposition 4.2, {f ∈C2
b (R

d̄) :f(x) is τ -periodic}⊆DAb .

This and τ -periodicity automatically yield that for any τ -periodic f ∈C2
b (R

d̄), we have

lim
t→0

∥∥∥∥P τ
t fτ −fτ

t
−(Abf

)
τ

∥∥∥∥
∞
= lim

t→0

∥∥∥∥Ptf−f

t
−Abf

∥∥∥∥
∞
=0,

which proves the desired result.

4.2. Proof of Theorem 3.1. Before proving the main result of this sub-
section (Theorem 3.1), let us recall the notion of characteristics of a semimartingale
(see [37]). Let (Ω,F ,{Ft}t≥0,P,{St}t≥0), denoted by {St}t≥0 in the sequel, be a d-
dimensional semimatingale and let h :Rd−→Rd be a truncation function (that is, a
continuous bounded function such that h(x)=x in a neighborhood of the origin). We
define two processes

Š(h)t :=
∑
s≤t

(ΔSs−h(ΔSs)) and S(h)t :=St− Š(h)t,

where the process {ΔSt}t≥0 is defined by ΔSt :=St−St− and ΔS0 :=S0. The process
{S(h)t}t≥0 is a special semimartingale, that is, it admits a unique decomposition

S(h)t=S0+M(h)t+B(h)t, (4.4)

where {M(h)t}t≥0 is a local martingale and {B(h)t}t≥0 is a predictable process of
bounded variation.

Definition 4.4. Let {St}t≥0 be a semimartingale and let h :Rd−→Rd be a truncation
function. Furthermore, let {B(h)t}t≥0 be the predictable process of bounded variation
appearing in (4.4), let N(ω,ds,dy) be the compensator of the jump measure

μ(ω,ds,dy) :=
∑

s:ΔSs(ω) �=0

δ(s,ΔSs(ω))(ds,dy)

of the process {St}t≥0 and let {Ct}t≥0={(Cij
t )1≤i,j≤d)}t≥0 be the quadratic co-variation

process for {Sc
t }t≥0 (continuous martingale part of {St}t≥0), that is,

Cij
t = 〈Si,c

t ,Sj,c
t 〉.
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Then (B,C,N) is called the characteristics of the semimartingale {St}t≥0 (relative to

h(x)). If we put C̃(h)ijt := 〈M(h)it,M(h)jt 〉, i,j=1, . . . ,d, where {M(h)t}t≥0 is the local

martingale appearing in (4.4), then (B,C̃,N) is called the modified characteristics of
the semimartingale {St}t≥0 (relative to h(x)).

Now, we prove Theorem 3.1.

Proof. (Proof of Theorem 3.1.) The proof proceeds in three steps.

Step 1. In the first step, we explain our strategy of the proof. First, note that,
because of the independence of {Ft}t≥0 and {Bt}t≥0, [58, Theorem 36.5] and Proposi-
tion 4.2, in order to prove the relation in (3.1), it suffices to prove that

n−1

∫ nt

0

Abwi(Fs)ds
P
ρ -a.s.−−−−−→0 (4.5)

for all t≥0, all i=1, . . . ,d and all initial distributions ρ(dx) of {Ft}t≥0. Recall that

w1, . . . ,wd∈C2
b (R

d̄) are τ -periodic. Next, due to the τ -periodicity of the Lévy triplet

of {Ft}t≥0 (which implies that Abf(x) is τ -periodic for any τ -periodic f ∈C2
b (R

d̄)) and

by noting that for any τ -periodic f :Rd̄−→R, f(Ft)=f(F τ
t ), t≥0, we observe that we

can replace {Ft}t≥0 by {F τ
t }t≥0 in (4.5), which is, by (4.2), strongly ergodic. Hence,

the limiting behavior in (4.5) will simply follow by employing Proposition 4.3 and the
Birkhoff ergodic theorem.

Similarly as above, because of the independence of {Ft}t≥0 and {Bt}t≥0 and the

scaling property of {Bt}t≥0 (that is, {Bt}t≥0
d
={c−1/2Bct}t≥0 for all c>0), we conclude

that in order to prove the limiting behavior in (3.2), it suffices to prove that for any
initial distribution ρ(dx) of {Ft}t≥0,{

n− 1
2

∫ nt

0

v(Fs)ds

}
t≥0

d−→{W̃t}t≥0 (4.6)

under Pρ(dωV ), where v(x)=(Abw1(x), . . . ,Abwd(x)) and {W̃t}t≥0 is a zero-drift Brow-

nian motion determined by a covariance matrix of the form C̃ :=C−Σ, where the
matrices C and Σ are given in (3.4) and (1.2), respectively. Now, according to [37,
Theorem VIII.2.17], (4.6) will follow if we prove the convergence (in probability) of

the modified characteristics of
{
n−1/2

∫ nt

0
v(Fs)ds

}
t≥0

to the modified characteris-

tics of {W̃t}t≥0. Accordingly, we explicitly compute the modified characteristics of{
n−1/2

∫ nt

0
v(Fs)ds

}
t≥0

(in terms of the Lévy triplet of {Ft}t≥0) and, again, because of

the τ -periodicity of the Lévy triplet of {Ft}t≥0, we switch from {Ft}t≥0 to {F τ
t }t≥0 and

apply the Birkhoff ergodic theorem, which concludes the proof of Theorem 3.1.

Step 2. In the second step, we prove the limiting behavior in (4.5). First, observe
that, by Proposition 4.3, we have

Abwi(Ft)=Abwi(F τ
t )=

(Abwi
)
τ
(F τ

t )=Ab
τw

i
τ (F

τ
t ), t≥0, i=1, . . . ,d.

Using this fact, (4.2) and [8, Proposition 2.5] (which states that the Birkhoff ergodic
theorem for strongly ergodic Markov processes holds for any initial distribution) we
conclude that for any initial distribution ρ(dx) of {Ft}t≥0, we have

n−1

∫ nt

0

Abwi(Fs)ds
P
ρ -a.s.−−−−−→ t

∫
[0,τ ]

Ab
τw

i
τ (xτ )πτ (dxτ ), i=1, . . . ,d.
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Here, πτ (dxτ ) denotes the unique invariant probability measure of {F τ
t }t≥0. Finally,

we have ∣∣∣∣∣
∫
[0,τ ]

Ab
τw

i
τ (xτ )πτ (dxτ )

∣∣∣∣∣
=lim

t→0

∣∣∣∣∣
∫
[0,τ ]

Ab
τw

i
τ (xτ )πτ (dxτ )−

∫
[0,τ ]

(
P τ
t w

i
τ −wi

τ

t

)
(xτ )πτ (dxτ )

∣∣∣∣∣
≤ lim

t→0

∥∥∥∥Ab
τw

i
τ −

P τ
t w

i
τ −wi

τ

t

∥∥∥∥
∞

=0,

where in the first equality we used the stationarity property of πτ (dxτ ).

Step 3. In the third step, we prove the limiting behavior in (4.6). Let ρ(dx) be
an arbitrary initial distribution of {Ft}t≥0. According to [18, Proposition 4.1.7], the
processes

Si,n
t :=n− 1

2

∫ nt

0

Awi(Fs)ds−n− 1
2wi(Fnt)+n− 1

2wi(F0), i=1, . . . ,d,

are Pρ-martingales (with respect to the natural filtration). Further, let h :Rd−→Rd be
an arbitrary truncation function such that h(x)=x for all |x|≤2maxi∈{1,...,d}‖wi‖∞.
Then, Sn

t =Sn(h)t for all t≥0 and all n≥1, that is, {Sn
t }t≥0 is a special semimartingale

with Sn
0 =0 for all n≥1. In particular, Bn

t =0 for all t≥0 and all n≥1. Now, by
applying Itô’s formula to Sn

t , directly from [37, Theorem II.2.34] and [60, Theorem 3.5],
one easily obtains that

Ci,j,n
t =n−1

∫ nt

0

〈∇wi(Fs−),c(Fs−)∇wj(Fs−)〉ds, i,j=1, . . . ,d. (4.7)

Since wiwj ∈DAb , i,j=1, . . . ,d, again by [18, Proposition 4.1.7], for all i,j=1, . . . ,d the
processes

S̄i,j,n
t :=n−1

∫ nt

0

Ab(wiwj)(Fs)ds−n−1wi(Fnt)w
j(Fnt)+n−1wi(F0)w

j(F0)

are also Pρ-martingales. According to (a straightforward adaption of) [18, Prob-
lem 2.19], this yields

C̃i,j,n
t = 〈Si,n

t ,Sj,n
t 〉

=n−1

∫ nt

0

(Ab(wiwj)(Fs−)−wi(Fs−)Abwj(Fs−)−wj(Fs−)Abwi(Fs−)
)
ds

=n−1

∫ nt

0

∫
Rd̄

(
wi(y+Fs−)−wi(Fs−)

)(
wj(y+Fs−)−wj(Fs−)

)
ν(Fs−,dy)ds

+n−1

∫ nt

0

〈∇wi(Fs−),c(Fs−)∇wj(Fs−)〉ds, i,j=1, . . . ,d,

and, by (4.7), [37, Proposition II.2.17] and [60, Theorem 3.5],

Nn(ω,ds,B)=

∫
Rd̄

1B

(
n− 1

2w(y+Fs−(ω))−n− 1
2w(Fs−(ω))

)
ν (Fs−(ω),dy)ds,
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for B∈B(Rd̄). Here, w(x) :=(w1(x), . . . ,wd(x)).
Now, we show that under Pρ(dωV ),

{Sn
t }t≥0

d−→{W̃t}t≥0.

To prove this, according to [37, Theorem VIII.2.17], it suffices to prove that∫ nt

0

∫
Rd

|g(y)|Nn(ω,ds,dy)
P
ρ-a.s.−−−−−→0 (4.8)

for all t≥0 and all g∈Cb(Rd) vanishing in a neighborhood around the origin, and

C̃n
t

P
ρ-a.s.−−−−−→ tC̃ (4.9)

for all t≥0. The relation in (4.8) easily follows from the fact that the function w(x) is
bounded and g(x) vanishes in a neighborhood around the origin. To prove the relation
in (4.9), first note that because of τ -periodicity of all components,

C̃i,j,n
t =n−1

∫ nt

0

〈∇wi(F τ
s−),c(F

τ
s−)∇wj(F τ

s−)〉ds

+n−1

∫ nt

0

∫
Rd̄

(
wi(y+F τ

s−)−wi(F τ
s−)

)(
wj(y+F τ

s−)−wj(F τ
s−)

)
ν(F τ

s−,dy)ds

for all i,j=1, . . . ,d. Now, the desired result again follows by employing (4.2) and [8,
Proposition 2.5]. Finally, since w(x) is bounded, [37, Lemma VI.3.31] shows the con-
vergence in (4.6), and thus, (3.2).

Finally, note that πτ (dxτ ) and dxτ are mutually absolutely continuous. Thus, due to
[8, Proposition 2.4], C=Σ (that is, C̃=0) if, and only if, Abwi(x)=0 for all i=1, . . . ,d.

4.3. Proof of Theorem 3.2. We now prove Theorem 3.2. The main ingre-
dients in the proof of Theorem 3.1 were the τ -periodicity of the driving diffusion with
jumps {Ft}t≥0 and velocity function v(x) and the fact that all τ -periodic f ∈C2

b (R
d̄)

are contained in the domain of the Bb-generator (Ab,DAb) of {Ft}t≥0 and, on this
class of functions, Ab has the representation in (1.5) (Proposition 4.2). By having
these facts, and assuming (C5), we were able to switch to the strongly ergodic process
{F τ

t }t≥0 and apply the Birkhoff ergodic theorem. On the other hand, in Theorem 3.2
we simply assume the (strong) ergodicity of a driving diffusion with jumps {Ft}t≥0.
Now, one might conclude that the assertion of Theorem 3.2 automatically follows by
employing identical arguments as in the proof of Theorem 3.1. However, note that
in this situation it is not clear that C2

b (R
d̄) is contained in DAb or that Ab can be

uniquely extended to C2
b (R

d̄). In order to resolve this problem, according to [12, Theo-

rem 2.37], we employ the following facts: (i) C2
∞(Rd̄) is contained in the domain of the

Feller generator (A∞,DA∞) of {Ft}t≥0, (ii) for any f ∈C2
b (R

d̄) there exists a sequence

{fn}n≥1⊆C2
∞(Rd̄), such that A∞fn converges (pointwise) to Af , where the operator

A is given by (1.5), and (iii) for any f ∈C2
b (R

d̄) and any initial distribution ρ(dx) of

{Ft}t≥0, {
∫ t

0
Af(Fs)ds−f(Ft)+f(F0)}t≥0 is a Pρ-martingale.

Proof. (Proof of Theorem 3.2.) Let (A∞,DA∞) be the Feller generator of {Ft}t≥0.

As we commented above, due to [12, Theorem 2.37], C2
∞(Rd̄)⊆DA∞ and, on this set,
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A∞ has again the representation (1.5). Furthermore, according to the same reference,
(A∞,DA∞) has a unique extension to C2

b (R
d̄), denoted by (A,C2

b (R
d̄)), satisfying

Af(x)= lim
n→∞A∞(fφn)(x), x∈Rd̄, f ∈C2

b (R
d̄),

for any sequence {φn}n≥1⊆C∞
c (Rd̄) with 1{y∈Rd̄:|y|≤n}(x)≤φn(x)≤1 for all x∈Rd̄ and

all n≥1. Moreover, A has the representation (1.5). Note that Af ∈Bb(Rd̄). Now, by
the Birkhoff ergodic theorem and dominated convergence theorem, for any f ∈C2

b (R
d̄)

we have

lim
n→∞n−1

∫ nt

0

Af(Fs)ds= t

∫
Rd̄

Af(x)π(dx)

= lim
n→∞t

∫
Rd̄

A∞(fφn)(x)π(dx)

=0, Pπ-a.s.,

where {φn}n≥1⊆C∞
c (Rd̄) is as above and in the final step we used the stationarity

property of π(dx). Thus, for any w1, . . . ,wd∈C2
b (R

d̄),

Pπ

(
lim
n→∞n−1

∫ nt

0

Awi(Fs)ds=0

)
=

∫
Rd̄

Px

(
lim
n→∞n−1

∫ nt

0

Awi(Fs)ds=0

)
π(dx)

=1, i=1, . . . ,d.

Therefore, there exists a π(dx) measure zero set B∈B(Rd̄) such that

Px

(
lim
n→∞n−1

∫ nt

0

Awi(Fs)ds=0

)
=1, x∈Bc, i=1, . . . ,d,

which proves the desired result.
To prove the limiting behavior in (3.10), again by [12, Theorem 2.37], for any

f ∈C2
b (R

d̄) and any initial distribution ρ(dx) of {Ft}t≥0, the process{∫ t

0

Af(Fs)ds−f(Ft)+f(F0)

}
t≥0

is a Pρ-martingale with respect to the natural filtration. Thus, by an identical approach
as in the proof of Theorem 3.1, the desired result follows.

5. Proof of Theorem 3.3
In this section, we prove Theorem 3.3. We start with two auxiliary results we need

in the sequel. First, observe that dxτ/|τ | is always an invariant probability measure for
{Lτ

t }t≥0. Indeed, let t≥0 and Bτ ∈B([0,τ ]) be arbitrary. Then, by (4.1) and the space
homogeneity property of Lévy processes, we have∫

[0,τ ]

Pxτ
τ (Lτ

t ∈Bτ )dxτ =

∫
[0,τ ]

∑
k∈τZd̄

∫
Bτ+k−xτ

p(t,0,y)dydxτ

=

∫
[0,τ ]

∑
k∈τZd̄

∫
Rd̄

1{Bτ+k−xτ}(y)p(t,0,y)dydxτ

=

∫
Rd̄

p(t,0,y)dy

∫
Bτ

dxτ
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=

∫
Bτ

dxτ .

In general, dxτ/|τ | is not necessarily the unique invariant probability measure for
{Lτ

t }t≥0. But, if {Lt}t≥0 is symmetric, that is, b=0 and ν(dy) is a symmetric measure,
and possesses a transition density function (not necessary strictly positive), then dxτ/|τ |
is unique (see [69]). Having this fact, in the Lévy process case, the covariance matrix C

(given by (3.4)) can be computed in an alternative way. Recall that f̂(k) denotes the
k-th, k∈Zd̄, Fourier coefficient of a τ -periodic locally integrable function f(x).

Proposition 5.1. Let {Lt}t≥0 be a d̄-dimensional Lévy process with symbol q(ξ) and

Bb-generator (Ab,DAb). Further, let w1, . . . ,wd∈C2
b (R

d̄) be τ -periodic, such that∑
k∈Zd̄

|ŵi(k)‖k|2<∞, i=1, . . . ,d, (5.1)

and

∑
k∈Zd̄\{0}

1+Req
(

2πk
|τ |
)

∣∣∣q( 2πk
|τ |
)∣∣∣2 |Âbwi(k)‖Âbwj(−k)|<∞, i,j=1, . . . ,d. (5.2)

Then, for all i,j=1, . . . ,d, we have

C̃ij = lim
n→∞

1

n|τ |t
∫
[0,τ ]

Exτ

[∫ nt

0

Abwi(Ls)ds

∫ nt

0

Abwj(Lr)dr

]
dxτ

=
1

|τ |
∫
[0,τ ]

wi(xτ )Abwj(xτ )dxτ

=2
∑

k∈Zd̄\{0}

Req
(

2πk
|τ |
)

∣∣∣q( 2πk
|τ |
)∣∣∣2 Âbwi(k)Âbwj(−k)

=2
∑
k∈Zd̄

Req

(
2πk

|τ |
)
ŵ i(k)ŵ j (−k).

Proof. First, we prove that

∑
k∈Zd̄\{0}

Req
(

2πk
|τ |
)

∣∣∣q( 2πk
|τ |
)∣∣∣2 Âbwi(k)Âbwj(−k)=

∞∑
k∈Zd̄

Req

(
2πk

|τ |
)
ŵ i(k)ŵ j (−k).

Because of τ -periodicity, from Proposition 4.2, we have

Abwi(x)=〈b,∇wi(x)〉+ 1

2
Tr cD2wi(x)

+

∫
Rd̄

(
wi(y+x)−wi(x)−〈y,∇wi(x)〉1{z:|z|≤1}(y)

)
ν(dy).

Now, by using assumption (5.1) and the facts that

∂wi

∂xp
(x)=

2πi

|τ |
∑
k∈Zd̄

kpŵ
i(k)ei

2π〈k,x〉
|τ| , i=1, . . . ,d, p=1, . . . , d̄,
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∂2wi

∂xp∂xq
(x)=−4π2

|τ |2
∑
k∈Zd̄

kpkqŵ
i(k)ei

2π〈k,x〉
|τ| , i=1, . . . ,d, p,q=1, . . . , d̄, (5.3)

we easily find

Âbwi(k)=−q

(
2πk

|τ |
)
ŵi(k), k∈Zd̄, i=1, . . . ,d, (5.4)

which proves the claim. Note that

∑
k∈Zd̄

Req

(
2πk

|τ |
)
|ŵ i(k)‖ŵ j (−k)|<∞

follows from (C2) and (5.1).

Next, we prove

lim
n→∞

1

n|τ |t
∫
[0,τ ]

Exτ

[∫ nt

0

Abwi(Ls)ds

∫ nt

0

Abwj(Lr)dr

]
dxτ

=2
∑

k∈Zd̄\{0}

Req
(

2πk
|τ |
)

∣∣∣q( 2πk
|τ |
)∣∣∣2 Âbwi(k)Âbwj(−k).

We have

1

n|τ |t
∫
[0,τ ]

Exτ

[∫ nt

0

Abwi(Lr)dr

∫ nt

0

Abwj(Ls)ds

]
dxτ

=
1

n|τ |tE
0

[∫
[0,τ ]

∫ nt

0

∫ nt

0

Abwi(Lr+xτ )Abwj(Ls+xτ )drdsdxτ

]

=
1

n|τ |tE
0

⎡⎣∫
[0,τ ]

∫ nt

0

∫ nt

0

∑
k,l∈Zd̄

Âbwi(k)Âbwj(l)ei
2π〈k,(xτ+Lr)〉

|τ| ei
2π〈l,(xτ+Ls)〉

|τ| drdsdxτ

⎤⎦
=

1

nt

∑
k∈Zd̄

Âbwi(k)Âbwj(−k)

∫ nt

0

∫ nt

0

E0
[
ei

2π〈k,(Lr−Ls)〉
|τ|

]
drds

=
1

nt

∑
k∈Zd̄

Âbwi(k)Âbwj(−k)

(∫ nt

0

∫ s

0

E0

[
e−i

2π〈k,Ls−r〉
|τ|

]
drds

+

∫ nt

0

∫ nt

s

E0

[
ei

2π〈k,Lr−s〉
|τ|

]
drds

)

=
1

nt

∑
k∈Zd̄

Âbwi(k)Âbwj(−k)

(∫ nt

0

∫ s

0

e−(s−r)q(− 2πk
|τ| )drds

+

∫ nt

0

∫ nt

s

e−(r−s)q( 2πk
|τ| )drds

)
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=
∑

k∈Zd̄\{0}
Âbwi(k)Âbwj(−k)

(
1

q
(
− 2πk

|τ |
)+

e−ntq(− 2πk
|τ| )−1

ntq2
(
− 2πk

|τ |
)

+
1

q
(

2πk
|τ |
)+

e−ntq( 2πk
|τ| )−1

ntq2
(

2πk
|τ |
) )

,

where in the final step we used the fact that Âbwi(0)=0, i=1, . . . ,d, that is,∫
[0,τ ]

Abwidx=0, i=1, . . . ,d, (see the proof of Theorem 3.1). Note that the change

of orders of sums and integrals is justified by (C2), (5.1), and (5.4). Now, the desired
result follows from (5.2) and the dominated convergence theorem.

Finally, the fact that

C̃ij =
1

|τ |
∫
[0,τ ]

wi(xτ )Abwj(xτ )dxτ =2
∑
k∈Zd̄

Req

(
2πk

|τ |
)
ŵ i(k)ŵ j (−k)

follows from a straightforward computation by using (5.1), (5.3), and (5.4).

Proposition 5.2. Let {Lt}t≥0 be a d̄-dimensional Lévy process with symbol q(ξ) sat-
isfying the condition in (3.12). Then, {Lτ

t }t≥0 is ergodic (with respect to dxτ/|τ |).
Proof. First, recall that {Lτ

t }t≥0 is ergodic if and only if the only bounded
measurable functions satisfying∫

[0,τ ]

pτ (t,xτ ,dyτ )fτ (yτ )=fτ (xτ ), xτ ∈ [0,τ ], t≥0,

are constant dxτ -a.s. Now, by comparing the Fourier coefficients of the left and right
hand side in the above relation, we easily see that (3.12) implies that the above relation
can be satisfied only for constant dxτ -a.s. functions.

Now, we prove Theorem 3.3.

Proof. (Proof of Theorem 3.3.) The proof proceeds in four steps.

Step 1. In the first step, we explain our strategy of the proof. The idea of the proof
is similar as in the proof of Theorem 3.1. Namely, again because of the independence
of {Lt}t≥0 and {Bt}t≥0, [58, Theorem 36.5] and Proposition 4.2, in order to prove the
relation in (3.13), it suffices to prove that there exists a Lebesgue measure zero set
B∈B(Rd̄), such that for any initial distribution ρ(dx) of {Lt}t≥0, satisfying ρ(B)=0,
we have

n−1

∫ nt

0

Abwi(Ls)ds
P
ρ -a.s.−−−−−→0, t≥0, i=1, . . . ,d. (5.5)

Recall that w1, . . . ,wd∈C2
b (R

d̄) are τ -periodic. Further, since the driving diffusion with
jumps is a Lévy process (hence, it has constant coefficients), we again conclude that for
any τ -periodic f :Rd̄−→R, f(Lt)=f(Lτ

t ), t≥0, and that Abf(x) is τ -periodic for any
τ -periodic f ∈C2

b (R
d̄). Thus, we can again switch from {Lt}t≥0 to {Lτ

t }t≥0, which is,
by (3.12), ergodic (with respect to dxτ/|τ |). Now, the limiting behavior in (5.5) will
follow by employing Proposition 4.3 and the Birkhoff ergodic theorem.

In order to prove the limiting behavior in (3.14), again because of the independence
of {Ft}t≥0 and {Bt}t≥0 and the scaling property of {Bt}t≥0, we conclude that it suffices
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to prove that there exists a Lebesgue measure zero set B∈B(Rd̄), such that for any
initial distribution ρ(dx) of {Lt}t≥0, satisfying ρ(B)=0,{

n− 1
2

∫ nt

0

v(Ls)ds

}
t≥0

d−→{W̃t}t≥0 (5.6)

under Pρ(dωV ), where v(x)=(Abw1(x), . . . ,Abwd(x)) and {W̃t}t≥0 is a zero-drift Brow-

nian motion determined by the covariance matrix C̃ :=C−Σ defined in (3.4). Now,
we again employ [37, Theorem VIII.2.17], which states that that the desired conver-
gence is reduced to the convergence (in probability) of the modified characteristics of{
n−1/2

∫ nt

0
v(Ls)ds

}
t≥0

to the modified characteristics of {W̃t}t≥0. Hence, we again ex-

plicitly compute the modified characteristics of
{
n−1/2

∫ nt

0
v(Ls)ds

}
t≥0

(in terms of the

Lévy triplet of {Lt}t≥0) and, because of the τ -periodicity of the Lévy triplet of {Lt}t≥0,
we switch from {Lt}t≥0 to {Lτ

t }t≥0 and apply the Birkhoff ergodic theorem. Finally, to
prove that under (3.15) the limit in (5.6) holds for any initial distribution of {Lt}t≥0, we

consider the L2-convergence of the modified characteristics of
{
n−1/2

∫ nt

0
v(Ls)ds

}
t≥0

to the modified characteristics of {W̃t}t≥0.

Step 2. In the second step, we prove the limiting behavior in (5.5). First, according
to Proposition 4.3, we have

Abwi(Lt)=Abwi(Lτ
t )=

(Abwi
)
τ
(Lτ

t )=Ab
τw

i
τ (L

τ
t ), t≥0, i=1, . . . ,d,

which yields

n−1

∫ nt

0

Abwi(Ls)ds=n−1

∫ nt

0

Ab
τw

i
τ (L

τ
s )ds, t≥0, i=1, . . . ,d.

Further, according to Proposition 5.2, the process {Lτ
t }t≥0 is ergodic (with respect to

dxτ/|τ |). Thus, the Birkhoff ergodic theorem entails

Pdxτ/|τ |
(

lim
n→∞n−1

∫ nt

0

Abwi(Ls)ds= |τ |−1t

∫
[0,τ ]

Ab
τw

i
τ (xτ )dxτ

)
=1, i=1, . . . ,d.

Analogously as in the proof of Theorem 3.1, we conclude that

|τ |−1

∫
[0,τ ]

Ab
τw

i
τ (xτ )dxτ =0, i=1, . . . ,d,

that is,

|τ |−1

∫
[0,τ ]

Pxτ

(
lim
n→∞n−1

∫ nt

0

Abwi(Ls)ds=0

)
dxτ =1, i=1, . . . ,d.

Therefore, there exists a Lebesgue measure zero set B∈B(Rd̄) such that

Px

(
lim
n→∞n−1

∫ nt

0

Abwi(Ls)ds=0

)
=1, x∈Bc, i=1, . . . ,d,

which proves the desired result.
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Step 3. In the third step, we prove the limiting behavior in (5.6). We proceed
similarly as in the proof of Theorem 3.1. Let ρ(dx) be an arbitrary initial distribution
of {Lt}t≥0. Then, again by [18, Proposition 4.1.7], the processes

Si,n
t :=n− 1

2

∫ nt

0

Awi(Ls)ds−n− 1
2wi(Lnt)+n− 1

2wi(L0), i=1, . . . ,d,

are Pρ-martingales. Now, by identical arguments as in the proof of Theorem 3.1 we
deduce that the semimartingale (modified) characteristics of {Sn

t }t≥0 are given by

Bn
t =0,

Ci,j,n
t =n−1

∫ nt

0

〈∇wi(Ls−),c∇wj(Ls−)〉ds, i,j=1, . . . ,d,

C̃i,j,n
t =n−1

∫ nt

0

∫
Rd̄

(
wi(y+Ls−)−wi(Ls−)

)(
wj(y+Ls−)−wj(Ls−)

)
ν(dy)ds

+n−1

∫ nt

0

〈∇wi(Ls−),c∇wj(Ls−)〉ds, i,j=1, . . . ,d,

Nn(ω,ds,B)=

∫
Rd̄

1B

(
n− 1

2w(y+Ls−(ω))−n− 1
2w(Ls−(ω))

)
ν (dy)ds, B∈B(Rd̄),

where w(x)=(w1(x), . . . ,wd(x)). Recall that for the truncation function we again use
an arbitrary h :Rd−→Rd, such that h(x)=x for all |x|≤2maxi∈{1,...,d}‖wi‖∞.

Now, according to [37, Theorem VIII.2.17], in order to prove that

{Sn
t }t≥0

d−→{W̃t}t≥0,

under Pρ(dωV ), it suffices to show that∫ nt

0

∫
Rd

|g(y)|Nn(ω,ds,dy)
P
ρ-a.s.−−−−−→0 (5.7)

for all t≥0 and all g∈Cb(Rd) vanishing in a neighborhood around the origin, and

C̃n
t

P
ρ-a.s.−−−−−→ tC̃ (5.8)

for all t≥0. The relation in (5.7) easily follows from the fact that the function w(x) is
bounded and g(x) vanishes in a neighborhood around the origin. Also, note that (5.7)
holds for any initial distribution ρ(dx) of {Lt}t≥0. Now, we prove the relation in (5.8).
Similarly as in the proof of Theorem 3.1, because of τ -periodicity of all components,

C̃i,j,n
t =n−1

∫ nt

0

〈∇wi(Lτ
s−),c∇wj(Lτ

s−)〉ds

+n−1

∫ nt

0

∫
Rd̄

(
wi(y+Lτ

s−)−wi(Lτ
s−)

)(
wj(y+Lτ

s−)−wj(Lτ
s−)

)
ν(dy)ds

for all i,j=1, . . . ,d. Now, by similar arguments as in the first step, Proposition 5.2
implies that {Lτ

t }t≥0 is ergodic (with respect to dxτ/|τ |), hence the Birkhoff ergodic
theorem entails that

Pdxτ/|τ |
(
lim
n→∞C̃i,j,n

t = tC̃ij

)
= |τ |−1

∫
[0,τ ]

Pxτ

(
lim
n→∞C̃i,j,n

t = tC̃ij

)
dxτ =1
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for all i,j=1, . . . ,d. Therefore, there exists a Lebesgue measure zero set B∈B(Rd̄) such
that

Px
(
lim
n→∞C̃n

t = tC̃
)
=1, x∈Bc, i=1, . . . ,d,

which together with [37, Lemma VI.3.31] proves (5.6), and thus, (3.14).

Step 4. In the fourth step, we prove that under (3.15) the limit in (5.6) holds for
any initial distribution of {Lt}t≥0. We again employ [37, Theorem VIII.2.17]. In the

third step we derived the semimartingale (modified) characteristics (Bn,Cn,C̃n,Nn) of
the semimartingales {Sn

t }t≥0, n≥1, and proved that for any initial distribution ρ(dx)
of {Lt}t≥0, ∫ nt

0

∫
Rd

|g(y)|Nn(ω,ds,dy)
P
ρ-a.s.−−−−−→0

for all t≥0 and all g∈Cb(Rd) vanishing in a neighborhood around the origin. Therefore,
the desired result will be proven if we show that for any initial distribution ρ(dx) of
{Lt}t≥0,

C̃i,j,n
t

L2(Pρ,Ω)

−−−−−−→ tC̃ij

for all i,j=1, . . . ,d and all t≥0. We have

Eρ

[(
C̃i,j,n

t − tC̃ij

)2]
=Eρ

[(
C̃i,j,n

t

)2]
−2tC̃ijE

ρ
[
C̃i,j,n

t

]
+ t2C̃2

ij .

First, we show that lim
n→∞Eρ

[(
C̃i,j,n

t

)2]
= t2C̃2

ij . We have

Eρ

[(
C̃i,j,n

t

)2]
= In1 +In2 +In3 , (5.9)

where

In1 :=n−2
d̄∑

k,l,p,q=1

cklcpq

∫ nt

0

∫ nt

0

Eρ

[
∂wi(Ls−)

∂xk

∂wj(Ls−)
∂xl

∂wi(Lu−)
∂xp

∂wj(Lu−)
∂xq

]
dsdu,

In2 :=2n−2
d̄∑

k,l=1

ckl

∫ nt

0

∫ nt

0

Eρ

[
∂wi(Ls−)

∂xk

∂wj(Ls−)
∂xl

∫
Rd̄

(
wi(y+Lu−)−wi(Lu−)

)
(
wj(y+Lu−)−wj(Lu−)

)
ν(dy)

]
dsdu,

In3 :=n−2

∫ nt

0

∫ nt

0

∫
Rd̄

∫
Rd̄

Eρ
[(

wi(y+Ls−)−wi(Ls−)
)(
wj(y+Ls−)−wj(Ls−)

)
(
wi(z+Lu−)−wi(Lu−)

)(
wj(z+Lu−)−wj(Lu−)

)]
ν(dy)ν(dz)dsdu.

Now, by the same approach as in Proposition 5.1, we get

In1 =2n−2
d̄∑

k,l,p,q=1

cklcpq

∫ nt

0

∫ u

0

Eρ

[
∂wi(Ls−)

∂xk

∂wj(Ls−)
∂xl

∂wi(Lu−)
∂xp

∂wj(Lu−)
∂xq

]
dsdu
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=
25π4

n2|τ |4
d̄∑

k,l,p,q=1

cklcpq

∫ nt

0

∫ u

0

∑
a,b,c,d∈Zd̄

(
akblcpdqŵ

i(a)ŵj(b)ŵi(c)ŵj(d)

Eρ
[
ei

2π〈a+b,Ls〉
|τ| ei

2π〈c+d,Lu〉
|τ|

])
dsdu

=
25π4

n2|τ |4
d̄∑

k,l,p,q=1

cklcpq

∫ nt

0

∫ u

0

∑
a,b,c,d∈Zd̄

(
akblcpdqŵ

i(a)ŵj(b)ŵi(c)ŵj(d)

ρ̂
(

2π(a+b+c+d)
|τ|

)
e−(u−s)q( 2π(c+d)

|τ| )e−sq( 2π(a+b+c+d)
|τ| )

)
dsdu

=
24π4t2

|τ |4
d̄∑

k,l,p,q=1

cklcpq
∑

a,c∈Zd̄

akalcpcqŵ
i(a)ŵj(−a)ŵi(c)ŵj(−c)

+
25π4

n2|τ |4
d̄∑

k,l,p,q=1

cklcpq

∫ nt

0

∫ u

0

∑
a,b,c,d∈Zd̄

a+b �=0orc+d �=0

(
akblcpdqŵ

i(a)ŵj(b)ŵi(c)ŵj(d)

ρ̂
(

2π(a+b+c+d)
|τ|

)
e−(u−s)q( 2π(c+d)

|τ| )e−sq( 2π(a+b+c+d)
|τ| )

)
dsdu,

where ρ̂(ξ) denotes the characteristic function of the probability measure ρ(dx). Note
that the change of orders of integrations and summations is justified by (3.15). Finally,
again by applying (3.15), it is easy to see that

lim
n→∞In1 =

24π4t2

|τ |4
d̄∑

k,l,p,q=1

cklcpq
∑

a,c∈Zd̄

akalcpcqŵ
i(a)ŵj(−a)ŵi(c)ŵj(−c). (5.10)

Similarly, we have

In2 =4n−2
d̄∑

k,l=1

ckl

∫ nt

0

∫ u

0

Eρ

[
∂wi(Ls−)

∂xk

∂wj(Ls−)
∂xl∫

Rd̄

(
wi(y+Lu−)−wi(Lu−)

)(
wj(y+Lu−)−wj(Lu−)

)
ν(dy)

]
dsdu

=− 24π2

n2|τ |2
d̄∑

k,l=1

ckl

∫ nt

0

∫ u

0

∑
a,b,c,d∈Zd̄

(
akblŵ

i(a)ŵj(b)ŵi(c)ŵj(d)

Eρ
[
ei

2π〈a+b,Ls〉
|τ| ei

2π〈c+d,Lu〉
|τ|

]∫
Rd̄

(
ei

2π〈c,y〉
|τ| −1

)(
ei

2π〈d,y〉
|τ| −1

)
ν(dy)

)
dsdu

=− 24π2

n2|τ |2
d̄∑

k,l=1

ckl

∫ nt

0

∫ u

0

∑
a,b,c,d∈Zd̄

(
akblŵ

i(a)ŵj(b)ŵi(c)ŵj(d)ρ̂
(

2π(a+b+c+d)
|τ|

)
e−(u−s)q( 2π(c+d)

|τ| )e−sq( 2π(a+b+c+d)
|τ| )

∫
Rd̄

(
ei

2π〈c,y〉
|τ| −1

)(
ei

2π〈d,y〉
|τ| −1

)
ν(dy)

)
dsdu
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=
24π2t2

|τ |2
d̄∑

k,l=1

ck,l
∑

a,c∈Zd̄

akalŵ
i(a)ŵj(−a)ŵi(c)ŵj(−c)

∫
Rd̄

(
1−cos

(
2π〈c,y〉

|τ|
))
ν(dy)

− 24π2

n2|τ |2
d̄∑

k,l=1

ck,l

∫ nt

0

∫ u

0

∑
a,b,c,d∈Zd̄

a+b �=0orc+d �=0

(
akblŵ

i(a)ŵj(b)ŵi(c)ŵj(d)ρ̂
(

2π(a+b+c+d)
|τ|

)

e−(u−s)q( 2π(c+d)
|τ| )e−sq( 2π(a+b+c+d)

|τ| )
∫
Rd̄

(
ei

2π〈c,y〉
|τ| −1

)(
ei

2π〈d,y〉
|τ| −1

)
ν(dy)

)
dsdu.

Again, by applying (3.15), we get

lim
n→∞In2 =

24π2t2

|τ |2
d̄∑

k,l=1

ck,l
∑

a,c∈Zd̄

(
akalŵ

i(a)ŵj(−a)ŵi(c)ŵj(−c)

∫
Rd̄

(
1−cos

(
2π〈c,y〉

|τ|
))
ν(dy)

)
. (5.11)

Finally, we have

In3 =2n−2

∫ nt

0

∫ u

0

∫
Rd̄

∫
Rd̄

Eρ
[(

wi(y+Ls−)−wi(Ls−)
)(
wj(y+Ls−)−wj(Ls−)

)
(
wi(z+Lu−)−wi(Lu−)

)(
wj(z+Lu−)−wj(Lu−)

)]
ν(dy)ν(dz)dsdu

=2n−2

∫ nt

0

∫ u

0

∑
a,b,c,d∈Zd̄

(
ŵi(a)ŵj(b)ŵi(c)ŵj(d)Eρ

[
ei

2π〈a+b,Ls〉
|τ| ei

2π〈c+d,Lu〉
|τ|

]
∫
Rd̄

∫
Rd̄

(
ei

2π〈a,y〉
|τ| −1

)(
ei

2π〈b,y〉
|τ| −1

)(
ei

2π〈c,z〉
|τ| −1

)(
ei

2π〈d,z〉
|τ| −1

)
ν(dy)ν(dz)

)
dsdu

=2n−2

∫ nt

0

∫ u

0

∑
a,b,c,d∈Zd̄

[
ŵi(a)ŵj(b)ŵi(c)ŵj(d)ρ̂

(
2π(a+b+c+d)

|τ|
)
e−(u−s)q( 2π(c+d)

|τ| )

e−sq( 2π(a+b+c+d)
|τ| )

∫
Rd̄

∫
Rd̄

((
ei

2π〈a,y〉
|τ| −1

)(
ei

2π〈b,y〉
|τ| −1

)(
ei

2π〈c,z〉
|τ| −1

)
(
ei

2π〈d,z〉
|τ| −1

))
ν(dy)ν(dz)

]
dsdu

=4t2
∑

a,c∈Zd̄

[
ŵi(a)ŵj(−a)ŵi(c)ŵj(−c)

∫
Rd̄

∫
Rd̄

((
1−cos

(
2π〈a,y〉

|τ|
))

(
1−cos

(
2π〈c,z〉

|τ|
)))

ν(dy)ν(dz)

]

+2n−2

∫ nt

0

∫ u

0

∑
a,b,c,d∈Zd̄

a+b �=0orc+d �=0

[
ŵi(a)ŵj(b)ŵi(c)ŵj(d)μ̂

(
2π(a+b+c+d)

|τ|
)

e−(u−s)q( 2π(c+d)
|τ| )e−sq( 2π(a+b+c+d)

|τ| )
∫
Rd̄

∫
Rd̄

((
ei

2π〈a,y〉
|τ| −1

)(
ei

2π〈b,y〉
|τ| −1

)
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(
ei

2π〈c,z〉
|τ| −1

)(
ei

2π〈d,z〉
|τ| −1

))
ν(dy)ν(dz)

]
dsdu.

Again, (3.15) implies that

lim
n→∞In3 =4t2

∑
a,c∈Zd̄

(
ŵi(a)ŵj(−a)ŵi(c)ŵj(−c)

∫
Rd̄

∫
Rd̄

(
1−cos

(
2π〈a,y〉

|τ|
))(

1−cos
(

2π〈c,z〉
|τ|

))
ν(dy)ν(dz)

)
. (5.12)

Now, by putting together (5.9), (5.10), (5.11), and (5.12), Proposition 5.1 implies

lim
n→∞Eρ

[(
C̃i,j,n

t

)2]
= t2C̃2

ij .

In an identical manner we get

lim
n→∞Eρ

[
C̃i,j,n

t

]
= tC̃ij .

Thus,

C̃i,j,n
t

L2(Pρ,Ω)

−−−−−−→ tC̃ij , i,j=1, . . . ,d,

that is, for any initial distribution ρ(dx) of {Lt}t≥0,

{Sn
t }t≥0

d−→{W̃t}t≥0,

under Pρ(dωV ). Finally, since the function w(x) is bounded, [37, Lemma VI.3.31] again
implies the convergence in (5.6), and thus, in (3.14).

5.1. Comments on the condition in (3.12). In connection to Proposition 5.2,
note that if (3.12) is not satisfied for some k0 �=0, then we cannot automatically conclude
that {Lτ

t }t≥0 is not ergodic. For example, take a one-dimensional Lévy process {Lt}t≥0

with symbol of the form q(ξ)= ibξ, b �=0. On the other hand, in the dimension d̄≥2 or
when b=0 (in any dimension), {Lτ

t }t≥0 is not ergodic.

Proposition 5.3. Let {Lt}t≥0 be a d̄-dimensional Lévy process with symbol q(ξ) not
satisfying the condition in (3.12). Then, {Lτ

t }t≥0 is not strongly ergodic (with respect
to dxτ/|τ |).

Proof. By the assumption, there exists k0∈Zd̄, k0 �=0, such that Req(2πk0/|τ |)=0.
Hence, for this k0∈Zd̄, we have

E0
[
ei〈 2πk0

|τ| ,Lt〉]= ei〈 2πk0
|τ| ,tx0〉

for some x0∈Rd̄. This yields

E0
[
cos〈 2πk0

|τ| ,Lt−tx0〉
]
=

∫
Rd̄

cos〈 2πk0
|τ| ,y−tx0〉p(t,0,dy)=1.

Thus, p(t,0,dy) is supported on the set {y∈Rd̄ : 〈k0,y− tx0〉= l|τ |, l∈Z}, t>0. In
particular, p(t,0,dy) is singular with respect to dx, which proves the claim.
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Further, the condition in (3.12) is also not equivalent with the strong ergodicity of
{Lτ

t }t≥0. For example, let {Lt}t≥0 be a one-dimensional Lévy process with symbol of the
form q(ξ)=2(1−cos(κξ)) or, equivalently, with the Lévy triplet (0,0,δ−κ(dy)+δκ(dy)),
where κ>0 is such that κ/τ /∈Q. However, as a direct consequence of Proposition 5.3
we get that condition (C5) automatically implies the relation in (3.12).

Proposition 5.4. Let {Lt}t≥0 be a d̄-dimensional Lévy process with symbol q(ξ) and
Lévy triplet (b,0,ν(dy)).

(i) If ν(dy)=0, then for any β>0, any τ -periodic f ∈C2
b (R

d̄) and any initial dis-
tribution ρ(dx) of {Lt}t≥0,

n−β

∫ nt

0

Abf(Ls)ds
P
ρ-a.s.−−−−−→0.

(ii) If d̄=1 and if (3.12) is not satisfied for some k0 �=0, then for any β>0, any
τ/|k0|-periodic f ∈C2

b (R) and any initial distribution ρ(dx) of {Lt}t≥0,

n−β

∫ nt

0

Abf(Ls)ds
P
ρ-a.s.−−−−−→0.

Proof.
(i) Let f ∈C2

b (R
d̄) and ρ(dx) be an arbitrary τ -periodic function and an arbitrary

initial distribution of {Lt}t≥0, respectively. Then, for any β>0, we have

lim
n→∞n−β

∫ nt

0

Abf(Ls)ds= lim
n→∞n−β

∫ nt

0

〈b,∇f(L0+bs)〉ds

= lim
n→∞n−β

∫ nt

0

∂f(L0+bs)

∂s
ds

= lim
n→∞n−β(f(L0+bnt)−f(L0))

=0, Pρ-a.s.

(ii) First, similarly as before, we conclude that ν(dy) is supported on S :={τ l/k0 :
l∈Z}. This yields that

Abg(x)= bg′(x)+
∫
R

(g(y+x)−g(x))ν(dy), g∈C2
b (R),

ν(R)<∞ and Lt=L0+bt+SNt
, t≥0, where {Sn}n≥0 is a random walk on S

with the jump distribution P0(S1∈dy) :=ν(dy)/ν(R) and {Nt}t≥0 is a Poisson
process with parameter ν(R) independent of {Sn}n≥0. Now, let f ∈C2

b (R) be
an arbitrary τ/|k0| periodic function. Then, for any β>0, we have

n−β

∫ nt

0

Abf(Ls)ds

=n−β

∫ nt

0

bf ′(L0+bs+SNs
)ds

+n−β

∫ nt

0

∫
R

(f(y+L0+bs+SNs
)−f(L0+bs+SNs

))ν(dy)ds

=n−β

∫ nt

0

bf ′(L0+bs)ds
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=n−β

∫ nt

0

∂f(L0+bs)

∂s
ds

=n−β(f(L0+bnt)−f(L0)),

where in the second step we used the facts that f(x) is τ/|k0|-periodic and
{Sn}n≥0 and ν(dy) live on S. Now, by letting n−→∞, the desired result
follows.

6. Discussions on the cases with general diffusions with jumps
In Theorems 3.1, 3.2 and 3.3, we have shown the LLN and CLT for the process

{Xt}t≥0 in (1.2) driven by the process {Ft}t≥0, a diffusion with jumps, satisfying the
sets of assumed conditions, particularly the ergodicity property. In this section, we
discuss the (strong) ergodicity property of general diffusions with jumps and the limiting
behaviors in (1.3) and (1.4) when the velocity field {V (t,x)}t≥0,x∈Rd̄ is governed by
general, not necessarily ergodic, diffusions with jumps.

In the proofs of Theorems 3.1 and 3.3, the most crucial ingredient was the τ -
periodicity of a driving diffusion with jumps {Ft}t≥0 and velocity function v(x). By
having this property we were able to switch to a (strongly) ergodic Markov process
{F τ

t }t≥0 on a compact space [0,τ ], satisfying v(Ft)=v(F τ
t ), and deduced the limiting

behaviors in (1.3) and (1.4). In a general situation, when {Ft}t≥0 or v(x) are not
τ -periodic, we cannot perform a similar trick, and unlike in the τ -periodic case, the
(strong) ergodicity strongly depends on the dimension of the state space. Let us be more
precise. First, recall that a progressively measurable strong Markov process {Mt}t≥0

on the state space (Rd̄,B(Rd̄)), d̄≥1, is called

(i) irreducible if there exists a σ-finite measure ϕ(dy) on B(Rd̄) such that whenever
ϕ(B)>0 we have

∫∞
0

Px(Mt∈B)dt>0 for all x∈Rd̄;

(ii) recurrent if it is ϕ-irreducible and if ϕ(B)>0 implies
∫∞
0

Px(Mt∈B)dt=∞ for

all x∈Rd̄;

(iii) Harris recurrent if it is ϕ-irreducible and if ϕ(B)>0 implies Px(τB <∞)=1 for
all x∈Rd̄, where τB := inf{t≥0 :Mt∈B};

(iv) transient if it is ϕ-irreducible and if there exists a countable covering of Rd̄ with
sets {Bj}j∈N⊆B(Rd̄), such that for each j∈N there is a finite constant cj ≥0

such that
∫∞
0

Px(Mt∈Bj)dt≤ cj holds for all x∈Rd̄.

Let us remark that if {Mt}t≥0 is a ϕ-irreducible Markov process, then the irre-
ducibility measure ϕ(dy) can be maximized, that is, there exists a unique “maximal”
irreducibility measure ψ(dy) such that for any measure ϕ̄(dy), {Mt}t≥0 is ϕ̄-irreducible
if, and only if, ϕ̄�ψ (see [67, Theorem 2.1]). According to this, from now on, when we
refer to irreducibility measure we actually refer to the maximal irreducibility measure.
In the sequel, we consider only the so-called open set irreducible Markov processes,
that is, we consider only ψ-irreducible Markov processes whose maximal irreducibility
measure ψ(dy) satisfies the following open-set irreducibility condition

(C6) ψ(O)>0 for every open set O⊆Rd̄.

Obviously, the Lebesgue measure dx satisfies condition (C6) and a Markov process
{Mt}t≥0 will be dx-irreducible if Px(Mt∈B)>0 for all t>0 and all x∈Rd̄ whenever

B∈B(Rd̄) has positive Lebesgue measure. In particular, the process {Mt}t≥0 will be dx-
irreducible if the transition kernel Px(Mt∈dy) possesses a transition density function
p(t,x,y), such that p(t,x,y)>0 for all t>0 and all x,y∈Rd̄. In Remark 3.2 we have
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commented that the question of the strict positivity of p(t,x,y) of general diffusions
with jumps is a non-trivial problem. The best we were able to obtain is given in
the following proposition, which, regardless the possible lack of the strict positivity of
p(t,x,y), shows the Lebesgue irreducibility property of a class of diffusions with jumps.

Proposition 6.1. Let {Ft}t≥0 be a diffusion with jumps with symbol q(x,ξ) satisfying
(3.5) and

Ex
[
ei〈ξ,Ft−x〉

]
=ReEx

[
ei〈ξ,Ft−x〉

]
, x,ξ∈Rd̄. (6.1)

Then, {Ft}t≥0 possesses a transition density function p(t,x,y), such that for every t0>0
and every n≥1 there exists ε(t0)>0 such that p(t,x,y+x)>0 for all t∈ [nt0,n(t0+1)],
all x∈Rd̄ and all |y|<nε(t0).

Proof. First, according to [62, Theorem 2.1], the condition in (6.1) implies that
q(x,ξ)=Req(x ,ξ), that is, b(x)=0 and ν(x,dy) are symmetric measures for all x∈Rd̄.
Consequently, the condition in (3.6) trivially holds true. Thus, {Ft}t≥0 possesses a
transition density function p(t,x,y) which is given by (3.8), and, for every t>0 and
every x,y∈Rd̄, we have

|p(t,x,y+x)−p(t,x,x)|=(2π)−d̄

∣∣∣∣∫
Rd̄

(
1−e−i〈ξ,y〉

)
Ex
[
ei〈ξ,(Ft−x)〉

]
dξ

∣∣∣∣
≤ (2π)−d̄

∫
Rd̄

∣∣∣1−e−i〈ξ,y〉
∣∣∣exp[− t

16
inf

x∈Rd̄
q(x ,2ξ)

]
dξ.

Now, by (3.5) and the dominated convergence theorem, we conclude that for every
t0>0 the continuity of the function y 
−→p(t,x,y) at x is uniformly for all t≥ t0 and all
x∈Rd̄. Next, by applying [62, Theorem 2.1] (under (6.1)), R. L. Schilling and J. Wang
(personal communication) obtained

inf
x∈Rd̄

Ex
[
ei〈ξ,(Ft−x)〉

]
≥ 1

2
exp

[
−4t sup

|η|≤|ξ|
sup
x∈Rd̄

q(x,η)

]
, t>0, ξ∈Rd̄.

Hence, for every t0>0,

p(t,x,x)=(2π)−d̄

∫
Rd̄

Ex
[
ei〈ξ,(Ft−x)〉

]
dξ

≥ 1

4π

∫
Rd̄

exp

[
−4(t0+1) sup

|η|≤|ξ|
sup
x∈Rd̄

q(x,η)

]
dξ

>0

uniformly for all t∈ [t0,t0+1] and all x∈Rd̄. According to this, there exists ε(t0)>0
such that p(t,x,y+x)>0 for all t∈ [t0,t0+1], all x∈Rd̄ and all |y|<ε(t0). Now, for
any n≥1, by the Chapman–Kolmogorov equation, we have that p(t,x,y+x)>0 for all
t∈ [nt0,n(t0+1)], all x∈Rd̄ and all |y|<nε(t0), which proves the desired result.

Further, it is well known that every ψ-irreducible Markov process is either recur-
rent or transient (see [67, Theorem 2.3]) and, clearly, every Harris-recurrent Markov
process is recurrent, but in general, these two properties are not equivalent. They differ
on the set of the irreducibility measure zero (see [67, Theorem 2.5]). However, for a
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diffusion with jumps satisfying condition (C6) these two properties are equivalent (see
[56, Proposition 2.1]).

Next, it is shown in [67, Theorem 2.6] that if {Mt}t≥0 is a recurrent process, then
there exists a unique (up to constant multiples) invariant measure π(dx). If the invariant
measure is finite, then it may be normalized to a probability measure. If {Mt}t≥0 is
(Harris) recurrent with finite invariant measure π(dx), then {Mt}t≥0 is called positive
(Harris) recurrent ; otherwise it is called null (Harris) recurrent. One would expect that
every positive (Harris) recurrent process is strongly ergodic, but in general this is not
true (see [47]). In the case of an open-set irreducible diffusion with jumps {Ft}t≥0, these
two properties coincide. In particular, for this class of processes, ergodicity coincides
with strong ergodicity. Indeed, according to [47, Theorem 6.1] and [62, Theorem 3.3] it
suffices to show that if {Ft}t≥0 possesses an invariant probability measure π(dx), then it
is recurrent. Assume that {Ft}t≥0 is transient. Then there exists a countable covering

of Rd̄ with sets {Bj}j∈N⊆B(Rd̄), such that for each j∈N there is a finite constant

Mj ≥0 such that
∫∞
0

pt(x,Bj)dt≤Mj holds for all x∈Rd̄. Let t>0 be arbitrary. Then
for each j∈N we have

tπ(Bj)=

∫ t

0

∫
Rd

ps(x,Bj)π(dx)ds≤Mj .

By letting t−→∞ we get that π(Bj)=0 for all j∈N, which is impossible.

Now, we can conclude that a d̄-dimensional, d̄≥3, open-set irreducible diffusion with
jumps is never ergodic. Indeed, as we commented, if an invariant probability measure of
an irreducible Markov process exists, then it must be recurrent. But the recurrence and
transience of open set irreducible diffusions with jumps, similarly as of Lévy processes,
depends on the dimension of the state space. More precisely, according to [56, Theorem
2.8], every truly d̄-dimensional, d̄≥3, open set irreducible diffusions with jumps is always
transient. In particular, d̄-dimensional, d̄≥3, diffusions are transient. On the other
hand, one-dimensional and two-dimensional symmetric diffusions are recurrent (see [56,
Theorem 2.9]). Also d̄-dimensional, d̄≥2, stable-like processes are always transient (see
[56, Theorem 2.10 and Corollary 3.3]). For conditions for recurrence and transience
of one-dimensional stable-like processes, see [11, 30, 31, 53, 54, 55, 56] and [57]. For
sufficient conditions for ergodicity of diffusions, see [6, 7, 9]. For sufficient conditions
for strong ergodicity of one-dimensional stable-like processes and diffusion with jumps,
see [53] and [68], respectively. A necessary and sufficient condition for the existence of
an invariant probability measure π(dx) of a d̄-dimensional diffusion with jumps {Ft}t≥0

with symbol q(x,ξ), for which C∞
c (Rd̄) is an operator core of the corresponding Feller

generator (that is, A∞ is the only extension of A∞|C∞
c (Rd̄) on DA∞), has been given in

[63, Theorems 3.1 and 4.1] and it reads as follows∫
Rd̄

ei〈ξ,x〉q(x,ξ)π(dx)=0, ξ∈Rd̄.

Also, let us remark that a (nontrivial) Lévy process is never (strongly) ergodic since it
cannot possess an invariant probability measure (see [58, Exercise 29.6]).

We end this paper with the following observations. Regardless the (strong) er-
godicity property we have the following limiting behaviors. Let {Lt}t≥0 be a d̄-

dimensional Lévy process with Feller generator (A∞,DA∞) and let f ∈C∞
c (Rd̄). Note

that A∞f ∈L1(dx,Rd̄)∩Bb(Rd̄). Then, since f̂ ∈L1(dx,Rd̄) (recall that f̂(ξ) denotes
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the Fourier transform of f(x)), we have

f(x)=

∫
Rd

ei〈ξ,x〉f̂(ξ)dξ

and by using an analogous approach as in the proof of Theorem 3.3, we obtain that

n−β

∫ nt

0

A∞f(Ls)ds
d−→0

for any β>0 and any initial distribution ρ(dx) of {Lt}t≥0. Further, if {Ft}t≥0 is a
d̄-dimensional diffusion with jumps with Feller generator (A∞,DA∞) and symbol q(x,ξ)
satisfying ∫

{|ξ|<r}

dξ

infx∈Rd̄Req(x,ξ)
<∞, (6.2)

for some r>0, and the conditions in (3.6) and (C6). Then, according to [62, Proof of
Theorem 1.1],

n−β

∫ nt

0

f(Fs)ds
P
ρ-a.s.−−−−−→0

for any β>0, any f ∈C∞
c (Rd̄) and any initial distribution ρ(dx) of {Ft}t≥0. Let us

remark that the condition in (6.2), together with (3.6) and (C6), implies the transience
of {Ft}t≥0 (see [62, Theorem 1.1]). In the Lévy process case, by the definition of
transience, assumptions (3.6) and (C6) are not needed (see [58, Theorem 37.5]).

Proposition 6.2. Let {Ft}t≥0 be a d̄-dimensional diffusion with jumps with symbol
q(x,ξ) satisfying (3.6) and∫ ∞

0

∫
Rd̄

exp

[
−t inf

x∈Rd̄
Req(x,ξ)

]
dξdt<∞. (6.3)

Then,

n−β

∫ nt

0

f(Fs)ds
P
ρ-a.s.−−−−−→0

for any β>0, any f ∈L1(dx,Rd̄) and any initial distribution ρ(dx) of {Ft}t≥0. In

addition, if f ∈L1(dx,Rd̄)∩Bb(Rd̄), then it suffices to require that (6.3) holds on (t0,∞),
for some t0>0.

Proof. First, recall that, according to [56, Theorem 2.6] and [62, Theorem 1.1],
{Ft}t≥0 has a transition density function p(t,x,y) which satisfies

sup
x,y∈Rd̄

p(t,x,y)≤ (4π)−d̄

∫
Rd̄

exp

[
− t

16
inf

x∈Rd̄
Req(x,ξ)

]
dξ.

By using this fact, for any f ∈L1(dx,Rd̄) and any initial distribution ρ(dx) of {Ft}t≥0,
we have

Eρ

[∫ ∞

0

|f(Fs)|ds
]
=

∫
Rd̄

∫ ∞

0

∫
Rd̄

|f(y)|p(s,x,y)dydsρ(dx)
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≤ (4π)−d̄

∫
Rd̄

|f(y)|dy
∫ ∞

0

∫
Rd̄

exp

[
− s

16
inf

x∈Rd̄
Req(x,ξ)

]
dξds.

In particular, ∫ ∞

0

f(Fs)ds<∞, Pρ-a.s.,

which proves the claim.
To prove the second statement, by identical reasoning as above we conclude that∫ ∞

t0

f(Fs)ds<∞, Pρ-a.s.,

for some t0>0. Finally, due to boundedness of f(x),∫ ∞

0

f(Fs)ds<∞, Pρ-a.s.,

which again implies the desired result.

Finally, let {Mt}t≥0 be a d̄-dimensional progressively measurable Markov process
possessing the local-time process (occupation measure), that is, a nonnegative process
{l(t,y)}t≥0, such that for any x∈Rd̄, any t≥0 and any nonnegative f ∈Bb(Rd̄),∫ t

0

f(Ms)ds=

∫
Rd̄

f(y)l(t,y)dy, Px-a.s.

A sufficient condition for the existence of the local time for a diffusion with jumps
{Ft}t≥0 with symbol q(x,ξ) satisfying (3.6) is as follows∫

Rd̄

dξ

1+infx∈Rd̄Req(x,ξ)
<∞

(see [62, Theorem 1.1]). Now, let f ∈L1(dx,Rd̄). Then, for any β>0 and any t>0, we
have

nβd̄

∫ t

0

f(nβMs)ds=nβd̄

∫
Rd̄

f(nβy)l(t,y)dy=

∫
Rd̄

f(y)l(t,n−βy)dy.

Hence, if {l(t,y)}t≥0 is continuous in y, Px-a.s. for all x∈Rd̄, we have

nβd̄

∫ t

0

f(nβMs)ds
P
ρ-a.s.−−−−−→ l(t,0)

∫
Rd̄

f(y)dy

for any β>0, any f ∈L1(dx,Rd̄) and any initial distribution ρ(dx) of {Lt}t≥0. In the
one-dimensional Lévy process case necessary and sufficient conditions for the existence
and continuity of local times have been given in [1, 2] and [5].
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