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VORTEX PATCH PROBLEM FOR STRATIFIED EULER
EQUATIONS∗

TAOUFIK HMIDI† AND MOHAMED ZERGUINE‡

Abstract. We study in this paper the vortex patch problem for the stratified Euler equations in
space dimension two. We generalize Chemin’s result [J.Y. Chemin, Oxford University Press, 1998.]
concerning the global persistence of the Hölderian regularity of the vortex patches. Roughly speaking,
we prove that if the initial density is smooth and the initial vorticity takes the form ω0=1Ω, with
Ω a C1+ε

−bounded domain, then the velocity of the stratified Euler equations remains Lipschitz
globally in time and the vorticity is split into two parts ω(t)=1Ωt

+ ρ̃(t), where Ωt denotes the image
of Ω by the flow and has the same regularity of the domain Ω. The function ρ̃ is a smooth function.
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1. Introduction
This paper deals with the vortex patch problem for the two-dimensional stratified

Euler equations described by the following system:





∂tv+v ·∇v+∇π=ρe2, (t,x)∈R+×R
2,

∂tρ+v ·∇ρ−∆ρ=0,
div v=0,
v|t=0=v0, ρ|t=0=ρ0.

(1.1)

Here, the unknowns are the velocity v=(v1,v2) which is a time-dependent vector
field on R

2, the pressure π is a scalar function, and ρ denotes the temperature or the
density. The vector e2 is given by (0,1). This system is a simplified model often used
to describe the atmosphere and ocean dynamics. It arises from the density-dependent
fluid equations by using the so-called Boussinesq approximation which neglects the
variation in density everywhere except in the buoyancy term. In dimension two the
vorticity ω of the velocity v is a scalar and takes the form ω=∂1v

2−∂2v
1. Applying

the differential operator curl to the first equation of (1.1) we shall have formally an
equivalent form of this system written in the vorticity-density formulation.





∂tω+v ·∇ω=∂1ρ, (t,x)∈R+×R
2,

∂tρ+v ·∇ρ−∆ρ=0,
v=∇⊥∆−1ω,

ω|t=0=ω0,ρ|t=0=ρ0.

(1.2)

This system is a generalization of Euler equations obtained with a constant density
and it has attracted a lot of attention in the last decade. Many results dealing
with the global well-posedness problem were recently obtained by numerous authors
and we will restrict our discussion here to some of them. In [3], Chae proved the
global well-posedness in the Sobolev framework, namely (v0,ρ0)∈H

s×Hs,s>2. This
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result was later improved in [13] by the first author and Keraani for critical Besov
regularities. In [7], Danchin and Paicu proved that we can go beyond the strong
solutions and establish the global existence and uniqueness for weak initial data in
the weak sense. More recently, the authors have established a global well-posedness
result for (1.1) with fractional dissipation, namely when the usual Laplacian −∆ is
replaced by (−∆)

α
2 , with α∈]1,2]. The critical case α=1 was solved later in [14] by

using the special structure of the equations. For more information about this subject
and other connected models we refer the reader to the papers [8, 15, 17, 18, 19] and
the references therein.

One of the main goals of this paper is to study the vortex patch problem for the
stratified Euler equations. As we shall see soon this is a special class of Yudovich
solutions where the velocity develops a good behavior and remains in the Lipschitz
class. Before giving more precise details about this problem we will give first an
overview of the vortex patch problem for planar incompressible ideal fluid. According
to the theory of Yudovich [4], the 2d Euler system is globally well-posed if the initial
vorticity ω0∈L

1∩L∞, and because the vorticity is transported by the flow it must
be constant along particle trajectories. As a consequence when the initial vorticity
has a vortex patch structure, that is the characteristic function of a bounded domain
Ω, the vorticity will preserve the same structure through time. This means that
ω(t)=1ψ(t,Ω), where the flow map ψ is defined by the differential equation

{
∂tψ(t,x)=v

(
t,ψ(t,x)

)
,

ψ(0,x)=x.

Now what about the regularity of the domain ψ(t,Ω)? From Yudovich’s work we
know that the flow is not in general Lipschitz and may exhibit a breaking regularity
ψ(t)∈Ce

−αt

. Unfortunately this cannot give useful information about the regularity
of the patch. In [4], Chemin proved that if the initial boundary belongs to the class
C1+ε, with 0<ε<1, the patch will preserve this regularity for any positive time.
In order to get this result Chemin proved a logarithmic estimate which relates the
Lipschitz norm of the velocity to the co-normal regularity of the vorticity. For more
details about this subject we refer the reader to the references [1, 6, 9, 10, 11]. A
special case of Chemin’s result reads as follows.

Theorem 1.1. Let v0 be a divergence-free vector field such that its vorticity ω0=1Ω

with Ω a C1+ε-bounded domain with ε∈]0,1[. Then the Euler system has a unique

global solution such that

‖∇v(t)‖L∞ ≤C0e
C0t.

Moreover, the domain ψ(t,Ω) is of class C1+ε for every t≥0.

Let us now come back to the stratified Euler system described by (1.1). Our goal
is to analyze the vortex patch problem for this model and to get precise information
about the time evolution of the initial patch. As we have already seen, the vorticity
in 2d Euler system remains a patch for every time and especially it does not lose its
regularity when it is better than C1. Even though this structure is instantaneously
altered for the stratified Euler system due to the effects of the gravitational force, it
will be of interest to investigate whether or not the flow image of the initial domain
Ωt,Ψ(t,Ω) preserves its Hölderian regularity. We shall give here a positive answer
to this problem and show in addition that the vorticity can be decomposed into
a singular part which is a vortex patch term and a regular part connected to the
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smoothing effects of density. We shall also give some asymptotic behavior for large
time which is needed to measure the difference between the vorticity and its singular
part.

Our main result reads as follows.

Theorem 1.2. Let Ω be a C1+ε-bounded domain, with 0<ε<1, ω0=1Ω, and

ρ0∈L
1∩L∞. Then the system (1.1) admits a unique global solution (v,ρ) such that

(v,ρ)∈L∞
loc(R+;Lip)×L

∞(R+;L
1∩L∞), ‖∇v(t)‖L∞ ≤C0e

C0t log
2(1+t).

If ψ denotes the flow associated to the velocity v, then for any t≥0 the domain Ωt=
ψ(t,Ω) belongs to the class C1+ε . Moreover we have the following decomposition:

ω(t,x)=1Ωt
+ ρ̃(t,x),

with ρ̃∈L∞
loc

(
R+;C

η
)
,∀η<1 and

‖ω(t)−1Ωt
‖L2 ≤C0 log(1+ t), ‖ρ̃(t)‖Cη ≤C0e

expC0t log
2(1+t).

Here Lip denotes the Lipschitz class and C0 a constant depending on the initial data.

Now a few remarks are in order.

Remarks 1.3.

1. The L∞-estimate of the vorticity that we are able to obtain has a logarithmic
growth for large time which is not optimal compared to the incompressible
Euler system. More precisely, we obtain

‖ω(t)‖L∞ ≤C0 log
2(1+ t).

This explains the additional logarithmic factor in the growth of the gradient
of the velocity.

2. It is interesting to know whether or not the logarithmic growth for the differ-
ence between the vorticity and its singular part is optimal.

The proof of Theorem 1.2 follows the formalism developed by Chemin in [4] for
the Euler system. It is shown, and this is the main tool of Chemin’s work, that only
the co-normal regularity of the vorticity ∂Xω contributes to the Lipschitz norm of
the velocity through a logarithmic estimate. To encode the co-normal regularity we
construct a suitable time-dependent vector field (Xt) which should be tangent for any
time to the image of the initial boundary by the flow map ψ(t). Therefore (Xt) should
satisfy the transport equation,

∂tX+v ·∇X=X ·∇v.

One of the main feature of these vector fields is the commutation property with the
transport operator ∂t+v ·∇, which leads in turn to

(∂t+v ·∇)∂Xω=∂X∂1ρ. (1.3)

For the incompressible Euler equation the last term ∂X∂1ρ disappears and therefore
the co-normal derivative of the vorticity is simply transported by the flow. In our
context we should deal carefully with this additional term where we lose formally two
derivatives on the density. The maximal smoothing effects for the transport-diffusion
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model governing the density equations could lead to suitable estimates, allowing us to
prove the global estimate for the Lipschitz norm. However we found it more convenient
to diagonalize the system to reduce the loss to just one derivative for the density and
not two. This is inspired by the recent work [14]. More precisely, we introduce the
coupled function Γ,ω−∂1∆−1ρ which satisfies the transport equation

∂tΓ+v ·∇Γ=
[
∂1∆

−1,v ·∇
]
ρ,F.

Consequently we get

(∂t+v ·∇)∂XΓ=∂XF.

Formally we can easily see that F is of order zero with respect to ρ according to the
smoothing effect of the singular operator ∂1∆

−1. Thus instead of manipulating ∂X∂1ρ
in the equation (1.3) we need to understand the commutator which is a nonlinear
term but exhibits a good behavior in ρ. The advantage of this approach concerns its
flexibility to be applied for fractional stratified Euler equations where the Laplacian
can be replaced by (−∆)

α
2 with α∈ [1,2].

Another task which is raised in the second part of Theorem 1.2 concerns the
description of the vorticity, which can be decomposed in a singular part of patch type
and a smooth one related to the density. This is done by using the smoothing effects
combined with the asymptotic behavior of the solutions for large time. For this latter
problem we need to perform suitable decay estimates for transport-diffusion model
which are almost optimal compared to the heat equation due to a logarithmic loss;
see for example Proposition 4.2.

Our paper is structured as follows. In Section 2 we recall some basic results on the
para-differential calculus and state some useful lemmas. Section 3 is devoted to the
establishment of some commutator estimates. In Section 4 we prove some asymptotic
behavior for Yudovich solutions. The last section is concerned with the proof of our
main result.

2. Basic tools

2.1. Notations. Throughout this work we will use the following notations.

• We denote by C a positive constant which may be different in each occurrence
but does not depend on the initial data. We shall sometimes alternatively use the
notation X.Y for an inequality of type X≤CY with C independent of X and Y .
The notation C0 means a constant depending on the involved norms of the initial
data.

• For any tempered distribution u both û and Fu denote the Fourier transform
of u.

• For every p∈ [1,∞], ‖·‖Lp denotes the usual norm of the Lebesgue space Lp.

• The mixed space-time Lebesgue space Lp([0,T ],Lr(Rd)) is equipped with the
norm ‖·‖Lp

T
Lr (with the obvious generalization to ‖·‖Lp

T
X for any Banach space X ).

• For any pair of operators P and Q, the commutator [P,Q] is given by PQ−QP .

2.2. Functional spaces. We shall in what follows recall the definition of
Hölder spaces Cn+α(Rd). For α∈]0,1[, we denote by Cα(Rd) the set of continuous
functions u such that

‖u‖Cα =‖u‖L∞ +sup
x 6=y

|u(x)−u(y)|

|x−y|α
<∞.
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We will also make use of the space C1+α(Rd) which is the set of continuously differ-
entiable functions u such that

‖u‖C1+α =‖u‖L∞ +‖∇u‖Cα <∞.

By the same way we can define generally the spaces Cn+α, with n∈N and α∈]0,1[.
Now we introduce the so-called Littlewood-Paley decomposition and the corre-

sponding cut-off operators which are the basic ingredients for the para-differential
calculus and the characterization of Besov spaces. There exist two radial positive
functions χ∈D(Rd) and ϕ∈D(Rd\{0}) such that

i) χ(ξ)+
∑

q≥0

ϕ(2−qξ)=1; ∀ q≥1, suppχ∩suppϕ(2−q)=∅,

ii) suppϕ(2−j ·)∩suppϕ(2−k·)=∅, if |j−k|≥2.
For every v∈S ′(Rd) we set the cut-off operators,

∆−1v=χ(D)v ; ∀q∈N,∆qv=ϕ(2
−qD)v and Sq=

∑

−1≤p≤q−1

∆p.

From [2], we split the product uv of two distributions into three parts,

uv=Tuv+Tvu+R(u,v),

with

Tuv=
∑

q

Sq−1u∆qv, R(u,v)=
∑

q

∆qu∆̃qv and ∆̃q=
1∑

j=−1

∆q+j .

Let us now introduce the Besov spaces.

Definition 2.1. For (p,r)∈ [1,+∞]2 and s∈R we define the inhomogeneous Besov

space Bsp,r as the set of tempered distributions u such that

‖u‖Bs
p,r

,
(
2qs‖∆qu‖Lp

)
`r
<∞.

Notice that the usual Sobolev space Hs coincides with Bs2,2 for any s∈R and that
the Hölder space Cn+α coincides with the Besov space Bn+α∞,∞

We shall also use some mixed space-time spaces.

Definition 2.2. Letting T >0 and ρ≥1, we denote by L
ρ
TB

s
p,r the space of distribu-

tions u such that

‖u‖Lρ

T
Bs

p,r
,
∥∥∥
(
2qs‖∆qu‖Lp

)
`r

∥∥∥
L

ρ

T

<∞.

We say that u belongs to the space L̃
ρ
TB

s
p,r if

‖u‖
L̃

ρ

T
Bs

p,r
,
(
2qs‖∆qu‖Lρ

T
Lp

)
`r
<∞.

Remark 2.3. By an immediate application of the Minkowski inequality, we have
the following embeddings. If ε>0, then

L
ρ
TB

s
p,r ↪→ L̃

ρ
TB

s
p,r ↪→L

ρ
TB

s−ε
p,r , if r≥ρ,
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L
ρ
TB

s+ε
p,r ↪→ L̃

ρ
TB

s
p,r ↪→L

ρ
TB

s
p,r, if ρ≥ r.

We shall make continuous use of Bernstein inequalities; for the proof see for instance
[4].

Lemma 2.4. There exists a constant C such that for q,k∈N, 1≤a≤ b, and for

f ∈La(Rd),

sup
|α|=k

‖∂αSqf‖Lb ≤Ck 2q(k+d(
1
a
− 1

b
))‖Sqf‖La ,

C−k2qk‖∆qf‖La ≤ sup
|α|=k

‖∂α∆qf‖La ≤Ck2qk‖∆qf‖La .

To end this paragraph we state the following result whose proof can be found in
[4, 11].

Proposition 2.5. Let s∈]−1,1[, (p,r)∈ [1,∞]2, and v be a divergence-free vector

field belonging to L1
loc(R+;Lip(R

d)). Let a be a solution of

∂ta+v ·∇a−ν∆a=f.

Then the following estimate holds true:

‖a(t)‖Bs
p,r

≤CeCV (t)
(
‖a(0)‖Bs

p,r
+

∫ t

0

e−CV (τ)‖f(τ)‖Bs
p,r
dτ
)
,

with V (t)=

∫ t

0

‖∇v(τ)‖L∞dτ and C a constant depending only on s and d.

3. Commutator estimates
We start this section with the following technical lemma whose proof can be found

in [14].

Lemma 3.1. Let (a,b)∈ [1,∞]2 such that a≥ b′ with 1
b
+ 1
b′
=1. Given f, g, and h

three functions such that ∇f ∈La, g∈Lb, and xh∈Lb
′

, then

‖h?(fg)−f(h?g)‖La .‖xh‖Lb′ ‖∇f‖La‖g‖Lb .

Now, we introduce the operator L,∂1∆−1, which is of convolution type, and our
aim is to estimate in a suitable space the commutator between this singular operator
and the convective one v ·∇. We point out that the operator L will appear in Section
5 when we deal with the evolution of a vortex patch.

Lemma 3.2. Let ε∈]0,1[, ρ be a smooth function and v be a smooth divergence-free

vector field on R
2 with vorticity ω. Assume that v∈L2, ω∈L2∩L∞, and ρ∈L2∩Lp,

with p> 2
1−ε . Then the following statement holds true:

∥∥[L,v ·∇
]
ρ
∥∥
Cε .‖v‖L2‖ρ‖L2 +‖ω‖L2∩L∞‖ρ‖Lp .

Proof. According to Bony’s decomposition,

[
L,v ·∇

]
ρ=
∑

q∈N

[
L,Sq−1v ·∇

]
∆qρ+

∑

q∈N

[
L,∆qv ·∇

]
Sq−1ρ+

∑

q≥−1

[
L,∆qv ·∇

]
∆̃qρ
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,
∑

q∈N

Πq1+
∑

q∈N

Πq2+
∑

q≥−1

Πq3

,Π1+Π2+Π3.

To estimate the first term Πq1 we use its convolution structure,

Πq1=hq ?(Sq−1v∆q∇ρ)−Sq−1v(hq ?∇∆qρ),

where ĥq(ξ)=
ξ1
|ξ|2ψ(2

−qξ) and ψ is a smooth function supported in an annulus with

center zero. Therefore hq(x)=2qh(2qx) with h∈S. In view of the Lemma 3.1 we get

‖Πq1‖L∞ .‖xhq‖Lp′ ‖∇Sq−1v‖L∞‖∆q∇ρ‖Lp .

Using the fact ‖xhq‖Lp′ =2
−2 q

p′ ‖xh‖Lp′ combined with the Bernstein inequality we
obtain

‖Πq1‖L∞ .2q(−1+ 2
p
)‖∆qρ‖Lp

∑

−1≤j≤q−2

‖∇∆jv‖L∞

.2q(−1+ 2
p
)‖ρ‖Lp

(
‖∇∆−1v‖L2 +(q−1)‖ω‖L∞

)

.2q(−1+ 2
p
)‖ρ‖Lp

(
‖ω‖L2 +(q−1)‖ω‖L∞

)
.

In the last line we have used that ∆j maps Lp into itself uniformly in j and p together
with the following equivalence:

‖∆qv‖L∞ ≈2−q‖∆qω‖L∞ ∀q∈N.

Because

∆j

∑

q∈N

Πq1=
∑

|j−q|≤4

Πq1,

and with the assumption p> 2
1−ε ,

‖Π1‖Cε . sup
j

∑

|j−q|≤4

2qε‖Πq1‖L∞

.
(
‖ω‖L2 +‖ω‖L∞

)
‖ρ‖Lp . (3.1)

Concerning the second term Πq2, we do not need to use the structure of the commu-
tator. We write

Πq2=L(∆qv ·∇Sq−1ρ)−∆qv ·∇L(Sq−1ρ)

,Λq1+Λq2.

For Λq1 we use that L is a homogeneous operator of order −1 and the Fourier transform
of ∆qv ·Sq−1∇ρ is supported in an annulus of size 2q. Then we get, by making use
of Bernstein inequality,

‖Λq1‖L∞ .2−q‖∆qv‖L∞‖Sq−1∇ρ‖L∞

.2q
(
−1+ 2

p

)
‖ω‖L∞‖ρ‖Lp . (3.2)
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Because the Riesz transform ∇L continuously maps Lp into itself with 1<p<∞, this
yields

‖Λq2‖L∞ .2−q‖∆q∇v‖∞‖Sq−1∇Lρ‖L∞

.2q
(
−1+ 2

p

)
‖ω‖L∞‖ρ‖Lp . (3.3)

Putting together (3.2) and (3.3) we get

‖Πq2‖L∞ .2q
(
−1+ 2

p

)
‖ω‖L∞‖ρ‖Lp .

Now we can conclude, as with the first term Π1,

‖Π2‖Cε .‖ω‖L∞‖ρ‖Lp . (3.4)

Let us now move to the third term Π3. According to the definition of the remainder
term one writes

Π3=
∑

q∈N

[
L,∆qv ·∇

]
∆̃qρ+

[
L,∆−1v ·∇

]
∆̃−1ρ

=
{∑

q∈N

Ldiv (∆qv∆̃qρ)−
∑

q∈N

∆qv ·∇L(∆̃qρ)
}
+
[
L,∆−1v ·∇

]
∆̃−1ρ

=Π1
3+Π2

3.

By Bernstein’s inequality we obtain successively

‖∆jLdiv (∆qv∆̃qρ)‖L∞ .2j
2
p ‖∆jLdiv (∆qv∆̃qρ)‖Lp

.2j
2
p ‖∆qv‖L∞‖∆̃qρ‖Lp

.2−q+j
2
p ‖ω‖L∞‖ρ‖Lp (3.5)

and

‖∆j

(
∆qv ·∇L(∆̃qρ)

)
‖L∞ .2j

2
p ‖∆qv‖L∞‖∇L(∆̃qρ)‖Lp

.2−q+j
2
p ‖ω‖L∞‖∆̃qρ‖Lp

.2−q+j
2
p ‖ω‖L∞‖ρ‖Lp . (3.6)

We multiply both sides of (3.5) and (3.6) by 2εj and take the supremum over j≥−1
to find

‖Π1
3‖Cε = sup

j≥−1
2εj‖∆jΠ

1
3‖L∞

.‖ω‖L∞‖ρ‖Lp sup
j≥−1

∑

q≥j−4

2−q+j(ε+
2
p
)

.‖ω‖L∞‖ρ‖Lp sup
j≥−1

2j(−1+ε+ 2
p
)

.‖ω‖L∞‖ρ‖Lp .

To estimate the last term Π2
3 it would be better to transform it under the form

Π2
3=divL(∆−1v∆̃−1ρ

)
−∆−1v ·L∇∆̃−1ρ.
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Because the Fourier transform of this quantity is supported in a fixed ball, we obtain
by Bernstein’s inequality

‖Π2
3‖L∞ .‖Π2

3‖L2

.‖∆−1v‖L∞‖∆̃−1ρ‖L2

.‖v‖L2‖ρ‖L2 .

Therefore we get

‖Π2
3‖Cε .‖v‖L2‖ρ‖L2 .

Consequently we find

‖Π3‖Cε .‖v‖L2‖ρ‖L2 +‖ω‖L∞‖ρ‖Lp . (3.7)

Combining (3.1), (3.4), and (3.7) yields
∥∥[L,v ·∇

]
ρ
∥∥
Cε .‖v‖L2‖ρ‖L2 +‖ω‖L2∩L∞‖ρ‖Lp . (3.8)

This completes the proof of the commutator estimate.

Now we will prove the following lemma.

Lemma 3.3. Let f and g be two smooth functions. Then, for all (p,r)∈ [2,∞]2 such

that p≥ r and for q∈N∪{−1},

‖[∆q,f ]g‖Lp .2q(
2
r
− 2

p
)‖∇f‖Lr‖g‖L2 .

Proof. According to the definition of the commutator, and using Taylor’s for-
mula,

{[
∆q,f

]
g
}
(x)=

∫

R2

φq(x−y)g(y)
(
f(y)−f(x)

)
dy

=

∫ 1

0

∫

R2

g(y)Φq(x−y) ·∇f(x+ t(y−x))dydt,

with

φq(x)=22qφ(2qx), Φq(x)=xφq(x), φ∈S(R2).

Using Hölder’s inequality and a change of variables we get, with the notation Φq,t=
t−2Φq(

x
t
),

∣∣[∆q,f
]
g(x)

∣∣≤
∫ 1

0

∫

R2

(
|g(y)||Φq(x−y)|

1
2

)(
|∇f(x+ t(y−x))||Φq(x−y)|

1
2

)
dydt

≤
(∫

R2

|Φq(x−y)||g(y)|
2
)
dy
) 1

2

∫ 1

0

(∫

R2

|Φq,t(y)||∇f(x−y)|
2dy
) 1

2

dt

≤
(
|Φq|? |g|

2
) 1

2 (x)

∫ 1

0

(
|Φq,t|? |∇f |

2
) 1

2 (x)dt.

It follows from the convolution laws that

∥∥[∆q,f
]
g
∥∥
Lp ≤‖|Φq|? |g|

2‖
1
2

L∞

∫ 1

0

‖
(
|Φq,t|? |∇f |

2
) 1

2 ‖Lpdt
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≤‖Φq‖
1
2

L∞‖g‖L2 ‖∇f‖Lr

∫ 1

0

‖Φq,t‖
1
2

Lρdt

with the assumption 1+ 2
p
= 2
r
+ 1
ρ
, which admits a solution despite the fact that p≥ r.

Straightforward computations yield

‖Φq‖L∞ =2q‖xφ‖L∞ and ‖Φq,t‖Lρ = t−2+ 2
ρ 2q(1−

2
ρ
)‖xφ‖Lρ .

Because ρ<∞ one gets

∥∥[∆q,f
]
g
∥∥
Lp ≤C‖g‖L2 ‖∇f‖Lr 2q(1−

1
ρ
)

∫ 1

0

t−1+ 1
ρ dt

≤C‖g‖L2 ‖∇f‖Lr2q(
2
r
− 2

p
).

The following result can be obtained easily from Lemma 3.3.

Corollary 3.4. Let v be a smooth divergence-free vector field on R
2 with vorticity

ω and f be a smooth scalar function. Then, for all (p,r)∈ [2,∞[2 such that p≥ r and

for q∈N∪{−1},

‖[∆q,v]f‖Lp .2q(
2
r
− 2

p
)‖ω‖Lr‖f‖L2 .

4. Asymptotic behavior

In this section we intend to establish some time decay estimates for any solution
of a transport-diffusion model. We will see afterwards how this allows one to get some
global a priori estimates for the vorticity of the system (1.2) which are very close to
the ones known for the usual Euler equations.

Proposition 4.1. Let v be a smooth vector field with zero divergence and ρ be a

smooth solution of the transport-diffusion equation

∂tρ+v ·∇ρ−∆ρ=0, ρ(0,x)=ρ0(x), (4.1)

such that ρ0∈L
1∩L2. Then the following assertions hold true.

(1) For every t≥0 and 0<α<1,

(1+ t)α‖ρ(t)‖2L2 +

∫ t

0

(1+τ)α−1‖ρ(τ)‖2L2dτ+

∫ t

0

(1+τ)α‖ρ(τ)‖2
Ḣ1dτ .‖ρ0‖

2
L1∩L2 .

(2) For every t≥0,

(1+ t)‖ρ(t)‖2L2 .‖ρ0‖
2
L1∩L2 .

Proof.

(1) Taking the L2 scalar product of the equation (4.1) with ρ and using the
incompressibility condition div v=0 we obtain

d

dt
‖ρ(t)‖2L2 +2‖∇ρ(t)‖2L2 =0. (4.2)
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Multiplying this differential equation by (1+ t)α and integrating by parts in time
yields

(1+ t)α‖ρ(t)‖2L2 +2

∫ t

0

(1+τ)α‖∇ρ(τ)‖2L2dτ =‖ρ0‖
2
L2 +α

∫ t

0

(1+τ)α−1‖ρ(τ)‖2L2dτ.

(4.3)
Now we use Nash’s inequality

‖ρ‖2L2 .‖ρ‖L1‖∇ρ‖L2 .

Because ‖ρ(t)‖L1 ≤‖ρ0‖L1 , we get

‖ρ(t)‖2L2 .‖ρ0‖L1‖∇ρ(t)‖L2 .

Thus after combining Hölder’s inequality with Young’s inequality |ab|≤ 1
4a

2+b2 we
obtain

α

∫ t

0

(1+τ)α−1‖ρ(τ)‖2L2dτ ≤C‖ρ0‖
2
L1

∫ t

0

(1+τ)α−2dτ+

∫ t

0

(1+τ)α‖∇ρ(τ)‖2L2dτ.

(4.4)
Under the assumption α<1 the inequality (4.4) implies

α

∫ t

0

(1+τ)α−1‖ρ(τ)‖2L2dτ ≤C‖ρ0‖
2
L1 +

∫ t

0

(1+τ)α‖∇ρ(τ)‖2L2dτ.

Plugging this estimate into (4.3) gives

(1+ t)α‖ρ(t)‖2L2 +

∫ t

0

(1+τ)α‖∇ρ(τ)‖2L2dτ .‖ρ0‖
2
L1∩L2 .

As a by-product of (4.4)

∫ t

0

(1+τ)α−1‖ρ(τ)‖2L2dτ .‖ρ0‖
2
L1∩L2 .

This concludes the proof of the first result.

(2) It is obviously seen that the previous proof does not work in the case α=1,
and what we are only able to obtain is the following estimate:

(1+ t)‖ρ(t)‖2L2 +

∫ t

0

(1+τ)‖∇ρ(τ)‖2L2dτ .‖ρ0‖
2
L1∩L2 log(2+ t). (4.5)

We will show that the uniform pointwise estimate for the density remains true. For
this purpose we combine (4.2) with Nash’s inequality and ‖ρ(t)‖L1 ≤‖ρ0‖L1 ,

d

dt
‖ρ(t)‖2L2 +C0‖ρ(t)‖

4
L2 ≤0, C0=

1

C‖ρ0‖2L1

· (4.6)

Multiplying (4.6) by (1+ t), then

d

dt

[
(1+ t)‖ρ(t)‖2L2

]
+C0(1+ t)‖ρ(t)‖

4
L2 ≤‖ρ(t)‖2L2 .
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Setting θ(t)=(1+ t)‖ρ(t)‖2L2 , we obtain the following differential inequality for θ:

d

dt
θ(t)+C0

θ2(t)

(1+ t)
−

θ(t)

(1+ t)
≤0.

This differential inequality is of Bernoulli’s type and by an explicit resolution we infer

θ(t)≤
1+ t

1
θ(0) +C0t

.

Hence we find

(1+ t)‖ρ(t)‖2L2 ≤θ(0)+
1

C0
(4.7)

.‖ρ0‖
2
L1∩L2 . (4.8)

This completes the proof of the proposition.

Now we intend to obtain some global a priori estimates for the solutions of (1.2).

Proposition 4.2. Let (ρ,ω) be a smooth solution of (1.2) such that ρ0∈L
1∩Lp and

ω0∈L
2∩Lp with p∈ [2,∞]. Then for t≥0,

‖ω(t)‖Lp +‖∇ρ‖L1
tL

p ≤C0 log
2− 2

p (1+ t).

Proof.
First case: p∈ [2,∞[. To get the estimate in the particular case p=2, we combine

(4.5) with Hölder’s inequality

‖∇ρ‖L1
tL

2 ≤ log
1
2 (1+ t)

(∫ t

0

(1+τ)‖∇ρ(τ)‖L2
2
dτ
) 1

2

.‖ρ0‖
2
L1∩L2 log(2+ t). (4.9)

The L2−estimate of the vorticity can be achieved easily from the equation

∂tω+v ·∇ω=∂1ρ. (4.10)

It follows that

‖ω(t)‖L2 ≤‖ω0‖L2 +

∫ t

0

‖∇ρ(τ)‖L2dτ.

From (4.9) we get

‖ω(t)‖L2 ≤C0 log(2+ t). (4.11)

Now, for the general case of p we will use the structure of the vorticity combined
with some smoothing effects of the transport-diffusion equation governing the density.
We start with localizing in frequency the equation of ρ:

∂t∆qρ+v ·∆qρ−∆∆qρ=−[∆q,v ·∇]ρ. (4.12)
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Multiplying (4.12) by ∆qρ|∆qρ|
p−2, integrating by parts and using the fact that

div v=0, we obtain

1

p

d

dt
‖∆qρ(t)‖

p
Lp +p

∫

R2

|∇∆qρ|
2|∆qρ|

p−2dx≤

∫

R2

|∆qρ|
p−1
∣∣∣[∆q,v ·∇]ρ

∣∣∣dx.

Now recall from [5, 6] the following generalized Bernstein inequality:

22q‖∆qρ‖
p
Lp .

∫

R2

|∇∆qρ|
2|∆qρ|

p−2dx.

Thus we find, by using Hölder’s inequality,

d

dt
‖∆qρ(t)‖

p
Lp +c2

2q‖∆qρ‖
p
Lp .‖∆qρ‖

p−1
Lp ‖[∆q,v ·∇]ρ‖Lp .

This gives

d

dt
‖∆qρ(t)‖Lp +c22q‖∆qρ‖Lp .‖[∆q,v ·∇]ρ‖Lp .

Consequently,

d

dt

(
ect2

2q

‖∆qρ(t)‖Lp

)
. ect2

2q

‖[∆q,v ·∇]ρ‖Lp .

Integrating in time, this differential inequality leads to

‖∆qρ(t)‖Lp . e−ct2
2q

‖∆qρ0‖Lp +

∫ t

0

e−c(t−τ)2
2q

‖[∆q,v ·∇]ρ(τ)‖Lpdτ.

It follows that

2q‖∆qρ(t)‖L1
tL

p .2−q‖∆qρ0‖Lp +2−q
∫ t

0

‖[∆q,v ·∇]ρ(τ)‖Lpdτ. (4.13)

Applying Corollary 3.4, the inequality (4.13) becomes

2q‖∆qρ(t)‖L1
tL

p .2−q‖∆qρ0‖Lp +2−2 q
p

∫ t

0

‖ω(τ)‖L2‖∇ρ(τ)‖L2dτ. (4.14)

Now, let N ∈N be a fixed number that will be chosen later. Using the Littlewood-
Paley decomposition, the Bernstein Lemma 2.4, and the estimate (4.14),

‖∇ρ(t)‖L1
tL

p ≤
∑

−1≤q<N

‖∇∆qρ(t)‖L1
tL

p +
∑

q≥N

‖∇∆qρ(t)‖L1
tL

p

.
∑

−1≤q<N

2q(1−
2
p
)‖∇∆qρ(t)‖L1

tL
2 +
∑

q≥N

2q‖∆qρ(t)‖L1
tL

p

.2N(1− 2
p
)‖∇ρ(t)‖L1

tL
2 +
∑

q≥N

2−q‖∆qρ0‖Lp

+
∑

q≥N

2−2 q
p

∫ t

0

‖ω(τ)‖L2‖∇ρ(τ)‖L2dτ

.‖ρ0‖Lp +2N(1− 2
p
)‖∇ρ(t)‖L1

tL
2 +2−2N

p

∫ t

0

‖ω(τ)‖L2‖∇ρ(τ)‖L2dτ.
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Then in view of (4.11) we obtain

‖∇ρ(t)‖L1
tL

p ≤‖ρ0‖Lp +‖∇ρ(t)‖L1
tL

2

(
2N(1− 2

p
)+2−2N

p log(1+ t)
)
.

We choose 2N ≈ log(1+ t), and from (4.9) we obtain

‖∇ρ(t)‖L1
tL

p ≤C0 log
2− 2

p (2+ t). (4.15)

To get the Lp−estimate for the vorticity we combine (4.15) with

‖ω(t)‖Lp ≤‖ω0‖Lp +

∫ t

0

‖∇ρ(τ)‖Lpdτ. (4.16)

Therefore,

‖ω(t)‖Lp ≤C0 log
2− 2

p (2+ t). (4.17)

Second case: p=∞. If r>2, then by using Bernstein’s inequality combined with the
smoothing effect (4.13) we get

‖∇ρ(t)‖L1
tL

∞

≤
∑

−1≤q<N

‖∇∆qρ(t)‖L1
tL

∞ +
∑

q≥N

‖∇∆qρ(t)‖L1
tL

∞

≤
∑

−1≤q<N

22
q
r ‖∇∆qρ(t)‖L1

tL
r +

∑

q≥N

2q(
2
r
+1)‖∆qρ(t)‖L1

tL
r

≤
∑

−1≤q<N

22
q
r ‖∇∆qρ(t)‖L1

tL
r +

∑

q≥N

2q(
2
r
−1)
(
‖∆qρ0‖Lr +

∫ t

0

‖[∆q,v ·∇]ρ(τ)‖Lrdτ
)
.

(4.18)

Applying the estimate (4.15), (4.17), and Corollary 3.4 we find

‖∇ρ(t)‖L1
tL

∞

≤‖ρ0‖Lr +
∑

−1≤q<N

2
2q
r ‖∇∆qρ(t)‖L1

tL
r +

∑

q≥N

2q(
2
r
−1)

∫ t

0

‖ω(τ)‖Lr‖∇ρ(τ)‖L2dτ

≤‖ρ0‖Lr +22
N
r ‖∇ρ‖L1

tL
r +2N( 2

r
−1)‖ω‖L∞

t Lr‖∇ρ‖L1
tL

2

≤‖ρ0‖Lr +C02
2N

r log2−
2
r (2+ t)

(
1+2−N log(2+ t)

)
.

Taking 2N ≈ log(2+ t) we infer that

‖∇ρ(t)‖L1
tL

∞ .C0 log
2(2+ t), (4.19)

As a direct consequence

‖ω(t)‖L∞ .C0 log
2(2+ t). (4.20)

This completes the proof of the proposition.

Corollary 4.3. Let Ω be a bounded domain, ρ0∈L
1∩Lp with p>2, and ω0=1Ω.

Then any smooth solution of (1.2) satisfies

‖ω(t)−1Ωt
‖Lp ≤C0 log

2− 2
p (2+ t),
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where Ωt is the image of Ω by the flow ψ associated to the velocity v.

Proof. Let ψ be the corresponding flow to the velocity v. Then in view of the
vorticity equation we have

ω(t,x)=ω0(ψ
−1(t,x))+

∫ t

0

∂1ρ(τ,ψ(τ,ψ
−1(t,x)))dx.

Because the flow ψ preserves Lebesgue measure we get, from (4.15),

‖ω(t)−1Ωt
‖Lp ≤

∫ t

0

‖∇ρ(τ)‖Lpdτ

≤C0 log
2− 2

p (2+ t).

5. Vortex patches
This section is devoted to the proof of the main result of this paper stated in

Theorem 1.2. We will follow the ideas of Chemin developed for the incompressible
Euler equations. Before going further into the details of the proof we will recall some
basic definitions in the study of the vortex patch problem.

5.1. General formalism.
Definition 5.1. Let ε∈]0,1[ and X=(Xλ)λ∈Λ be a family of vector fields such that

for every λ∈Λ, Xλ and div Xλ belong to Cε. This family is called admissible if and

only if

I(X), inf
x∈Rd

sup
λ∈Λ

∣∣Xλ(x)
∣∣>0.

We set

‖̃Xλ‖Cε =‖Xλ‖Cε +‖divXλ‖Cε .

For u∈L∞ we define the derivative of u along the vector field Xλ:

∂Xλ
u=div(uXλ)−u divXλ.

We will now introduce the anisotropic Hölder spaces Cε(X) associated to a family
of vector fields X.

Definition 5.2. Let ε∈]0,1[ and X be an admissible family of vector fields. We

denote by Cε(X) the space of bounded functions u, such that

∀λ∈Λ, ∂Xλ
u∈Cε−1 and sup

λ∈Λ
‖∂Xλ

u‖Cε−1 <+∞.

This space is equipped with the norm

‖u‖Cε(X)=
1

I(X)

(
‖u‖L∞ sup

λ∈Λ
‖̃Xλ‖Cε +sup

λ∈Λ
‖∂Xλ

u‖Cε−1

)
.

The following result, proven by Chemin [4], is the main key in the study of the vortex
patch problem. It relates the Lipschitz norm of an incompressible vector field v to
the co-normal regularity of its vorticity.
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Theorem 5.3. Let ε∈]0, 1[ and X be a family of vector fields as in Definition 5.1.

Let v be a divergence-free vector field such that its vorticity ω satisfies ω∈Cε(X)∩L2.

Then there exists a constant C depending only on ε, such that

‖∇v‖L∞ ≤C

(
‖ω‖L2 +‖ω‖L∞ log

(
e+

‖ω‖Cε(X)

‖ω‖L∞

))
. (5.1)

Proposition 5.4. Let v be a Lipschitzian vector field and ψ its flow. Let X0=
(X0,λ)λ∈Λ a family of vector fields. We define Xt=

(
Xt,λ)λ∈Λ by

Xt,λ(x)=ψ?(t)X0,λ=
(
X0,λ((x,D))ψ(t)

)(
ψ−1(t,x)

)
.

Then

(
∂t+v ·∇

)
Xt,λ=∂Xt,λ

v. (5.2)

Notation: we will sometimes use the notation Xλ(t) to denote Xt,λ.

The following result describes the commutation between any vector field satisfying
(5.2) and the advective operator v ·∇.

Lemma 5.5. Let (v,ρ) be a solution of the system (1.1) and Xt, (Xt,λ)λ∈Λ be a

family of vector fields satisfying the equations (5.2). Then we have

(
∂t+v ·∇

)
∂Xt,λ

ω=∂Xt,λ
∂1ρ.

Proof. By definition we have

(∂t+v ·∇)∂Xt,λ
ω=(∂tXt,λ+v ·∇Xt,λ) ·∇ω+Xt,λ ·{(∂t+v ·∇)∇ω}

=(∂tXt,λ+v ·∇Xt,λ)∇ω+Xt,λ ·∇(∂tω+v ·∇ω)−(Xt,λ ·∇v) ·∇ω.

By the virtue of (5.2) and the vorticity equation we obtain

(∂t+v ·∇)∂Xt,λ
ω=∂Xt,λ

v ·∇ω+Xt,λ ·∇∂1ρ−(Xt,λ ·∇v) ·∇ω

=Xt,λ ·∇∂1ρ.

This completes the proof.

5.2. General statement. We will now give a generalization of the Theorem
1.2 which allows us to deal with more general structures than the vortex patches, for
example ω=f(x)1Ω with smooth scalar function f .

Theorem 5.6. Let 0<ε<1 and X0 be a family of admissible vector fields, v0
be a free vector field such that ω0∈L

2∩Cε(X0). Let ρ0∈L
1∩L∞. Then the system

(1.1) admits a unique global solution (v,ρ)∈L∞
loc(R+;Lip)×L

∞
loc(R+;L

1∩L∞). More

precisely,

‖∇v(t)‖L∞ ≤C0e
C0t log

2(2+t),

‖ω(t)‖Cε(Xt)+‖∂X0,λ
ψ(t)‖Cε ≤C0e

exp{C0t log
2(2+t)}.
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Proof. We will restrict ourselves to the proof of the a priori estimates. The
existence part of the theorem is classical and can be done for example by using a
standard recursive method. We start with using a hidden structure in (1.2) in the
spirit of the work [14]. We introduce the coupled function

Γ=ω−Lρ,

where L denotes the singular operator L,∂1∆−1. It is easy to see that Γ satisfies

(∂t+v ·∇)Γ=
[
L,v ·∇

]
ρ.

According to the Lemma 5.5, Xt commutes with the transport part and consequently

(∂t+v ·∇)∂Xt,λ
Γ=∂Xt,λ

{[
L,v ·∇

]
ρ
}
.

Hence in view of Proposition 2.5 we find

∥∥∂Xt,λ
Γ(t)

∥∥
Cε−1 ≤Ce

CV (t)
∥∥∂X0,λ

Γ0

∥∥
Cε−1

+CeCV (t)

∫ t

0

e−CV (τ)
∥∥∥∂Xt,λ

{[
L,v ·∇

]
ρ(τ)

}∥∥∥
Cε−1

dτ (5.3)

with V (t)=

∫ t

0

‖∇v(τ)‖L∞dτ . Now because Cε is an algebra then we get the general

fact

‖∂Xλ
u‖Cε−1 ≤‖div(uXλ)‖Cε−1 +‖u divXλ‖Cε−1

.‖uXλ‖Cε +‖u divXλ‖L∞

.‖u‖Cε ‖̃Xλ‖Cε .

Consequently we obtain
∥∥∥∂Xt,λ

{[
L,v ·∇

]
ρ
}∥∥∥

Cε−1
≤C‖̃Xt,λ‖Cε

∥∥∥
[
L,v ·∇

]
ρ
∥∥∥
Cε
. (5.4)

The estimate of the commutator term is described in Lemma 3.2:

∥∥[L,v ·∇
]
ρ
∥∥
Cε .‖v‖L2‖ρ‖L2 +‖ω‖L2∩L∞‖ρ‖Lp , p>

2

1−ε
. (5.5)

To estimate the first term of the right-hand side we write according to (4.7)

‖v(t)‖L2 ≤‖v0‖L2 +

∫ t

0

‖ρ(τ)‖L2dτ

≤C0(1+ t)
1
2 .

Again, by using (4.7),

‖v(t)‖L2‖ρ(t)‖L2 ≤C0.

Now applying a usual interpolation inequality combined with the maximum principle
and (4.7) we get, for p∈ [2,+∞[,

‖ρ(t)‖Lp ≤‖ρ(t)‖
2
p

L2‖ρ0‖
1− 2

p

L∞ ≤C0(1+ t)
− 1

p .
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Thus it follows from the previous estimates, Proposition 4.1-(3), and (5.5) that

∥∥[L,v ·∇
]
ρ
∥∥
Cε ≤C0+C0(1+ t)

− 1
p log2(2+ t)≤C0.

Inserting this estimate into (5.4) yields

∫ t

0

e−CV (τ)
∥∥∂Xt,λ

{[
L,v ·∇

]
ρ(τ)

}∥∥
Cε−1dτ ≤C0

∫ t

0

e−CV (τ)‖̃Xλ(τ)‖Cεdτ. (5.6)

Substituting (5.6) into (5.3) gives

∥∥∂Xt,λ
Γ(t)

∥∥
Cε−1 . e

CV (t)

(∥∥∂X0,λ
Γ0

∥∥
Cε−1 +

∫ t

0

e−CV (τ)‖̃Xλ(τ)‖Cεdτ

)
. (5.7)

By the definition we get

∥∥∂X0,λ
Γ0

∥∥
Cε−1 ≤

∥∥∂X0,λ
ω0

∥∥
Cε−1 +

∥∥∂X0,λ
Lρ0

∥∥
Cε−1

≤
∥∥∂X0,λ

ω0

∥∥
Cε−1 + ‖̃X0,λ‖Cε‖Lρ0‖Cε . (5.8)

Similarly one obtains

∥∥∂Xt,λ
Lρ(t)

∥∥
Cε−1 ≤‖̃Xλ(t)‖Cε‖Lρ(t)‖Cε .

Now we can use the integral representation of the operator L leading to the pointwise
inequality

|Lρ0(x)|.
( 1

| · |
? |ρ0|

)
(x),

It follows that

‖Lρ0‖L∞ .‖ρ0‖L1∩L∞ . (5.9)

Now by the definition of Besov spaces and according to (5.9) and to Bernstein’s
inequality we get, for p≥ 2

1−ε ,

‖Lρ(t)‖Cε ≤‖Lρ(t)‖L∞ +sup
q∈N

2qε‖∆qLρ(t)‖L∞

.‖ρ(t)‖L1∩L∞ +sup
q∈N

2q(ε−1+ 2
p
)‖∆qρ(t)‖Lp

.‖ρ0‖L1∩L∞ .

This implies

∥∥∂Xt,λ
Lρ(t)

∥∥
Cε−1 ≤C0‖̃Xλ(t)‖Cε . (5.10)

Combining (5.7) and (5.8) with (5.10) we find

∥∥∂Xt,λ
ω(t)

∥∥
Cε−1 ≤

∥∥∂Xt,λ
Γ(t)

∥∥
Cε−1 +

∥∥∂Xt,λ
Lρ(t)

∥∥
Cε−1

≤C0‖̃Xλ(t)‖Cε +C0e
CV (t)

(
1+

∫ t

0

e−CV (τ)‖̃Xλ(τ)‖Cεdτ

)
. (5.11)
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It remains to estimate ‖̃Xλ(t)‖Cε . Applying Proposition 2.5 to the equation (5.2) we
get

‖Xλ(t)‖Cε ≤CeCV (t)
(
‖Xλ(0)‖Cε +

∫ t

0

e−CV (τ)‖∂Xλ
v(τ)‖Cεdτ

)
. (5.12)

Recall from [4] the following inequality:

‖∂Xλ
v‖Cε ≤C

(
‖∂Xλ

ω‖Cε−1 +‖divXλ‖Cε‖ω‖L∞ +‖Xλ‖Cε‖∇v‖L∞

)
. (5.13)

Inserting (5.13) into (5.12) and using Gronwall’s inequality we find

‖Xλ(t)‖Cε ≤CeCV (t)‖Xλ(0)‖Cε

+CeCV (t)

∫ t

0

e−CV (τ)
(
‖∂Xλ

ω(τ)‖Cε−1 +‖divXλ(τ)‖Cε‖ω(τ)‖L∞

)
dτ.

(5.14)

To get a bound for ‖div X(t)‖Cε we apply the divergence operator to (5.2):

(∂t+v ·∇)divXλ(t)=0.

Thus we obtain, in view of Proposition 2.5,

‖divXλ(t)‖Cε ≤CeCV (t)‖divXλ(0)‖Cε . (5.15)

Combining the inequalities (5.14) and (5.15) yields

‖̃Xλ(t)‖Cε ≤CeCV (t)‖̃Xλ(0)‖Cε

+CeCV (t)

(
‖divXλ(0)‖Cε‖ω‖L1

tL
∞ +

∫ t

0

e−CV (τ)‖∂Xλ,τ
ω(τ)‖Cε−1dτ

)
.

It follows from (4.20) that

‖̃Xλ(t)‖Cε ≤C0e
CV (t)

(
(1+ t)log2(2+ t)+

∫ t

0

e−CV (τ)‖∂Xλ,τ
ω(τ)‖Cε−1dτ

)
.

Hence we deduce, from (5.11),

‖̃Xλ(t)‖Cε ≤C0e
CV (t)

(
(1+ t)log2(2+ t)+(1+ t)

∫ t

0

e−CV (τ)‖̃Xλ(τ)‖Cε

)
dτ
)
.

Therefore Gronwall’s inequality yields

‖̃Xλ(t)‖Cε ≤C0e
C0t

2

eCV (t).

Plugging this estimate into (5.11),

‖∂Xt,λ
ω(t)‖Cε−1 ≤C0e

C0t
2

eCV (t).

This gives

‖̃Xλ(t)‖Cε +‖∂Xt,λ
ω(t)‖Cε−1 ≤C0e

C0t
2

eCV (t). (5.16)
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To bound ω in the anisotropic space Cε(Xt), it remains to give a lower bound for
I(Xt). For this purpose we use the following estimate from [4]:

I(Xt)≥ I(X0)e
−CV (t).

Consequently we obtain

‖ω(t)‖Cε(Xt)≤C0e
C0t

2

eCV (t). (5.17)

Using the logarithmic estimate (5.1), (5.17), (4.17), and (4.20), one finds

‖∇v(t)‖L∞ ≤C0

(
log(2+ t)+log2(2+ t)log

(
e+‖ω(t)‖Cε(Xt)

)
)

≤C0

(
1+ t2 log2(2+ t)+log2(2+ t)

∫ t

0

‖∇v(τ)‖L∞dτ

)
.

Applying Gronwall’s lemma leads to

‖∇v(t)‖L∞ ≤C0e
C0t log

2(2+t). (5.18)

Therefore combining this estimate with (5.17) we get

‖ω(t)‖Cε(Xt)≤C0e
exp{C0t log

2(2+t)}.

Now it remains to estimate ∂Xt,λ
ψ(t). For this goal we use the identity ∂X0,λ

ψ(t)=
Xt,λ ◦ψ(t), and thus

‖∂X0,λ
ψ(t)‖Cε =‖Xt,λ ◦ψ(t)‖Cε .

Using the definition ‖f‖Cε =‖f‖L∞ +supx 6=y
|f(x)−f(y)|

|x−y|ε , we get

‖Xt,λ ◦ψ(t)‖Cε ≤‖Xt,λ‖Cε‖∇ψ(t)‖εL∞

≤‖Xt,λ‖CεeCV (t).

From (5.18) we infer that

‖Xt,λ ◦ψ(t)‖Cε ≤C0e
exp{C0 t log

2(2+t)}.

This concludes the proof of Theorem 5.6.

5.3. Proof of the main result. We shall give the proof of Theorem 1.2.
The Lipschitz estimate for the velocity follows immediately from Theorem 5.6. Thus
it remains to prove two points. The first one concerns the image by the flow of the
initial boundary Ωt=ψ(t,Ω) which will preserve its initial regularity through the time
evolution. The second one is the estimate of the difference between the vorticity and
the patch 1ψ(t,Ω).

We will start with constructing an admissible family of vector fields X0 for which
ω0=1Ω∈Cε(X0). According to the definition of a C1+ε(R2)-bounded domain we
claim the existence of a function f0∈C

1+ε(R2) such that in a neighborhood V of
∂Ω we have ∂Ω=f−1

0 ({0})∩V and ∇f0(x) 6=0 in V . Let χ be a smooth function
supported in V and taking the value 1 in a small neighborhood of ∂Ω. We set

X0,0=∇⊥f0 and X0,1=(1−χ)

(
1
0

)
.
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We can easily check that the family {X0,0,X0,1} is admissible in the sense of the
Definition 5.1. As the vector field X0,0 is Hamiltonian and tangential to the closed
curve ∂Ω then necessarily it will be degenerate at some points inside the domain Ω.
For this reason we should complete with the vector field X0,1 in order to get a non
degenerate family. Now we claim that ∂X0,i

ω0=0 for i∈{0,1}. This is obvious for the
vector field X0,1 and we shall prove it for X0,0 in a weak sense. If ϕ∈D(R2), then
according to Green’s formula we have

∫

R2

∂X0,0
ω(x)ϕ(x)dx=

∫

R2

div (∇⊥f01Ω)ϕ(x)dx

=−

∫

Ω

∇⊥f0 ·∇ϕ(x)dx

=−

∫

∂Ω

∇⊥f0(σ) ·~n(σ)ϕ(σ)dσ

=0.

Now we will work with a judicious parameterization of ∂Ω. Let x0∈∂Ω and define
the curve γ0 by the autonomous differential equation

{
∂σγ

0(σ)=∇⊥f0(γ
0(σ)),

γ0(0)=x0.

By classical arguments we can see that γ0 belongs to C1+ε(R,R2). Let γ(t,σ),
ψ(t,γ0(σ)), which gives a parameterization of the boundary of ψ(t,Ω). By differenti-
ation we get

∂σγ(t,σ)=
(
∂X0,0

ψ
)
(t, γ0(σ)).

From Theorem 5.6 we infer ∂X0,0
ψ∈L∞

loc(R+;C
ε), and thus γ(t) belongs to

L∞
loc(R+;C

1+ε). This completes the proof of the regularity persistence of the boundary
of Ωt. Let us now move to the proof of the last point dealing with the decomposition
of the vorticity into two parts: the vortex patch and a smooth term related to the
density. According to the proof of the Corollary 4.3 we have

ω(t,x)=ω0(ψ
−1(t,x))+

∫ t

0

(∂1ρ)(τ,ψ(τ,ψ
−1(t,x)))dτ

=ω0(ψ
−1(t,x))+

∫ t

0

(∂1ρ)(τ,ψt(τ,x))dτ

=1ψ(t,Ω)+ ρ̃(t,x),

with ρ̃(t,x)=

∫ t

0

(∂1ρ)(τ,ψt(τ,x))dτ . Here ψt(τ, ·) is the generalized flow defined by

the equation

{
∂τψt(τ,x)=v(τ,ψt(τ,x)),
ψt(t,x)=x.

Recall the classical identities

ψ(τ,x)=ψ0(τ,x), ψ−1(τ,x)=ψτ (0,x) and ψ(τ,ψ−1(t,x))=ψt(τ,x).
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Using the generalized flow equation and Gronwall’s inequality we get

‖∇ψt(τ)‖L∞ ≤ exp
(∣∣
∫ τ

t

‖∇v(s)‖L∞ds
∣∣). (5.19)

Now we intend to prove the following estimate: for every η∈ [0,1[, we have

‖ρ̃(t)‖Cη ≤C‖ρ‖
L̃1

tB
2
∞,∞

eCV (t), with V (t)=

∫ t

0

‖∇v(τ)‖L∞dτ. (5.20)

Indeed, the classical composition law

‖f ◦ψ‖Cη ≤C‖f‖Cη

(
1+‖∇ψ‖ηL∞

)
,

combined with (5.19), yields

∥∥(∂1ρ)(τ,ψt(τ,x))
∥∥
Cη ≤C‖ρ(τ)‖C1+η exp

(
C
∣∣
∫ t

τ

‖∇v(s)‖L∞ds
∣∣).

It follows that

‖ρ̃(t)‖Cη ≤C‖ρ‖L1
tC

1+ηeCV (t).

From the embedding L̃1
tB

2
∞,∞ ↪→L1

tC
1+η we obtain

‖ρ̃(t)‖Cη ≤C‖ρ‖
L̃1

tB
2
∞,∞

eCV (t).

Then the estimate (5.18) leads to

‖ρ̃(t)‖Cη ≤C0e
expC0t log

2(2+t)‖ρ‖
L̃1

tB
2
∞,∞

.

By Proposition 3.1 of [12] we obtain

‖ρ‖
L̃1

tB
2
∞,∞

≤C‖ρ0‖Lp

(
1+ t+V (t)

)

≤C0e
C0t log

2(2+t).

Consequently

‖ρ̃(t)‖Cη ≤C0e
expC0t log

2(2+t).

This concludes the proof of Theorem 1.2.
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