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ABSENCE OF ZEROS AND ASYMPTOTIC ERROR ESTIMATES

FOR AIRY AND PARABOLIC CYLINDER FUNCTIONS∗

FELIX FINSTER† AND JOEL SMOLLER‡

Abstract. We derive WKB approximations for a class of Airy and parabolic cylinder functions
in the complex plane, including quantitative error bounds. We prove that all zeros of the Airy
function lie on a ray in the complex plane, and that the parabolic cylinder functions have no zeros.
We also analyze the Airy and Airy-WKB limit of the parabolic cylinder functions.
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1. Introduction and statement of results

This paper represents an important first step in our program of proving the lin-
earized stability of the Kerr black hole. The mathematical problem can be framed as
showing that solutions of the so-called Teukolsky equation [10, 1] for spin s=2, with
smooth compactly supported initial data outside the black hole, decay uniformly on
compact sets. The Teukolsky equation separates into an angular and radial ODE.
The angular equation involves a Sturm-Liouville operator of the form

− d2

du2
+W (u) .

Here the potential W is complex, and thus the operator is not self-adjoint. Following
the procedure developed in [2], we seek a spectral representation for this angular
operator. Our method for proving such a spectral representation requires detailed
information on the eigensolutions. This information can be obtained by “glueing
together” approximate solutions and controlling the error using the methods in [3].
One method for obtaining such approximate solutions is to solve the Sturm-Liouville
equation

(

− d2

du2
+V (u)

)

φ(u)=0 , (1.1)

where V is a linear or quadratic polynomial with complex coefficients. The corre-
sponding solutions are Airy and parabolic cylinder functions, respectively. In this
paper we analyze properties of these special functions.

Both of these special functions have interesting representations as contour inte-
grals in the complex plane. Since it is difficult to estimate these integral representa-
tions directly, we analyze them with stationary phase-like methods (for an introduc-
tion to these methods see for example [6, Section 7.7]) to obtain approximate WKB
solutions

1
4
√
V

exp
(

∫ u√
V
)

(1.2)
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176 AIRY AND PARABOLIC CYLINDER FUNCTIONS

with quantitative error bounds. In order to apply the methods in [3], we also need to
control the function y :=φ′/φ, which solves the associated Riccati equation

y′=V −y2 . (1.3)

For y to be well-behaved, we must show that φ has no zeros. This motivates our
interest in ruling out zeros of the Airy and parabolic cylinder functions.

Apart from being of independent interest, the results obtained here will be used
in the forthcoming papers [4, 5].

2. Estimates for Airy functions

In this section, we assume that V is a linear function,

V (u)=a+bu with a,b∈C .

Then the Sturm-Liouville equation (1.1) can be solved explicitly in terms of Airy
functions,

φ(u)=A(z) where z= b−
2
3 (a+bu),

and A is a linear combination of the Airy functions Ai and Bi (see [8]):

A(z) :=−i
√
π
(

Ai(z)+ iBi(z)
)

(the reason for our specific linear combination is that it has a particularly simple
WKB asymptotic form; see (2.4) below). The corresponding solution of the Riccati
equation (1.3) is given by

y(u)= b
1
3
A′(z)

A(z)
.

Using the integral representations in [8, equations (9.5.4) and (9.5.5)],

Ai(z)=
1

2πi

∫ ∞eπi/3

∞e−πi/3

exp

(

t3

3
−zt

)

dt, (2.1)

Bi(z)=
1

2π

∫ ∞eπi/3

−∞

exp

(

t3

3
−zt

)

dt+
1

2π

∫ ∞e−πi/3

−∞

exp

(

t3

3
−zt

)

dt (2.2)

(where ∞eiϕ refers to the end point of the contour limt→+∞ teiϕ, etc.), we obtain

A(z)=
1√
π

∫

Γ

exp

(

t3

3
−zt

)

dt, (2.3)

where Γ is the contour Γ=−R
+∪e−iπ/3

R
+. Note that the last integral is finite

because the factor et
3/3 decays exponentially at both ends of the contour. From the

computation

A
′′(z)=

1√
π

∫

Γ

t2 exp

(

t3

3
−zt

)

dt

=
1√
π

∫

Γ

(

z+
d

dt

)

exp

(

t3

3
−zt

)

dt= zA(z),
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one immediately verifies that A is a solution of the Airy equation.
In the next lemma, we show that A can be obtained from Ai by a rotation in the

complex plane.

Lemma 2.1. For any z∈C,

A
(

e−
iπ
3 z
)

=2
√
πe−

iπ
6 Ai(−z) .

Proof. We perform a change of variables in the integral (2.3),

A
(

e−
iπ
3 z
)

=
1√
π

∫

Γ

exp

(

t3

3
−e−

iπ
3 zt

)

dt=
{

τ = e
2πi
3 t
}

=
1√
π
e−

2πi
3

∫ ∞eπi/3

∞e−πi/3

exp

(

e−2πi τ
3

3
−e−iπ zτ

)

dτ

=
1√
π
e−

2πi
3

∫ ∞eπi/3

∞e−πi/3

exp

(

τ3

3
+zτ

)

dτ

(2.1)
= 2i

√
πe−

2πi
3 Ai(−z)=2

√
πe−

iπ
6 Ai(−z) ,

giving the result.

2.1. WKB estimates. Our first goal is to get asymptotic expansions and
rigorous estimates of the functions A′(z) and A(z). We expect that for large z, the
Airy solution should go over to the WKB wave function (1.2) corresponding to the
Airy potential V (z)= z,

AWKB(z) := z−
1
4 e

2
3
z

3
2 . (2.4)

Here we define the roots by zα=exp(α log(z)), where the logarithm has a branch cut
along the ray

e−
iπ
3 R

+ . (2.5)

In the next theorem, we show that with this branch cut, the WKB wave function (2.4)
approximates the Airy function A for large z, with rigorous error bounds.

Theorem 2.2. Assume that for given ε∈ (0, π6 ),

argz 6∈
(

− iπ

3
−ε,− iπ

3
+ε
)

mod 2π . (2.6)

Then
∣

∣

∣

∣

A(z)

AWKB(z)
−1

∣

∣

∣

∣

≤ 3

|z| 34
1

sin2(ε/2)

(

1+log2
(

1+sin
3
2 (ε/2) |z| 34

)

)

, (2.7)

∣

∣

∣

∣

d

dz

(

A(z)

AWKB(z)

)
∣

∣

∣

∣

≤ 2

|z| 74
1

sin3(ε/2)

(

1+log3
(

1+sin
3
2 (ε/2) |z| 34

)

)

. (2.8)

Proof. The assumption (2.6) and our branch convention for the square root
imply that the parameter c defined by

c=Re
(

e−
iπ
3

√
z
)

(2.9)
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is positive and bounded by (see figure 2.1)

c≥|z| 12 sin(ε/2
)

. (2.10)

z

e−iπ/3
R

+

e−iπ/6
R

√
z e−iπ/3

√
z

Fig. 2.1. Parameter regions in the complex plane.

Rewriting the argument of the exponential in (2.3) as

t3

3
−zt=

2

3
z

3
2 −

√
z τ2+

τ3

3
with τ := t+

√
z ,

we obtain

A(z)=
1√
π

∫

e−iπ/6R

exp

(

2

3
z

3
2 −

√
z τ2+

τ3

3

)

dτ (2.11)

=
1√
π
e−

iπ
6

∫ ∞

−∞

exp

(

2

3
z

3
2 −e−

iπ
3

√
z s2− is3

3

)

ds, (2.12)

where in (2.11) we deformed the contour, whereas in the last line we introduced the

new integration variable s= eiπ/6 τ . Note that in (2.12) the factor e−is3/3 is merely a
phase, but the quadratic term in the exponent still ensures convergence of the integral
in view of (2.9).

If we drop the cubic term in the exponent, the resulting Gaussian integral can be
computed to give precisely the WKB wave function,

AWKB(z)=
1√
π
e−

iπ
6

∫ ∞

−∞

exp

(

2

3
z

3
2 −e−

iπ
3

√
zs2
)

ds.

We thus obtain the error term

E(z) :=A(z)−AWKB(z)

=
1√
π
e−

iπ
6

∫ ∞

−∞

exp

(

2

3
z

3
2 −e−iπ/3

√
z s2
)

(

e−
is3

3 −1
)

ds.
(2.13)

After estimating the error term by
∣

∣

∣

∣

√
πe−

2
3
z

3
2 E(z)

∣

∣

∣

∣

≤
∫ ∞

−∞

e−cs2
∣

∣

∣
e−

is3

3 −1
∣

∣

∣
ds,
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we decompose the integral into integrals over the regions [−L,L] and R\ [−L,L]. We
bound these integrals as follows:

∫

R\[−L,L]

e−cs2
∣

∣

∣
e−

is3

3 −1
∣

∣

∣
ds≤2

∫

R\[−L,L]

e−cs2 ds

≤2e−
cL2

2

∫ ∞

−∞

e−
cs2

2 ds=
2
√
2π√
c

e−
cL2

2 , (2.14)

∫ L

−L

e−cs2
∣

∣

∣
e−

is3

3 −1
∣

∣

∣
ds≤2

∫ L

0

s3

3
ds≤ L4

6
, (2.15)

where in the last line we used that for all x∈R the inequality |eix−1|≤ |x| holds. In
order to make both errors of about the same size, we choose

L=

√

2

c
log

1
2

(

1+c
3
2

)

. (2.16)

We thus obtain
∣

∣

∣

∣

e−
2
3
z

3
2 E(z)

∣

∣

∣

∣

≤ 2
3
2

c2
+

2

3
√
π

1

c2
log2

(

1+c3/2
)

≤ 3

c2

(

1+log2
(

1+c3/2
)

)

.

Applying (2.10) and (2.4) gives (2.7).
In order to derive (2.8), we introduce the abbreviations

I(z)=

∫ ∞

−∞

exp

(

−e−
iπ
3

√
z s2− is3

3

)

ds, (2.17)

IWKB(z)=

∫ ∞

−∞

exp
(

−e−
iπ
3

√
zs2
)

ds= e
iπ
6

√
πz−

1
4 . (2.18)

Then

d

dz

(

A(z)

AWKB(z)

)

=
d

dz

(

I(z)

IWKB(z)

)

=
I ′(z)−I ′

WKB
(z)

IWKB(z)
+

I ′
WKB

(z)

IWKB(z)

AWKB(z)−A(z)

AWKB(z)
.

Using (2.18) and (2.7), the second summand is estimated by
∣

∣

∣

∣

I ′
WKB

(z)

IWKB(z)

AWKB(z)−A(z)

AWKB(z)

∣

∣

∣

∣

≤ 1

|z| 74
1

sin2(ε/2)

(

1+log2
(

1+sin
3
2 (ε/2)|z| 34

)

)

. (2.19)

In order to estimate the first summand, we differentiate (2.17) and (2.18) to obtain,
similar to (2.13), the identity

√
z (I ′(z)−I ′

WKB
(z))=

∫ ∞

−∞

(

−1

2
e−

iπ
3 s2

)

exp
(

−e−
iπ
3

√
z s2
)(

e−
is3

3 −1
)

ds.

It follows that

∣

∣

√
z
(

I ′(z)−I ′
WKB

(z)
)∣

∣≤ 1

2

∫ ∞

−∞

s2 e−cs2
∣

∣

∣
e−

is3

3 −1
∣

∣

∣
ds.

Estimating the integral exactly as in (2.14) and (2.15), we obtain

1

2

∫ ∞

−∞

s2 e−cs2
∣

∣

∣
e−

is3

3 −1
∣

∣

∣
ds≤

√
π

c
3
2

e−
cL2

2 +
L6

18
.



180 AIRY AND PARABOLIC CYLINDER FUNCTIONS

Choosing L again according to (2.16), we obtain

∣

∣

√
z
(

I ′(z)−I ′
WKB

(z)
)∣

∣≤ 1√
πc3

(

1+log3(1+c
3
2 )
)

.

Applying (2.18) and (2.10), we conclude that

∣

∣

∣

∣

I ′(z)−I ′
WKB

(z)

IWKB(z)

∣

∣

∣

∣

≤ 1

|z| 74
1

sin3(ε/2)

(

1+log3
(

1+sin
3
2 (ε/2) |z| 34

)

)

.

Noting that this contribution dominates (2.19), we obtain (2.8).

In particular, this theorem allows us to take the limit as z goes to infinity along
a ray through the origin, as long as we stay away from the branch cut (2.5).

Corollary 2.3. Let z0∈C be off the ray e−
iπ
3 R

+. Then

lim
t→∞

t−
1
2
A′(tz0)

A(tz0)
=
√
z0 ,

where we again used the sign convention for the square root introduced just before (2.5).

Proof. We choose ε so small that z0 satisfies the condition (2.6). Then

lim
t→∞

t−
1
2
A′(tz0)

A(tz0)
= lim

t→∞
t−

1
2
A′

WKB
(tz0)

AWKB(tz0)
,

and computing A′
WKB

from (2.4) gives the result.

2.2. An estimate for the Riccati equation for a complex potential.

Our next goal is to show that the Airy function A has no zeros except on the
branch cut (2.5). In preparation for this, we now derive an estimate for solutions
of the Riccati equation for a general potential V with ImV ≥0. Thus let y be a
solution of the Riccati equation (1.3). Decomposing y into its real and imaginary
parts, y=α+ iβ, we obtain the system

α′=ReV −α2+β2, (2.20)

β′=ImV −2αβ . (2.21)

Moreover, we set

σ=exp

(

2

∫ u

α

)

. (2.22)

Let us assume that ImV ≥0 on an interval [u0,u1] and that (α,β) is a solution on
a closed subinterval [u0,u2]⊂ [u0,u1]. If β(u0)>0, it follows immediately from (2.21)
that β>0 on the whole interval [u0,u2]. A short calculation yields

(σβ)′(u)=σ ImV ≥0 .

Hence the function σβ is monotone increasing and

β(u)≥β0σ0
1

σ(u)
,
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where β0=β(u0) and similarly for all other functions. Using this inequality in (2.20),
we obtain

α′≥ReV −α2+
β2
0 σ

2
0

σ(u)2
. (2.23)

Integrating this inequality gives the following estimate.

Lemma 2.4. Assume that ImV ≥0 on the interval [u0,u1] and that (α,β) is a
solution on a closed subinterval [u0,u2]⊂ [u0,u1] with β(u0)>0. Then the function α
satisfies the upper bound

α(u)≤g(u) on [u0,u2] ,

where we set

g(u)=

√
C sinh(x)+α(u2) cosh(x)

cosh(x)+α(u2) sinh(x)/
√
C

and

C= inf
[u0,u1]

ReV ∈R , x=
√
C (u−u1) .

Proof. Dropping the last summand in (2.23), we obtain the inequality

α′≥C−α2 .

Then α≤g, where g is the solution of the corresponding differential equation

g′=C−g2 , g(u2)=α(u2) .

Solving this differential equation gives the result.

Using the result of this lemma in (2.22), we get

σ(u)=σ0 exp

(

2

∫ u

u0

α

)

≤σ0 exp

(

2

∫ u

u0

g

)

.

Computing the integral, we obtain

σ(u)≤σ0

(√
C cosh

(√
C(u−u2)

)

+α(u2) sinh
(√

C(u−u2)
)

√
C cosh

(√
C(u−u0)

)

+α(u2) sinh
(√

C(u−u0)
)

)2

.

Using this estimate in (2.23) and setting u=u2 gives the following result.

Proposition 2.5. Assume that ImV ≥0 on [u0,u1] and that β(u0)>0. As-
sume furthermore that the solution (α,β) exists on the interval [u0,u]⊂ [u0,u1] and
that α′(u)≤0. Then

0≥C−α(u)2+β2
0

[

cosh
(
√
C(u−u0)

)

+
α(u)√

C
sinh

(
√
C(u−u0)

)

]4

.
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Corollary 2.6. Assume that either ImV |[u0,u1]≥0 and β(u0)>0 or ImV |[u0,u1]≤
0 and β(u0)<0. Then the solution (α,β) exists and is bounded on the interval [u0,u1].

Proof. It suffices to consider the case ImV |[u0,u1]≥0 and β(u0)>0 because the
other case is obtained by taking the complex conjugate of the Riccati equation (1.3).

Let us assume conversely that the solution (α,β) blows up at a point u2∈ [u0,u1].
We can assume that α blows up, because otherwise β could be obtained by integrat-
ing (2.21),

β(u)= e
−2

∫ u
u0

α
β(u0)+

∫ u

u0

e−2
∫ u
τ
α ImV (τ)dτ . (2.24)

Assume that α tends to +∞. Then (2.24) shows that β stays bounded, and thus
the right hand side of (2.20) tends to −∞, a contradiction. On the other hand, if α
is unbounded from below, then there is a sequence vn∈ [u0,u2) with α(vn)→−∞
and α′(vn)≤0. This contradicts Proposition 2.5.

2.3. Locating the zeros of the Airy function. Our method for ruling out
zeros of the Airy function A at a given point z0∈C is to consider the Airy function
along straight lines of the form

z(u)= z0+λu with u∈R , (2.25)

where λ is a complex parameter. Then the function φ(u) :=A(z(u)) satisfies the
Sturm-Liouville equation (1.1) with

V (u)=λ2 (z0+λu) .

Applying Corollary 2.6 to the corresponding Riccati solution y :=φ′/φ yields the fol-
lowing proposition. This proposition follows immediately from Lemma 2.1 and the
fact that the function Ai only has zeros on the negative real axis (see [8, Section
9.9(i)]). Nevertheless, we present a proof in order to illustrate the methods of Sec-
tion 2.2 in a simple example (these methods will be used again in Section 3.2).

Proposition 2.7. The function A has no zeros off the ray e−iπ/3
R

+.

Proof. Let z0 be a point off the ray e−iπ/3
R

+. We choose λ such that (−λ) is
also off the ray e−iπ/3

R
+. Then Corollary 2.3 applies and yields

lim
u→−∞

|u|− 1
2 y(u)=λ lim

u→−∞
|u|− 1

2
A′(z(u))

A(z(u))
=λ

√
−λ.

Using our sign convention for the square root, we may choose λ such that

√
−λ= eiϕ with ϕ∈

(π

6
,
π

3

)

∪
(π

3
,
π

2

)

; (2.26)

then

lim
u→−∞

|u|− 1
2 y(u)=−e3iϕ (2.27)

(note that the parameter −λ= e2iϕ is indeed off the ray e−iπ/3
R

+ because π/3 is
excluded in (2.26)). Moreover,

ImV (u)=Im(λ2z0)+uIm(λ3)=Im(e4iϕz0)−uIm(e6iϕ) . (2.28)



F. FINSTER AND J. SMOLLER 183

A
B

A

B

B

A

e6iϕe3iϕeiϕ e4iϕz0

BA

argz0

Fig. 2.2. Admissible phases.

In the considered range of ϕ, the imaginary parts of e3iϕ and e6iϕ have oppo-
site signs (see figure 2.2). As a consequence, one sees from (2.27) and (2.28) that
for sufficiently large negative u, the functions Imy and ImV are non-zero and have
the same sign. Moreover, we can choose ϕ such that the imaginary parts of e4iϕz0
and e6iϕ have the same sign (see figure 2.2). We conclude from (2.28) that the
imaginary part of V has fixed sign on the interval (∞,0]. Thus Corollary 2.6 shows
that y(u) is bounded on the interval (−∞,0]. Hence the corresponding Sturm-Liouville
solution φ(u)=exp(

∫ u
y) has no zeros on this interval. In particular, we conclude

that 0 6=φ(0)=A(z0).

3. Estimates for parabolic cylinder functions

We now consider a quadratic potential

V (u)=α+
β

4
(u−γ)2 with α,β,γ∈C .

The corresponding differential equation (1.1) can be solved explicitly in terms of the
parabolic cylinder function, as we now recall. The parabolic cylinder function, which
we denote by Ua(z), is a solution of the differential equation

U ′′
a (z)=

(z2

4
+a
)

Ua(z) . (3.1)

Setting

φ(u)=Ua(z) with a=
α√
β
, z=β

1
4 (u−γ) ,

a short calculation shows that φ indeed satisfies (1.1).
According to [8, Section 12.5(ii)], particular solutions of (3.1) can be written as

contour integrals,

U±
a (z)= e−

z2

4

∫

Γ±

ezt−
t2

2 ta−
1
2 dt . (3.2)

We consider the special solution obtained by choosing

Γ±=R± i

as the contour from −∞± i to ∞± i, where we take the usual convention ta−
1
2 =

exp((a− 1
2 )logt), and the logarithm has its branch cut along the negative real axis.
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Whenever we omit the indices ±, our arguments apply to both cases. It is verified by
a direct computation that Ua satisfies (3.1); namely,

U ′
a(z)=

∫

Γ

(

−z

2
+ t
)

e−
z2

4
+zt− t2

2 ta−
1
2 dt,

U ′′
a (z)=

∫

Γ

(

z2

4
− 1

2
− t(z− t)

)

e−
z2

4
+zt− t2

2 ta−
1
2 dt

=

∫

Γ

ta−
1
2

(

z2

4
− 1

2
− t

∂

∂t

)

e−
z2

4
+zt− t2

2 dt

=

∫

Γ

(

z2

4
− 1

2
+
(

a+
1

2

)

)

ta−
1
2 e−

z2

4
+zt− t2

2 dt=
(z2

4
+a
)

Ua(z) ,

where in the last line we integrated by parts.

In the special cases

a=
1

2
,
3

2
,
5

2
, . . . , (3.3)

the integral (3.2) is Gaussian and can easily be computed in closed form (giving the
well-known eigensolutions of the harmonic oscillator). Therefore, we may restrict
attention to the case when (3.3) is violated. As (3.1) only involves z2, it is obvious
that Ua(−z) is also a parabolic cylinder function. Indeed, by a change of variables we
see that

U+
a (−z)= e−

z2

4

∫

Γ+

e−zt− t2

2 ta−
1
2 dt={τ =−t}

= e−
z2

4

∫

Γ−

ezτ−
τ2

2 (−τ)a−
1
2 dτ .

Using that log(−τ)= log(τ)− iπ, we obtain the relation

U+
a (−z)= e−iπ(a− 1

2
)U−

a (z) . (3.4)

Moreover, an elementary computation shows that

U+
a (0)=2a−

1
2 (1− ieiπa)Γ

(a

2
+

1

4

)

,

(U+
a )′(0)=2a+

1
2 (1+ ieiπa)Γ

(a

2
+

3

4

)

.

(3.5)

Thus the Wronskian of U+
a and U−

a is given by

w(U+
a ,U−

a )
(3.4)
= 2eiπ(a−

1
2
)(U+

a )′(0)U+
a (0)

= eiπ(a−
1
2
) 22a+1 (1+e2iπa)Γ

(a

2
+

1

4

)

Γ
(a

2
+

3

4

)

.

From these formulas, one sees that U+
a and U−

a are linearly independent except in the
trivial cases (3.3) (note that for the values a=− 1

2 ,− 3
2 , . . ., the poles of the Γ functions

in (3.5) are canceled by the zeros of the corresponding factors (1± ieiπa)).
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3.1. WKB estimates. Integral representations for parabolic cylinder func-
tion have been used to derive asymptotic expansions (see for example [7] and [9]).
The goal of this section is to derive rigorous estimates with quantitative error bounds
which go beyond [7, 9] and show that in a certain parameter range, the function Ua(z)
is well-approximated by a WKB wave function. More precisely, the WKB wave func-
tion (1.2) becomes

φWKB(z)=

(

4

z2+4a

)
1
4

exp

(

1

2

∫ z
√

ζ2+4adζ

)

=

(

z+
√
z2−b+2

)
1
2
− b

4

(z2−b+2)
1
4

exp
(z

4

√

z2−b+2
)

,

(3.6)

where we introduced the abbreviation

b=−4
(

a− 1

2

)

.

We write the parabolic cylinder function as

Ua(z)= e−
z2

4

∫

Γ

ef(t) dt , (3.7)

where the function f and its derivatives are given by

f(t)= zt− t2

2
− b

4
logt , f ′(t)= z− t− b

4t
, (3.8)

f ′′(t)=−1+
b

4t2
, f ′′′(t)=− b

2t3
. (3.9)

The zeros of f ′ are computed to be

t±=
1

2

(

z±
√

z2−b
)

. (3.10)

We choose t0 equal to either t+ or t−. As we excluded the special cases (3.3), we
know that b 6=0 and thus t± 6=0.

In order to obtain a “stationary phase-type” approximation to Ua, we let f̃ be
the quadratic Taylor approximation of f ,

f̃(t)=f(t0)+
f ′′(t0)

2
(t− t0)

2 .

It is convenient to introduce the parametrization

t= t0 (1+τ) ; (3.11)

then

f(t)−f(t0)=− t20
2
τ2+

b

4

(

τ− log(1+τ)
)

, (3.12)

f̃(t)−f(t0)=

(

− t20
2
+

b

8

)

τ2 . (3.13)
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The coefficient of τ2 in (3.12) is given by

d :=− t20
2
=−1

8

(

z±
√

z2−b
)2

. (3.14)

We now deform the contour Γ to the the straight line

τ(u)= eiαu with u∈R and α∈ [0,π) . (3.15)

Then

g(u) := τ(u)− log
(

1+τ(u)
)

= eiαu− log(1+eiαu)

=

∫ u

0

d

ds

(

eiαs− log(1+eiαs)
)

ds=

∫ u

0

(

eiα− eiα

1+eiαs

)

ds

=

∫ u

0

e2iαs

1+eiαs
ds=

∫ u

0

e2iαs(1+e−iαs)

|1+eiαs|2 ds=

∫ u

0

e2iαs+eiαs2

1+s2+2scosα
ds

= e2iαI1(u)+eiαI2(u) ,

where I1 and I2 are the real-valued functions

Iℓ(u)=

∫ u

0

sℓ

1+s2+2scosα
ds, ℓ=1,2 . (3.16)

Choosing a polar decomposition of b and d,

b= |b|eiβ , d= |d|eiδ with β,δ∈ [−π,π] ,

and introducing the abbreviation

ρ=

∣

∣

∣

∣

b

8d

∣

∣

∣

∣

, (3.17)

we obtain

Re
(

f(t)−f(t0)
)

= |d|h(u) ,

where

h(u) :=cos(2α+δ)u2+2ρ
(

cos(2α+β)I1(u)+cos(α+β)I2(u)
)

. (3.18)

Lemma 3.1. The function h satisfies the inequality
∣

∣

∣

∣

h(u)

u2
−cos(2α+δ)+ρ

sin(α+β)

2sinα

∣

∣

∣

∣

≤ ρ

2sinα
.

Proof. It is obvious from (3.18) and (3.16) that h(0)=0=h′(0), and that h′′(0)
exists and is finite. Suppose that u>0. Then

h′(u)≤u sup
s∈R\{0}

h′(s)

s
,

and integrating from 0 to u yields

h(u)

u2
≤ sup

s∈R\{0}

h′(s)

2s
.
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Similarly, one can estimate h(u)/u2 from below by infh′(s)/(2s). Proceeding analo-
gously in the case u<0 gives

inf
s∈R\{0}

h′(s)

2s
≤ h(u)

u2
≤ sup

s∈R\{0}

h′(s)

2s
.

By differentiating (3.16), we readily obtain

h′(s)

2s
=cos(2α+δ)+ρ

cos(2α+β)+s cos(α+β)

1+s2+2scosα
, (3.19)

which implies that

lim
s→±∞

h′(s)

2s
=cos(2α+δ) .

As a consequence, the function h′(s)/(2s) is bounded from above and below by its
inner maximum and minimum, respectively. Differentiating (3.19) and computing the
zeros, a straightforward computation gives the result.

Lemma 3.2. By appropriately choosing α in (3.15), one can arrange that

sinα≥ 1

2
(3.20)

and

Re(f(t)−f(t0))≤−κ |d| |τ |2 , (3.21)

where

κ=



















1−ρ
sin2

(

β
2 − δ

4

)

cos δ
2

, if δ∈
(

− 2π

3
,
2π

3

)

,

−cos
(

δ± π

3

)

−2ρ
(

1−sin
(

β± π

6

))

, if δ 6∈
(

− 2π

3
,
2π

3

)

(3.22)

(and one can choose the cases ± as desired). If ρ<1/8, we can choose κ=1/4.

Proof. In the case δ∈ (− 2π
3 , 2π3 ), we choose

α=
π−δ

2
,

which gives cos(2α−δ)=−1. Applying Lemma 3.1 and using the identities

sin

(

π−δ

2

)

=cos

(

δ

2

)

,

1−sin(α+β)=2sin2
(

α+β

2
− π

4

)

=2sin2
(

β

2
− δ

4

)

gives (3.21).
In the second case, we apply Lemma 3.1 choosing

α=
π

6
or α=

5π

6
.



188 AIRY AND PARABOLIC CYLINDER FUNCTIONS

Ret

Ret

t0
α

Imt

arg(eiα t0)∈ (−π
4 ,

π
4 )

Imt

α

arg(eiα t0)∈ ( 3π4 , 5π4 )

t(u)= t0 (1+eiαu)

Fig. 3.1. Contour deformations of Γ+ and Γ−.

A short calculation again gives (3.21).
If ρ<1/8, another short calculation shows that κ as given by (3.22) is always

larger than 1/4. Therefore, we can choose κ=1/4.

Theorem 3.3. Suppose that the phases β and δ are such that the parameter κ in
Lemma 3.2 is positive. We consider the parabolic cylinder function

Ua(z)=

{

U+
a (z), if Re(t0e

iα)<0,

U−
a (z), if Re(t0e

iα)≥0 .

Then this parabolic cylinder function can be approximated by the function

Ũa(z)= e−
z2

4
+f(t0) t0

2
√
2π√

−8d−b
, (3.23)

with the relative error bounded by

∣

∣

∣

∣

Ua(z)

Ũa(z)
−1

∣

∣

∣

∣

≤
√

|8d+b| |b|
κ2 |d|2

(

1+log2
(

1+
(κ |d|) 3

2

|b|

)

)

.

Proof. We first consider the contour deformations in more detail. It is guaranteed
by Lemma 3.2 that Re(t2) is positive at both ends of the contour. In view of (3.11)
and (3.15), this implies that

arg
(

eiα t0
)

∈
(

− π

4
,
π

4

)

∪
(3π

4
,
5π

4

)

mod 2π .

In the case arg(eiα t0)∈ (−π
4 ,

π
4 ), the contour can be continuously deformed to Γ− (see

figure 3.1). Likewise, in the case arg(eiαt0)∈ ( 3π4 , 5π4 ), a contour deformation gives the
contour Γ+, but with the opposite orientation (see again figure 3.1). Hence from (3.7),
(3.11), and (3.15), we obtain

Ua(z)=±e−
z2

4
+iα+f(t0) t0

∫ ∞

−∞

ef(t)−f(t0) du. (3.24)

Replacing f by f̃ , we obtain a Gaussian integral, which can easily be computed to
obtain (3.23), with an appropriate choice of the sign of the square root

√
−8d−b.
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In order to estimate the integral for large |u|, we fix a parameter L>0. Then
∣

∣

∣

∣

∫

R\[−L,L]

ef(t)−f(t0) du

∣

∣

∣

∣

=

∫

R\[−L,L]

eRe(f(t)−f(t0)) du
(3.21)

≤
∫

R\[−L,L]

e−κ|d|u2

du

≤ e−
1
2
κ|d|u2

∫ ∞

−∞

e−
1
2
κ|d|u2

du=

√

2π

κ |d| e
− 1

2
κ|d|L2

.

Since f̃ is the quadratic approximation to f at τ =0, the inequality (3.21) also holds
for f̃ . Hence the last estimate is also true for f̃ ,

∣

∣

∣

∣

∫

R\[−L,L]

ef̃(t)−f(t0) du

∣

∣

∣

∣

≤
√

2π

κ |d| e
− 1

2
κ|d|L2

.

Next, on the interval [−L,L] we use the estimates

∣

∣

∣
ef(t)−f(t0)−ef̃(t)−f(t0)

∣

∣

∣
=

∣

∣

∣

∣

∫ 1

0

d

ds
esf(t)+(1−s)f̃(t)−f(t0) ds

∣

∣

∣

∣

=

∫ 1

0

∣

∣

∣
(f(t)− f̃(t))esf(t)+(1−s)f̃(t)−f(t0)

∣

∣

∣
ds

≤|f(t)− f̃(t)| sup
s∈[0,1]

eRe
(

sf(t)+(1−s)f̃(t)−f(t0)
)

≤|f(t)− f̃(t)| ,

(3.25)

where in the last step we used that the real parts of f(t)−f(t0) and f̃(t)− f̃(t0) are
both negative in view of (3.21) and the fact that f̃ is the quadratic Taylor polynomial
of f about t0.

Moreover, as f̃ is the quadratic approximation to f , we know that

|f(t)− f̃(t)|≤ |τ |3
3!

sup
τ

|f (3)(τ)|
(3.12)

≤ |τ |3
3!

|b|
4
sup
τ

2

|1+τ |3 . (3.26)

Since the distance from our contour (3.15) to the point −1 is equal to sinα, we can
apply (3.20) to obtain

|f(t)− f̃(t)|≤ 2

3
|b| |τ |3 .

We conclude that
∣

∣

∣

∣

∫ L

−L

(

ef(t)−f(t0)−ef̃(t)−f(t0)
)

du

∣

∣

∣

∣

≤ 2

3
|b|
∫ L

−L

|u|3 du= 1

3
|b|L4.

Combining the above estimates, we conclude that for any L>0, the following
inequality holds:

∣

∣

∣

∣

∫ ∞

−∞

(

ef(t)−f(t0)−ef̃(t)−f(t0)
)

du

∣

∣

∣

∣

≤2

√

2π

κ |d| e
− 1

2
κ|d|L2

+
1

3
|b|L4 . (3.27)

We want to choose L in such a way that the two error terms are of comparable size.
To this end, we set

L=

√

2

κ |d| log
1
2

(

1+
(κ |d|) 3

2

|b|

)

(3.28)
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to obtain
∣

∣

∣

∣

∫ ∞

−∞

(

ef(t)−f(t0)−ef̃(t)−f(t0)
)

du

∣

∣

∣

∣

≤2

√

2π

κ |d|
|b|

(κ |d|) 3
2

+
|b|
3

4

κ2 |d|2 log
2

(

1+
(κ |d|) 3

2

|b|

)

=
|b|

κ2 |d|2

(

2
√
2π+

4

3
log2

(

1+
(κ |d|) 3

2

|b|

)

)

. (3.29)

Computing the numerical constants and using (3.24) and (3.23) gives the result.

Theorem 3.4. Under the assumptions of Theorem 3.3,

∣

∣

∣

∣

d

dz

(

Ua(z)

Ũa(z)

)
∣

∣

∣

∣

≤ |b| |d′(z)|
κ2|d|2

√

|8d+b|

(

1+log2
(

1+
(κ |d|) 3

2

|b|

)

)

+
|b||d′(z)|
κ3|d|3

√

|8d+b|
(

1+log3
(

1+
(κ |d|) 3

2

|b|

)

)

.

Proof. Introducing the abbreviations

I(z)=

∫ ∞

−∞

ef(t)−f(t0) du, Ĩ(z)=

∫ ∞

−∞

ef̃(t)−f(t0) du,

we have

d

dz

(

Ua(z)

Ũa(z)

)

=
d

dz

(

I(z)

Ĩ(z)

)

=
I ′(z)− Ĩ ′(z)

Ĩ(z)
+

Ĩ ′(z)

Ĩ(z)

Ĩ(z)−I(z)

Ĩ(z)
.

Computing the Gaussian integral gives

Ĩ(z)=

(

8π

−8d−b

)
1
2

,

and a straightforward calculation using (3.29) yields
∣

∣

∣

∣

∣

Ĩ ′(z)

Ĩ(z)

Ĩ(z)−I(z)

Ĩ(z)

∣

∣

∣

∣

∣

≤
√
2

3
√
π

|b|
κ2|d|2

√

|8d+b|
|d′(z)|

(

1+log2
(

1+
(κ |d|) 3

2

|b|

)

)

.

Moreover,

I ′(z)− Ĩ ′(z)=

∫ ∞

−∞

d′(z)τ(u)2
(

ef(t)−f(t0)−ef̃(t)−f(t0)
)

du,

and thus

|I ′(z)− Ĩ ′(z)|≤ |d′(z)|
∣

∣

∣

∣

∫ ∞

−∞

u2
(

ef(t)−f(t0)−ef̃(t)−f(t0)
)

du

∣

∣

∣

∣

.

Proceeding as in the proof of Theorem 3.3, we obtain similar to (3.27)

∣

∣

∣

∣

∫ ∞

−∞

u2
(

ef(t)−f(t0)−ef̃(t)−f(t0)
)

du

∣

∣

∣

∣

≤ 2
√
2π

(κ |d|) 3
2

e−
1
2
κ|d|L2

+
2

9
|b|L6 .
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Again choosing L according to (3.28), we obtain

∣

∣

∣

∣

∫ ∞

−∞

u2
(

ef(t)−f(t0)−ef̃(t)−f(t0)
)

du

∣

∣

∣

∣

≤ |b|
κ3 |d|3

(

2
√
2π+

16

9
log3

(

1+
(κ |d|) 3

2

|b|

)

)

.

Computing the numerical constants and combining all the terms gives the result.

We finally explain how the parabolic cylinder function is related to the WKB
wave function (3.6).

Remark 3.5. Assume that |z|2>4|b|. Choosing t0= t+, we know from (3.14) that

∣

∣

∣

√

z2−b−z
∣

∣

∣
≤|b| sup

4|ζ|<|z|2

∣

∣

∣
∂ζ
(

√

z2−ζ
)

∣

∣

∣
≤|b| sup

4|ζ|<|z|2

1

2
∣

∣

∣

√

z2−ζ
∣

∣

∣

≤ |b|
|z| ,

|d|≥ 1

8

(

|2z|−
∣

∣

∣

√

z2−b−z
∣

∣

∣

)2

≥ |z|2
2

(

1− |b|
2|z|2

)2

>
|z|2
4

,

ρ
(3.17)
<

|b|
2|z|2 <

1

8
.

Hence choosing κ=1/4, Theorems 3.3 and 3.4 apply, showing that Ua(z) is well-
approximated by Ũa(z) with a small error. Next, a straightforward calculation yields

Ũa=2
b
4 e

b
8
+iα

√
π

(

z+
√
z2−b

)
1
2
− b

4

(z2−b)
1
4

exp
(z

4

√

z2−b
)

. (3.30)

Thus we see that replacing z2−b by z2−b+2, we obtain, up to a constant, the WKB
wave function (3.6). Assuming furthermore that |z| is sufficiently large, we conclude
that Ua(z) is indeed well-approximated by φWKB(z).

In particular, this last remark together with the identity (3.30) enables us to
compute the following limit.

Corollary 3.6. For any z0∈C,

lim
t→∞

1

t

U ′
a(tz0)

Ua(tz0)
=

z0
2
.

3.2. Ruling out zeros of the parabolic cylinder functions. In analogy to
Section 2.3, we now analyze the solution Ua(z) along the straight line (2.25). Thus set-
ting φ(u)=Ua(z(u)), this function is a solution of the Sturm-Liouville equation (1.1)
with

V (u)=λ2

(

(z0+λu)2

4
+a

)

.

After suitably choosing λ, one can apply Corollary 2.6 to obtain the following result.

Theorem 3.7. The function Ua has no zeros in the complex plane.

Proof. We always choose λ such that λ4 is real. We then obtain

ImV (u)=
1

4
Im
(

2λ3z0u+λ2
(

z20+4a
)

)

.
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Moreover, according to Corollary 3.6, we know that the function y(u) :=φ′(u)/φ(u)
behaves asymptotically for large negative u as

y(u)=λ
U ′
a(z(u))

Ua(z(u))
∼λ

z0+λu

2
.

We first consider the case Rez0 6=0. Choosing λ=±i, we get

Imy(u)∼±1

2
Rez0,

ImV (u)=
1

4
Im
(

∓2iz0u−
(

z20+4a
)

)

=∓u

2
Rez0− Im

(

z20
4
+a

)

.

Thus in the limit u→−∞, the imaginary parts of the functions y and V are non-zero
and have the same sign. Moreover, by choosing the sign ± appropriately, we can
arrange that the imaginary part of V does not change sign on the interval (−∞,0].
Exactly as in the proof of Proposition 2.7 it follows that Ua(z0) 6=0.

In the remaining case Rez0=0, we choose λ=σ(1+ iτ) with σ,τ ∈{±1}.
Then λ2=2iτ and λ4 is indeed real. It follows that

Imy(u)∼ u

2
Im(λ2)= τu,

4ImV (u)=Im
(

2λ3z0u+λ2
(

z20+4a
)

)

=2τRe
(

2λz0u+
(

z20+4a
)

)

=−4σuIm(z0)+2τRe
(

z20+4a
)

.

Thus in the limit u→−∞, the imaginary part of y is non-zero, and by choosing σ
appropriately we can arrange that it has the same sign as the imaginary part of V .
Moreover, by adjusting τ we can arrange that ImV does not change sign on the
interval (−∞,0]. Again proceeding exactly as in the proof of Proposition 2.7, we
obtain that Ua(z0) 6=0.

3.3. The Airy limit of parabolic cylinder functions. In this sec-
tion, we identify the parameter range where the parabolic cylinder function is well-
approximated by the Airy function. The idea is to expand the function f in (3.7)
around a point t0 where the second derivative vanishes. Then the Taylor polynomial
of f around t0 involves a linear and a cubic term, just like the exponent in the in-
tegral representation (2.3) of the Airy function. The zeros of f ′′(t) are computed to
be ±

√
b/2. In order to fix the sign, we let c be a solution of the equation

c6=
b

4
,

and set

t0= c3 .

Then the function f has the Taylor expansion

f(t)=f(t0)+
(

z−2c3
)

(t− t0)−
1

3c3
(t− t0)

3+O
(

(t− t0)
4
)

.



F. FINSTER AND J. SMOLLER 193

A

C

τ

2argc

τ

B

ΓΓ
π
4

Fig. 3.2. Admissible regions for the integration contour.

Defining f̃ as the corresponding Taylor polynomial and introducing the parametriza-
tion

t= t0−cτ , (3.31)

we obtain

f(t)−f(t0)=
(

c4−cz
)

τ− c2

2
τ2−c6 log

(

1− τ

c2

)

,

f̃(t)−f(t0)=
(

2c4−cz
)

τ+
τ3

3
.

Then writing (3.7) as

Ua(z)= e−
z2

4

∫

Γ

ef̃(t) dt+e−
z2

4

∫

Γ

(

ef̃(t)−ef(t)
)

dt , (3.32)

the first integral is just of the form of the Airy function (2.3), whereas the second
integral is the error term. In order to show that the parabolic cylinder function goes
over to the Airy function, we must make sure that the contour Γ is compatible with

that in (2.3), and that the functions ef̃(t) and ef(t) both decay exponentially on both
ends of the contour.

We now demonstrate how to continuously deform the original integration con-
tour t∈R+ i in such a way that the real parts of both f and f̃ are both negative at
both ends of the new contour. In our parametrization (3.31), we need to specify the
contour in the variable τ . As only the product cτ enters in (3.31), we can assume
without loss of generality that

3π

4
≤argc<

13π

12
mod 2π .

Then we can deform the contour such that in figure 3.2 the integration begins in
region B and ends in region C (we could also end in region A, but our choice fits well
with the contour chosen for the Airy function in (2.3)). For the real part of −c2τ2 to
be negative at both ends of the contour, we need to assume that (see figure 3.2)

−5π

12
<2argc<

π

12
mod 2π .
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Provided that this inequality holds, there is indeed a contour such that the real parts
of both f and f̃ are negative at both ends of the contour (see figure 3.2). Then the
error term in (3.32) decays exponentially on both ends of the contour.

Having accomplished this exponential decay, rigorous error estimates could be
obtained using methods similar to those in sections 2.1 and 3.1. Giving the details
would go beyond the scope of this paper.

3.4. The Airy-WKB limit of parabolic cylinder functions. We now
consider an asymptotics which includes both the WKB and Airy asymptotics of sec-
tions 3.1 and 3.3. Our main result is to obtain approximate solutions in terms of
Airy functions and to derive rigorous error bounds. As in Section 3.1, we expand
the function f(t) in the exponent of the integral representation (3.7) in a Taylor se-
ries around t0= t±. But now we choose f̃ as the cubic Taylor approximation. Thus
according to (3.9) and (3.11), we set in analogy to (3.12) and (3.13),

f(t)−f(t0)=− t20
2
τ2+

b

4

(

τ− log(1+τ)
)

, (3.33)

f̃(t)−f(t0)=

(

− t20
2
+

b

8

)

τ2− b

12
τ3 . (3.34)

We introduce the angle γ by

− b

t30
=

∣

∣

∣

∣

b

t30

∣

∣

∣

∣

e3iγ with γ∈
(

−60◦,60◦] .

Using an argument similar to that shown in figure 3.2, one can verify that if

γ∈ (−60◦,0) , (3.35)

then the contour Γ can be deformed in such a way that the following conditions hold:

(a) The real parts of both (3.33) and (3.34) decay at both ends of the contour.

(b) The contour is (up to a rotation) a deformation of the Airy contour in (2.3).

We then introduce the approximate solution Ũa by

Ũa(z)= e−
z2

4

∫

Γ

ef̃(t) dt .

As the exponent is a cubic polynomial (3.34), the approximate solution can be ex-
pressed explicitly in terms of the Airy function.

Lemma 3.8. For the above choice of the contour,

Ũa(z)=2
2
3

√
π |t0| |b|−

1
3 t

− b
4

0 e−
2
3
h(z)3−

t20
2
+t0z−

z2

4
−iγ

A
(

h(z)2
)

, (3.36)

where

h(z) :=
e−2iγ

2 ·22/3
|t0|2
t20

|b|− 2
3 (4t20−b) . (3.37)

Proof. We parametrize the deformed contour by

τ(u)=

{

ei(−argt0+β+)u, if u≥0,
ei(−argt0+β−)u, if u<0 .
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Then

f̃(t)−f(t0)=

(

−|t0|2
2

+
b

8

|t0|2
t20

)

e2iβ± u2+
|b|
12

(

ei(γ+β±)u
)3

.

In order to compute the corresponding contour integral, we shift the integration vari-
able according to

u→u− |t0|3
t30

b−4t20
2|b| e−iβ±−3iγ

by a complex number. Then the quadratic term vanishes, so that we get an integral
of the Airy form (2.3). A straightforward calculation gives the result.

By applying Theorem 2.2 to (3.36), one can recover the WKB asymptotics, as we
now explain. Assume that |z|≪ |b|. According to (3.10), we can choose t0= t± such
that |t0|≪ |b|. Then the argument of h(z) is given asymptotically by

lim
|t0|→∞

argh(z)
(3.37)
= lim

|t0|→∞
arg

e−2iγ

2 ·22/3 4|b|
− 2

3 =−2γ
(3.35)
∈ (0,120◦) .

Again defining the roots by zα=exp(α log(z)) with the branch cut along the ray (2.5),

one sees that for large enough |t0|, the root of h2 is given by
√
h2=+h. Using this

fact in the WKB wave function (2.4), we obtain the asymptotics

Ũa≈2
2
3

√
π

|t0|√
h |b| 13

exp

(

− t20
2
+ t0z−

z2

4
− b

4
− iγ

)

=2
√
2π

t0
√

4t20−b
exp

(

− t20
2
+ t0z−

z2

4
− b

4
logt0

)

,

where in the last step we used (3.37). Keeping in mind that

f(t0)=− t2

2
+ t0z−

b

4
logt0 and t20

(3.14)
= −2d,

we get complete agreement with the WKB-approximation (3.23).
The remaining task is to estimate the error of the approximation (3.36). For

simplicity, we work out these estimates only in the specific case needed for our ap-
plications in [4, 5], although our methods extend in a straightforward way to more
general cases.

Theorem 3.9. Assume that the parameters b and t0 satisfy the conditions

argb∈ (88◦,92◦), (3.38)

4t20
b

∈R , (3.39)

where the wedge-shaped region R⊂C is defined by (see figure 3.3)

R=
{

x+ iy |x>max
(

1−y sin5◦,1−y sin15◦
)}

.

Then the parabolic cylinder function U−
a is approximated by the Airy function (3.36),

where the following two error estimates hold:
∣

∣

∣
U−
a (z)− Ũa(z)

∣

∣

∣
≤40 |t0|e−

Rez2

4
+f(t0) |b|− 2

3

(

1+100 log
5
3

(

1+ |b| 13
)

)

, (3.40)
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∣

∣

∣
U−
a (z)− Ũa(z)

∣

∣

∣
≤20|t0|e−

Rez2

4
+f(t0)

× |b|
|8d+b| 52

(

1+105 log
5
2

(

1+
|8d+b|2

|b|
)

)

. (3.41)

1

5◦

15◦

R
T+

49◦

49◦

T−

5◦

5◦

Fig. 3.3. Regions in the complex plane.

The remainder of this section is devoted to the proof of this theorem. We choose

α−=−50◦=−5π

18
and α+=108◦=

3π

5
. (3.42)

Then the contour Γ− introduced after (3.2) can be continuously deformed to the
contour

τ ∈ eiα−R
+∪eiα+R

+ .

Moreover, this contour is a continuous deformation of the Airy contour in (2.3). Hence

U−
a (z)= e−

z2

4 t0

(
∫ ∞

0

ef(t) eiα+du−
∫ ∞

0

ef(t) eiα−du

)

, (3.43)

and similarly for the approximate solution Ũa(z). We rewrite (3.33) and (3.34) as

f(t)−f(t0)=T1+T2 , f̃(t)−f(t0)=T1+T3 , (3.44)

where

T1 :=
1

8
(8d+b)τ2, (3.45)

T2 :=
b

4

(

τ− log(1+τ)− τ2

2

)

, (3.46)

T3 :=− b

12
τ3 . (3.47)

We now estimate T1, T2, and T3. In order to estimate T2, we use (3.38) to write b
as

b= i|b|ei∆ with |∆|≤2◦ .
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y = x sin 320

-0.3 -0.1 Re T2

0.1

Im T2

y = x sin 320

-2 -1 Re T2

0.5

1

Im T2

Fig. 3.4. The functions T
±
2 in the complex plane.

As in (3.43), we set τ = eiα±u with u≥0. It follows that

T1= ei∆T±
1 with T±

1 :=
1

8
|b|ei(−90◦+2α±)

(

4t20
b

−1

)

u2 . (3.48)

Using (3.39) and (3.42), one sees that the points T±
1 lie in the regions T± shown in

figure 3.3. As a consequence, the points T±
1 always lie in the left half plane, and their

angle with the imaginary axis is at least 5◦. Since the factor ei∆ in (3.48) describes
a rotation of at most 2◦, elementary trigonometry shows that

ReT1≤
1

2
ReT±

1 ≤−1

2
sin5◦ |T±

1 |≤− 1

200
|8d+b|u2 . (3.49)

In order to estimate T2, we first rewrite (3.46) as

T2=
|b|
4
ei∆T±

2 with T±
2 = i

(

eiα± u− log(1+eiα±u)−e2iα± u2
)

.

Using the explicit values of α± in (3.42), one verifies that the points T2 lie in the left
half plane, and their angle with the imaginary axis is at least 32◦ (see figure 3.4).
Hence the angle of T2 to the imaginary axis is at least 30◦, and thus

ReT2≤
|b|
8

ReT±
2 .

Moreover, an explicit analysis (see the right of figure 3.5) shows that

ReT±
2 ≤

{

−u3/10, if 0≤u≤2,

−u2/5, if u>2 .

We conclude that

ReT2≤−|b|
80

×
{

u3, if 0≤u≤2,

2u2, if u>2 .
(3.50)

To estimate T3, we note that

T3=
|b|
12

ei(−90+3α±+∆)u3=
|b|
12

×
{

ei(234
◦+∆), in case +,

ei(120
◦+∆), in case − .
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-

u3

10

1 2
u

-0.5

Re T2

-

u2

5

3 5 9
u

-10

Re T2

Fig. 3.5. Lower bounds for ReT±
2 .

Thus T3 lies in the left half plane, and its angle with the imaginary axis is at least 28◦.
Hence

ReT3≤−sin28◦ |T3|≤−|b|
50

u3 . (3.51)

Using (3.49), (3.50), and (3.51) in (3.44), we conclude that

Re
(

f(t)−f(t0)
)

≤− 1

200
|8d+b|u2− |b|

80
×
{

u3, if 0≤u≤2,

2u2, if u>2 .
(3.52)

Re
(

f̃(t)−f(t0)
)

≤− 1

200
|8d+b|u2− |b|

50
u3. (3.53)

As the estimate (3.40) also holds in the case when t20≈ b/4, we do not want to
make use of the first summands in (3.52) and (3.53). For simplicity, we drop them,

Re
(

f(t)−f(t0)
)

≤−|b|
80

×
{

u3, if 0≤u≤2,

2u2, if u>2 .

Re
(

f̃(t)−f(t0)
)

≤−|b|
50

u3.

Then
∫ ∞

L

eRe
(

f̃(t)−f(t0)
)

du≤
∫ ∞

L

e−
|b|
100

u3

du≤ e−
|b|L3

200

∫ ∞

0

e−
|b|
200

u3

du

= e−
|b|L3

200 Γ
(4

3

)

(

200

|b|

)
1
3

≤6 |b|− 1
3 e−

|b|L3

200 ,

∫ ∞

L

eRe
(

f̃(t)−f(t0)
)

du≤
∫ ∞

L

(

e−
|b|
80

u3

+e−
|b|
40

u2
)

du

≤6 |b|− 1
3 e−

|b|L3

200 +e−
|b|L2

80

∫ ∞

0

e−
|b|L2

80 du

≤6 |b|− 1
3 e−

|b|L3

200 +8 |b|− 1
2 e−

|b|L2

80 .

On the interval [0,L], we can again follow the argument in (3.25) to obtain

∣

∣

∣
ef(t)−f(t0)−ef̃(t)−f(t0)

∣

∣

∣
≤|f(t)− f̃(t)| .
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Using that f̃ is the cubic Taylor approximation to f , we obtain similar to (3.26) that

|f(t)− f̃(t)|≤ |τ |4
4!

3|b|
2

sup
τ

1

|1+τ |4 ≤|b|u4 .

Here in the last step we used that, according to (3.42), on the contour Γ the inequal-
ity |1+τ |≥1/2 holds. As a consequence,

∫ L

0

∣

∣

∣
ef(t)−f(t0)−ef̃(t)−f(t0)

∣

∣

∣
du≤ |b|

5
L5 . (3.54)

Adding up all error terms, in view of (3.43) we obtain for any L>0 the inequality

∣

∣

∣
U−
a (z)− Ũa(z)

∣

∣

∣
≤2e−

Rez2

4
+f(t0) |t0|

( |b|
5
L5+12 |b|− 1

3 e−
|b|L3

200 +8 |b|− 1
2 e−

|b|L2

80

)

.

Choosing

L=
200

|b| log
(

1+ |b| 13
)

,

we obtain the estimate

e
Rez2

4
−f(t0)

|t0|
∣

∣

∣
U−
a (z)− Ũa(z)

∣

∣

∣
≤1600 ·5 1

3 |b|− 2
3 log

5
3

(

1+ |b| 13
)

+24|b|− 2
3

+16|b|− 1
2 exp

(

− 1

4
5

1
3 |b| 13 log

2
3

(

1+ |b| 13
)

)

≤40 |b|− 2
3

(

1+100 log
5
3

(

1+ |b| 13
)

)

.

This proves (3.40).
The estimate (3.41) also applies in the case when |b| is small. This motivates us

to drop the last summands in (3.52) and (3.53),

Re
(

f(t)−f(t0)
)

,Re
(

f̃(t)−f(t0)
)

≤− 1

200
|8d+b|u2 .

Then
∫ ∞

L

eRe
(

f(t)−f(t0)
)

du≤
∫ ∞

L

e−
|8d+b|
200

u2

du

≤ e−
|8d+b|
400

L2

∫ ∞

0

e−
|8d+b|
400

u2

du

=
√
2π5|8d+b|− 1

2 e−
|8d+b|
400

L2

,

and similarly for f̃ . The integral over [0,L] can be estimated again by (3.54). We
thus obtain

∣

∣

∣
U−
a (z)− Ũa(z)

∣

∣

∣
≤2e−

Rez2

4
+f(t0) |t0|

(√
2π10|8d+b|− 1

2 e−
|8d+b|
400

L2

+
|b|
5
L5

)

.

Choosing

L=20|8d+b|− 1
2 log

1
2

(

1+
|8d+b|2

|b|
)

,
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a short calculation gives (3.41).
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