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ON THE FAILURE PROBABILITY OF ONE DIMENSIONAL

RANDOM MATERIAL UNDER DELTA EXTERNAL FORCE∗

JINGCHEN LIU† AND XIANG ZHOU‡

Abstract. We provide an asymptotic analysis of the small failure probabilities for a piece of
elastic random material under a certain external force and boundary condition. The displacement
of the material is described by a one dimensional stochastic elliptic differential equation. The dif-
ferential equation admits random coefficients described by a Gaussian process. Failure is defined as
the event that the maximum strain of the material exceeds a certain level. We derive asymptotic
approximations of the probability that the strain exceeds a high level b that tends to infinity.
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1. Introduction

Stochastic models are usually employed to describe the microscopic heterogeneity
or uncertainty of parameters of physics systems. Understanding the probabilistic
properties of the stochastic responses of such models is one of the central objectives of
the analysis. In material science, for instance, the focus of many works is on obtaining
the averaged macroscopic effects as well as the standard deviations of the quantities of
interest. In this paper, we are interested in rare events associated with such stochastic
systems. The analyses are crucial to the evaluation of system risk as well as the
understanding of model response under extremal situations. The problem motivating
the current study is the failure problem of a composite material. We are interested in
the probability that a piece of material with random elasticity coefficient breaks down
under certain criteria. In particular, we develop closed-form approximations of the
breaking-down probabilities in the asymptotic regime where the event rarely occurs.
This analysis provides a computationally viable way of evaluating the system’s failure
risk and a qualitative description of the system given that the breaking-down event
occurs.

We consider the following classical continuum mechanical model in the form of a
linear elliptic partial differential equation (under certain boundary conditions),

∇·(a(x)∇v(x))=f(x). (1.1)

The solution to the above equation v is the displacement field of the elastic material,
∇v is the strain, a is the elasticity tensor, σstress(x),a(x)∇v(x) is the stress tensor,
and f is the external body force. The elasticity tensor a(x) (which is uniformly positive
definite) is determined by the specific properties of the material. Instead of assuming
that a is deterministic as usual, we are interested in the situations when the tensor a
is random. The randomness is introduced to incorporate the uncertainties of simple
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elastic materials at the macroscopic level or heterogeneity in the microstructures of
complex materials. Under this setting, the solution v(x) (as a function of a(x)) is also
a stochastic process whose law is determined by that of a(x).

The elliptic PDE (1.1) arises in various fields of applications, such as material
mechanics, hydrogeology, and porous media, and the tensor a(x) carries different
names such as conductivity or permeability. It is recognized that the modeling of the
random field a(x) is of primal importance for predictive analysis and simulations to be
obtained because this input parameter controls the distribution of the solution. Many
studies by practioners, e.g. [17, 7, 15], have shown that the best fit of the empirical
data is the log-normal distribution. Hence, the log-normal assumption is well justified
in applications and is used in mathematical analysis and numerical computation of
the stochastic PDE (1.1). In our paper, we follow this convention of log-normal
assumption for the rare-event analysis.

Another modeling issue that we need to address is a quantitative measure for
failure. Physically, material failure is a progressive and localized structural damage
that initiates at the microscopic level, controlled by inter-atomic bond breaking, as a
result of crack nucleation and growth. In the engineering community, people usually
use several working definitions for specific problems. Here we adopt a phenomeno-
logical failure criterion that is consistent with general notions used in the engineering
community and that has its own mathematical interest. We define failure as the event
that the spatial maximum of the norm of the strain, max

x
|∇v(x)|, exceeds a certain

threshold value b>0. This criterion is called maximum strain criterion. Our goal is
to characterize the asymptotic behaviors of the following probability as b→∞,

pb,P (max
x

|∇v(x)|>b).

In this paper, we restrict ourselves to the one dimensional problem on the domain
[0,T ], that is, the stochastic PDE in (1.1) is reduced to the following ODE:

(a(x)v′(x))′=f(x), x∈ (0,T ). (1.2)

The main reason that we restrict the analysis to the one dimensional ODE is that the
closed form solution to the equation is not available for the high dimensional PDEs.
We further assume that the random function a(x) follows a log-normal distribution:

a(x)= e−σξ(x), (1.3)

where ξ(x) is a stationary zero-mean unit-variance Gaussian process living on [0,T ]
and the noise amplitude σ>0 is fixed. Of interest in this paper is the tail probability

pb,P (max
x

|v′(x)|>b) (1.4)

as b→∞.
Upon considering max |v′(x)| as a (complicated) functional of the Gaussian pro-

cess ξ(x), the analysis of (1.4) links naturally to the rare-event analysis of Gaussian
processes. A Gaussian process living on a general manifold is usually called a Gaussian
random field. The study of the extremes of Gaussian random fields focuses mostly
on the tail probabilities of the supremum of the field. The results contain general
bounds on P (maxξ(x)>b) as well as sharp asymptotic approximations as b→∞. A
partial literature contains [18, 23, 25, 13, 14, 19, 27, 8]. Several methods have been
introduced to obtain bounds and asymptotic approximations, each of which imposes
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different regularity conditions on the random fields. A general upper bound for the
tail of maxξ(x) is developed in [13, 30], which is known as the Borel–TIS lemma.
For asymptotic results, there are several methods. The double sum method ([24])
requires an expansion of the covariance function around its global maximum and
also locally stationary structure. The Euler–Poincaré Characteristics of the excursion
set approximation (denoted by χ(Ab), where Ab is the excursion set) uses the fact
P (maxξ(x)>b)≈E(χ(Ab)) and requires the random field to be at least twice differ-
entiable ([1, 28, 4, 29]). The tube method ([26]) uses the Karhunen-Loève expansion
and imposes differentiability assumptions on the covariance function (fast decaying
eigenvalues) and regularity conditions on the random field. The Rice method ([5, 6])
represents the distribution of maxξ(x) (density function) in an implicit form. Re-
cently, the exact tail approximation of integrals of exponential functions of Gaussian
random fields was developed in [20, 21]. Efficient computations via importance sam-
pling has been developed in [2].

The corresponding rare-event analysis of stochastic ordinary or partial differential
equations, to the authors’ best knowledge, is largely an unexplored area. Nonetheless,
it has been established in [22] that the exponential asymptotic of pb is

logpb∼− (logb)2

2σ2
. (1.5)

The main contribution of this paper (Theorem 2.1) is to develop an exact asymptotic
approximation in the form

pb∼D×u−β
b e−

u2
b
2 ,

where D and β are computable constants and ub is a monotonically increasing func-
tion of b (more precisely, logb). Here we write h(b)∼g(b) if h(b)/g(b)→1 as b→∞.
This exact asymptotic analysis of pb not only provides a more refined approximation
than (1.5), but also sheds light on the conditional distribution of v(x) given that the
material fails, such as where |v′(x)| is most likely to achieve its maximum and the
level of the maximum. Such a conditional distribution is central to the construction
and analysis of efficient numerical computations of pb by importance sampling. For
a more detailed discussion of the conditional distribution and rare-event simulation,
see [11, 10, 3, 9].

Our analysis in this paper is restricted to the delta external force with a point
mass at x∗∈ (0,T ). The strain function for the Dirichlet boundary condition can be
written in a form

v′(x)= eσξ(x)
∫ x∗

0
eσξ(x

′)dx′
∫ T

0
eσξ(x′)dx′

, x>x∗.

The basic intuition of the current analysis is that the event {max |v′(x)|>b} is mainly
caused by the high excursion of ξ(x) at some point in [0,T ]. The sharp approximation
of pb is developed by carefully exploring the local structure of ξ around its global
maximum (denoted by τ∗) conditional on ξ(τ∗) exceeding some high level ub that
tends to infinity as b→∞. As shown in the next section, to analyze the high excur-
sion of such a function, we employed the saddle point approximation of ξ around τ∗
and approximate eσξ(x)/

∫

eσξ(x
′)dx′ by a Gaussian density function with a correction

term. The analysis combines understandings of the physics system and techniques of
Gaussian processes. The main results are given in Section 2. The proofs are given in
Section 3.



502 FAILURE PROBABILITY OF ONE DIMENSIONAL RANDOM MATERIAL

2. Main results

2.1. Problem setup. Throughout the discussion, we consider the one dimen-
sional equation (1.2). Depending on the boundary conditions, the solution v(x) takes
different forms. For the following mixing boundary condition with a load P at the
right end x=T and zero displacement at the left end x=0,

v(0)=0, a(T )v′(T )=P,

the solution and its derivative are

v(x)=

∫ x

0

−F (T )+F (y)+P

a(y)
dy and v′(x)=

−F (T )+F (x)+P

a(x)
, (2.1)

where F (x),
∫ x

0
f(y)dy. With a(x) defined as in (1.3), v′(x) is also log-normal with a

spatially varying mean function (depending on F and P ). The asymptotic behavior of
pb for the above mixing boundary condition is thus equivalent to that of the supremum
of a Gaussian process living on a compact set. This has been studied intensively in
the literature (e.g. [3, 4]). For completeness, we cite some classic results. If ξ(x) is a
smooth Gaussian process with piecewise twice differentiable mean E(ξ(x))=µ(x) and
covariance E(ξ(x)ξ(y))=C(x−y), then we have the following asymptotics:

P
(

max
[0,T ]

ξ(x)>b
)

∼C∗×
∫ T

0

e−
(b−µ(x))2

C(0) dx, (2.2)

for some constant C∗ depending on the spectral moments of ξ and the curvature of
µ(x). See the text [16] and the references therein for more details.

For the Dirichlet boundary condition at both ends v(0)=v(T )=0, the solution v
and its derivative v′ are

v(x)=

∫ x

0

F (y)a−1(y)dy−
∫ x

0

a−1(y)dy

∫ T

0
F (y′)a−1(y′)dy′
∫ T

0
a−1(y′)dy′

,

v′(x)=a−1(x)

(

F (x)−
∫ T

0
F (y)a−1(y)dy
∫ T

0
a−1(y)dy

)

. (2.3)

The arising of the coefficient

F (x)−
∫ T

0
F (y)a−1(y)dy
∫ T

0
a−1(y)dy

,

which is a random variable determined by a, renders the asymptotic analysis non-
trivial. The work in this paper is devoted to the Dirichlet condition, i.e., the solution
(2.3) and asymptotic study of the tail probability pb=P (maxx |v′(x)|>b). In addition,
we assume that the external force f is a delta function at x∗, that is,

f(x)= δx∗
(x), and F (x)= I(x≥x∗). (2.4)

The elastic tensor admits the form

a(x)= e−σξ(x). (2.5)
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The corresponding solution is denoted by vx∗
(x). Throughout this paper, we consider

a fixed x∗.

Remark 2.1. The external force f is assumed to be a delta function applied at loca-
tion x∗. Then the corresponding solution vx∗

(x) is the so-called Green function. For

any general f , the solution can be represented by vx∗
as vf (x)=

∫ T

0
vx∗

(x)f(x∗)dx∗.
Thus, the study of vx∗

(x) in this paper forms the basis for the study of more general
and complicated problems.

To simplify the notation, we drop the subscript x∗ and write v(x) whenever there
is no ambiguity. Under the Dirichlet boundary condition that v(0)=v(T )=0 and the
external force as in (2.4), we can rewrite the strain in (2.3) as

v′(x)=











−a−1(x)
∫ T
x∗

a−1(x′)dx′

∫ T
0

a−1(x′)dx′
, if x<x∗,

a−1(x)
∫ x∗

0
a−1(x′)dx′

∫ T
0

a−1(x′)dx′
, if x>x∗.

(2.6)

We first consider the one-sided tail, i.e., P (maxv′(x)>b). Notice that v′(x)<0 for
x<x∗, and v′(x)>0 for x>x∗ but v′ is discontinuous at x∗ and therefore v′(x∗) is
not defined. To accommodate our one-sided tail analysis, we can define v′(x∗) as its
one-sided limit according to which side we are interested in. Define v′(x∗), lim

x↑x∗

v′(x)

for the left side problem,

max
x∈[0,x∗]

|v′(x)|= max
x∈[0,x∗]

(−v′(x)),

and define v′(x∗), lim
x↓x∗

v′(x) for the right side problem,

max
x∈[x∗,T ]

|v′(x)|= max
x∈[x∗,T ]

v′(x).

Then, the maximum can be attained on each closed interval. We first consider the
right tail by rewriting in double integration form,

P

(

max
x∈[x∗,T ]

v′(x)>b

)

=P

(

(

max
x∈[x∗,T ]

eσξ(x)
)

∫ x∗

0
eσξ(x

′)dx′
∫ T

0
eσξ(x′)dx′

>b

)

. (2.7)

2.2. Main asymptotic results. We impose the following technical assump-
tions on the Gaussian process ξ(x).

Assumptions:

A1 The process ξ(x) is strongly stationary and admits the zero-mean function,
E(ξ(x))=0, and unit variance, E(ξ2(x))=1.

A2 The process ξ(x) is almost surely three-time differentiable. The covariance
function admits the following expansion

Cov(ξ(0),ξ(x))=C(x)=1−∆

2
x2+

A

24
x4+O(x6). (2.8)

A3 For each x, C(λx) is a non-increasing function of λ∈R
+.
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Remark 2.2. If ξ(x) is three-time differentiable, it is necessary that the first, third,
and fifth derivatives of C(x) evaluated at 0 are all zero. With straightforward deriva-
tions (e.g. [4]), we can establish that the Gaussian random vector (ξ(x),ξ′(x),ξ′′(x))
has zero mean and covariance matrix





1 0 −∆
0 ∆ 0

−∆ 0 A



 .

Note that ∆=V ar(ξ′(x)), −∆=Cov(ξ(x),ξ′′(x)), and A=V ar(ξ′′(x)). Thus, it is
necessary that ∆>0 and A>∆2.

Let X be a standard Gaussian random variable. We define the function

H(x),−x2/2+logP (X≤x), x∈R. (2.9)

Let

κ=max
x∈R

H(x) (2.10)

and δ∗=argmaxδH(σ1/2∆1/2δ). Lastly, we define

Ξ=− d2H

dx2
(x)

∣

∣

∣

∣

x=σ1/2∆1/2δ∗

.

With these preparations, the main result is summarized in the following theorem.

Theorem 2.1. Suppose that ξ(x) is a Gaussian process satisfying conditions A1 -

A3, and that the constant x∗∈ (0,T ) is given. Then the strain function defined on

x∈ [x∗,T ],

v′(x)= eσξ(x)
∫ x∗

0
eσξ(x

′)dx′
∫ T

0
eσξ(x′)dx′

,

satisfies the following approximation:

P

(

max
x∈[x∗,T ]

v′(x)>b

)

=(D+o(1))u−1e−u2/2, as b→∞, (2.11)

where the variable u=(logb−κ)/σ and

D=
1√
2πΞ

exp

{

Aδ4∗
24

− A

8∆2σ2
+

A×E(X4;X≤σ1/2∆1/2δ∗)

24∆2σ2P (X≤σ1/2∆1/2δ∗)

}

.

Remark 2.3. The function H(x) is maximized approximately at x≈0.506, and
therefore δ∗≈0.506∆−1/2σ−1/2. The constant κ is approximately −0.494. Hence the
numerical approximation of D in (2.11) is

D≈ 1√
2πΞ

exp

{

−1.366×10−2× A

∆2σ2

}

.
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Corollary 2.2. Under the setting of Theorem 2.1, we have the approximation of

the two-sided tail

P

(

max
x∈[0,T ]

|v′(x)|>b

)

=(2+o(1))P

(

max
x∈[x∗,T ]

v′(x)>b

)

=(2D+o(1))u−1e−u2/2,

as b→∞.

Proof. [Proof of Corollary 2.2.] Note that the approximation in Theorem 2.1 does
not depend on T and x∗. With a completely analogous analysis as that in Theorem
2.1, we obtain that

P

(

max
x∈[0,x∗]

(−v′(x))>b

)

=(1+o(1))P

(

max
x∈[x∗,T ]

v′(x)>b

)

.

Furthermore, one can establish that

P

(

max
x∈[x∗,T ]

v′(x)>b, max
x∈[0,x∗]

(−v′(x))>b

)

=o(1)P

(

max
x∈[x∗,T ]

v′(x)>b

)

.

With these two results, the conclusion of the corollary is immediate. The proof of the
second estimate is as follows. (We suggest the reader finish Section 3 first and then
read the detail here.) Case 2 and Case 3 in Section 3.3 suggest that

P

(

max
x∈[x∗,T ]

v′(x)>b, |y|>u1/2−ε

)

=o(1)P

(

max
x∈[x∗,T ]

v′(x)>b

)

,

where y= ξ′(x∗−u−1/2δ∗). Similarly, with completely the same analysis, we have that

P

(

max
x∈[0,x∗]

−v′(x)>b, |ỹ|>u1/2−ε

)

=o(1)P

(

max
x∈[0,x∗]

−v′(x)>b

)

,

where ỹ= ξ′(x∗+u−1/2δ∗). Therefore,

P

(

max
x∈[x∗,T ]

v′(x)>b, max
x∈[0,x∗]

−v′(x)>b

)

=P

(

max
x∈[x∗,T ]

v′(x)>b, max
x∈[0,x∗]

−v′(x)>b, |ỹ|≤u1/2−ε, |y|≤u1/2−ε

)

+o(1)P

(

max
x∈[x∗,T ]

v′(x)>b

)

≤P

(

max
x∈[x∗,T ]

v′(x)>b, |ỹ|≤u1/2−ε, |y|≤u1/2−ε

)

+o(1)P

(

max
x∈[x∗,T ]

v′(x)>b

)

.

The term P
(

maxx∈[x∗,T ]v
′(x)>b, |ỹ|≤u1/2−ε, |y|≤u1/2−ε

)

can be estimated by a
similar analysis as that in Theorem 2.1. In particular, we just need to replace
P (A>η(u)+o(u−1)) in (3.9) by P (A>η(u)+o(u−1); |ỹ|≤u1/2−ε). In addition, it
is not difficult to prove that on the set |y|≤u1/2−ε, P (|ỹ|≤u1/2−ε)→0 (recall that
ξ(x) is approximately a quadratic function around τ∗ and ξ′′(τ∗)≈−u). Thus, we
have that

P

(

max
x∈[x∗,T ]

v′(x)>b, |ỹ|≤u1/2−ε, |y|≤u1/2−ε

)

=o(1)P

(

max
x∈[x∗,T ]

v′(x)>b)

)

.

We conclude the proof.
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2.3. Intuitive explanation of the results. An intuitive interpretation of
the results in Theorem 2.1 is as follows. The event {maxxv

′(x)>b} is similar to the
event {maxx ξ(x)>σ−1 logb}, except for the factor

∫ x∗

0

eσξ(x)
∫ T

0
eσξ(y)dy

dx∈ (0,1). (2.12)

Suppose that ξ(x) attains a large value u at some point τ ∈ [0,T ]. Both u and τ are
to be determined in some optimal way. Note that (ξ(x),ξ(τ)) is a bivariate normal
random vector with zero mean and covariance matrix

(

C(0) C(x−τ)
C(x−τ) C(0)

)

.

Then, the conditional distribution of ξ(x) given ξ(τ)=u is a normal distribution with

mean uC(x−τ)
C(0) and variance C(0)

(

1−
(

C(x−τ)
C(0)

)2
)

. Given that C(0)=1, we have the

following representation of ξ(x) conditional on ξ(τ)=u:

ξ(x)=E(ξ(x)|ξ(τ)=u)+g(x−τ)=u×C(x−τ)+g(x−τ),

where g(x) (independent of u) is a mean-zero Gaussian process and E(g2(x))=1−
C2(x). Therefore, we have the following approximation of ξ:

ξ(x)≈u×C(x−τ)≈u×
(

1−∆

2
(x−τ)2

)

, u→∞. (2.13)

Then, the integrand in (2.12) can be approximated by

eσξ(x)
∫ T

0
eσξ(y)dy

≈
√
uσ∆√
2π

e−
uσ∆(x−τ)2

2 , (2.14)

which is approximately a Gaussian density with mean τ and variance (uσ∆)−1.

We are interested in the situation when max[x∗,T ]v
′>b occurs. In particular given

the high excursion of the strain, we investigate where and at what level ξ achieves it
maximum.

Note that the factor (2.12) is well approximated by a Gaussian c.d.f. P (τ+
X/

√
u∆σ<x∗) where X is a standard Gaussian random variable. Therefore, if τ >

x∗+ε for some constant ε>0, then by (2.14), we have (2.12) →0 as u→+∞; if
τ <x∗−ε, on the other hand, since C(ε)<1, one has max[x∗,T ] ξ(x)≈max[x∗,T ]uC(x−
τ)=uC(ε)<u which implies the max value is still below u. Then, we want to solve
for the optimal τ by rescaling,

τ =x∗−δ/
√
u.

We then write the factor in terms of the new variable δ,

(2.12)≈P (τ+X/
√
u∆σ<x∗)=P (X≤ δ

√
∆σ),
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and we obtain the following estimate from the above approximations and the approx-
imation of ξ in (2.13):

max
x∈[x∗,T ]

v′(x)= max
x∈[x∗,T ]

eσξ(x)×(2.12)

≈ max
x∈[x∗,T ]

eσu(1−
∆
2 (x−τ)2)×P (X≤ δ

√
∆σ)

= max
x∈[x∗,T ]

eσu(1−
∆
2 (x−x∗+δ/

√
u)2)×P (X≤ δ

√
∆σ)

=

{

euσP (X≤ δ
√
∆σ) if δ≤0,

euσ−
δ2∆σ

2 P (X≤ δ
√
∆σ) if δ>0.

This result implies that if δ takes the (positive) value δ∗ maximizing the function
H(

√
∆σδ) as in (2.9), then the “cheapest” way to have maxx∈[x∗,T ]v

′(x) exceeding
b is that the maximum of ξ is attained at τ∗=x∗−δ∗/

√
u and reaches the level u

defined by

max
x∈[x∗,T ]

v′(x)≈ euσ+κ= b,

where κ is defined as in (2.10). So, u, (logb−κ)/σ (the choice of u as in the theorem)
is the most likely maximal value for ξ to achieve, conditioned on maxx∈[x∗,T ]v

′(x)>b.
The proof of the theorem makes the above heuristics rigorous.

3. Proof of Theorem 2.1

Throughout our discussion we use the following notations for asymptotic behav-
iors. We say that 0≤g(b)=O(h(b)) if g(b)≤ ch(b) for some constant c∈ (0,∞) and
all b≥ b0>0. g(b)=o(h(b)) as bր∞ if g(b)/h(b)→0 as b→∞. Lastly, we write a
sequence of random variable Xb=Op(g(b)) if |Xb/g(b)| is stochastically dominated by
some distribution for large enough b>0.

We first present the Borel-TIS Lemma, which was proved independently by [13,
30].

Lemma 3.1 (Borel-TIS). Let ξ(x), x∈U for a parameter set U , be a mean zero

Gaussian random field with ξ almost surely bounded on U . Then

E(max
U

ξ(x))<∞,

and for any real number b,

P

(

max
x∈U

ξ(x)−E[max
x∈U

ξ (x)]≥ b

)

≤ e
− b2

2σ2
U ,

where σ2
U =maxx∈U V ar[ξ(x)].

Inspired by the heuristic argument in Section 2.3, for u defined in the theorem,
we define a spatial point τ∗,x∗−u−1/2δ∗, and the following three variables (w,y,z)
to describe the behaviors of (ξ,ξ′,ξ′′) at point τ∗:

w, ξ(τ∗)−u, y, ξ′(τ∗), z, ξ′′(τ∗)/∆+u.
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Then we have

P

(

max
[x∗,T ]

v′(x)>b

)

=∆×
∫

P

(

max
[x∗,T ]

v′(x)>b |w,y,z
)

h(w,y,z)dwdydz,

(3.1)

where h(w,y,z) is the density function of (ξ(τ∗),ξ′(τ∗),ξ′′(τ∗)) evaluated at (u+
w,y,−∆(u−z)).

The main proof consists of two steps.

Step 1. We write the event {max[x∗,T ]v
′(x)>b} as a deterministic function of

(ξ(τ∗),ξ′(τ∗),ξ′′(τ∗)) with a small correction term. In particular, the analysis
is further decomposed into two subsections. In Section 3.1, we provide an esti-

mate of
∫ x∗

0
eσξ(x)dx

∫ T
0

eσξ(x)dx
; in Section 3.2, we complete the analysis of max[x∗,T ]v

′(x).

Step 2. Based on the analysis of Step 1, we evaluate the integral (3.1). This analysis
is performed in Section 3.3.

Before carrying out the main proof, we present a proposition that localizes the
event to a region where we can apply the Taylor expansion on ξ(x).

Proposition 3.2. Using the notations in Theorem 2.1, suppose that conditions A1

- A3 hold. For any ε>0, consider

Gu={|w|>u1/2+ε}∪{|y|>u1/2+ε}∪{|z|>u1/2+ε}.

Then, we have that

P (Gu; max
x∈[x∗,T ]

v′(x)>b)=o(u−1e−u2/2).

We delay the proof of this proposition to Section 3.4. Let

Lu=Gc
u.

The above proposition suggests that we need to focus on the major part of (3.1), that
is the integral on the event set Lu,

∆

∫

Lu

P

(

max
[x∗,T ]

v′(x)>b |w,y,z
)

h(w,y,z)dwdydz.

Notice that the representation of the process ξ conditional on (ξ(τ∗),ξ′(τ∗),ξ′′(τ∗))
is

ξ(x)=E(ξ(x) | ξ(τ∗),ξ′(τ∗),ξ′′(τ∗))+g(x−τ∗), (3.2)

where g(x) is a mean-zero Gaussian process almost surely three-times differentiable,
and the calculation shows that V ar(g(x))=O(|x|6), that is, g(x)=Op(|x|3) (which can
be made rigorous following the calculations in Section 3.1). Note that the distribution
of g(x) is free of (w,y,z). By using this fact and the Borel-TIS Lemma, we have the
following bound of g(x).

Proposition 3.3. For any three positive real numbers δ,δ′,δ′′>0 satisfying δ′′>3δ,
we have that

P

(

max
|x|>u−1/2+δ

(

|g(x)|−δ′ux2
)

>0,Lu

)

=o(u−1e−u2/2),
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P

(

max
|x|≤u−1/2+δ

|g(x)|≥u−1/2+δ′′ ,Lu

)

=o(u−1e−u2/2).

Proof. [Proof of Proposition 3.3.] Note that g(x) is independent of three random
variables (w,y,z). Therefore,

P

(

max
|x|>u−1/2+δ

(

|g(x)|−δ′ux2
)

>0,Lu

)

=P

(

max
|x|>u−1/2+δ

(

|g(x)|−δ′ux2
)

>0

)

P (Lu)

=o(u−1e−u2/2).

The last step is a direct application of Borel-TIS Lemma (Lemma 3.1) and the fact

that P (Lu)=O(e−u2/2+O(u3/2+ε)) (note that, on the set Lu, |w|<u1/2+ε and thus
ξ(τ∗)>u−u1/2+ε). With a similar argument, we obtain the second bound.

So, after defining

L′
u=Lu

⋂

{

max
|x|>u−1/2+δ

(|g(x)|−δ′ux2)≤0

}

⋂

{

max
|x|≤u−1/2+δ

|g(x)|<u−1/2+δ′′
}

,

we further reduce the major term of (3.1) to the event L′
u,

∆

∫

L′
u

P

(

max
[x∗,T ]

v′(x)>b |w,y,z
)

h(w,y,z)dwdydz.

To obtain the estimate of the above expression, we start the analysis of Step 1 from
the estimation of the factor (2.12).

3.1. Estimation of the factor

∫ x∗

0
eσξ(x)dx

∫ T
0

eσξ(x)dx
. We start with the explicit

formula for the conditional expectation in (3.2) by a straightforward calculation using
the covariance formula in Remark 2.2. Note that (ξ(τ∗),ξ′(τ∗),ξ′′(τ∗),ξ(x)) is a mean-
zero vector with covariance matrix









1 0 −∆ C(x−τ∗)
0 ∆ 0 −∂C(x−τ∗)

−∆ 0 A ∂C(x−τ∗)
C(x−τ∗) −∂C(x−τ∗) ∂C(x−τ∗) 1









.

Applying the conditional Gaussian calculations, the conditional expectation
E(ξ(x)|ξ(τ∗),ξ′(τ∗),ξ′′(τ∗)) equals

(C(x−τ∗),−∂C(x−τ∗),∂
2C(x−τ∗))





A
A−∆2 0 ∆

A−∆2

0 ∆−1 0
∆

A−∆2 0 1
A−∆2









u+w
y

−∆(u−z)



 .

We take derivative of the above display with respect to x and evaluate the derivatives
at x= τ∗. Then, we have that

E(ξ(τ∗)|ξ(τ∗),ξ′(τ∗),ξ′′(τ∗))=u+w,

∂xE(ξ(x)|ξ(τ∗),ξ′(τ∗),ξ′′(τ∗))|x=τ∗ =y,
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∂2
xE(ξ(x)|ξ(τ∗),ξ′(τ∗),ξ′′(τ∗))|x=τ∗ =−∆(u−z),

∂3
xE(ξ(x)|ξ(τ∗),ξ′(τ∗),ξ′′(τ∗))|x=τ∗ =−Ay/∆,

∂4
xE(ξ(x)|ξ(τ∗),ξ′(τ∗),ξ′′(τ∗))|x=τ∗ =Au+O(u1/2+ε).

The O(u1/2+ε) term in the last line holds since we only need consider events in the
set Lu. Consequently, we apply Taylor expansion to obtain

ξ(x)=E(ξ(x) | ξ(τ∗),ξ′(τ∗),ξ′′(τ∗))+g(x−τ∗) (3.3)

=u+w+y(x−τ∗)−
∆(u−z)

2
(x−τ∗)

2

− A

6∆
y(x−τ∗)

3+
Au

24
(x−τ∗)

4+ζ(x−τ∗)+g(x−τ∗)

=u+w+
y2

2∆(u−z)
−∆(u−z)

2

(

x−τ∗−
y

∆(u−z)

)2

− A

6∆
y(x−τ∗)

3+
Au

24
(x−τ∗)

4+g(x−τ∗)+ζ(x−τ∗) (3.4)

where ζ(x),O(u1/2+εx4+ux6) contains the higher order remainder terms of the Tay-
lor expansion for the conditional expectation.

Consider the change of variable between s and x (note that |z|<u1/2+ε on the
event set Lu):

s=
√

∆(u−z)

(

x−τ∗−
y

∆(u−z)

)

.

Then, we simplify (3.4) to the following form on the set Lu:

ξ(x)=u+w+
y2

2∆(u−z)
− Ay4

8∆4(u−z)3

−s2

2
− Ay3

3∆7/2(u−z)5/2
s− Ay2

4∆3(u−z)2
s2+

A

24∆2(u−z)
s4

+g(x−τ∗)+ζ(x−τ∗)+O(s4u−1−ε′′),

for some ε′′>0 depending on the choice of ε (ε′′>1/2−ε>0) in Proposition 3.2. The
term O(s4u−1−ε′′) is from the expansions of the form u/(u−z). It is convenient to
write the above terms that do not depends on s as

c∗,σ

[

u+w+
y2

2∆(u−z)
− Ay4

8∆4(u−z)3

]

.

Considering that the quantity of interest is
∫ x∗

0
eσξ(x)dx

∫ T

0
eσξ(x)dx

, (3.5)

we start from the denominator by integrating out the term O(s4u−1−ε′′),

∫ T

0

eσξ(x)dx=ec∗+o(u−1)×
∫ T

0

exp

{

σ
[

− s2

2
− Ay3

3∆7/2(u−z)5/2
s

− Ay2

4∆3(u−z)2
s2+

A

24∆2(u−z)
s4+g(x−τ∗)+ζ(x−τ∗)

]

}

dx.
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We split the integral into two parts as

∫ T

0

eσξ(x)dx=

∫

|x−τ∗|<u−1/2+δ

eσξ(x)dx+

∫

|x−τ∗|≥u−1/2+δ

eσξ(x)dx

=J1+J2.

We choose the number ε<δ<ε′′/4 in the above expression. According to the condi-
tion A3, on the set {max|x|>u−1/2+δ

(

|g(x)|−δ′ux2
)

≤0} there exists some ε0>0 such
that the minor term

J2=

∫

|x−τ∗|≥u−1/2+δ

eσξ(x)dx≤
∫

|x−τ∗|≥u−1/2+δ

ec∗−2ε0u(x−τ∗)
2 ≤ ec∗−ε0u

2δ

.

We now proceed to the dominating term J1. Note that, on the set |x−τ∗|<u−1/2+δ,
ζ(x−τ∗)=o(u−1). Then, we obtain that

J1=
ec∗+o(u−1)

√

∆(u−z)
×eω(u)×

∫

|x−τ∗|<u−1/2+δ

exp

{

σ

[

−s2

2
− Ay3

3∆7/2(u−z)5/2
s

− Ay2

4∆3(u−z)2
s2+

A

24∆2(u−z)
s4
]}

ds,

where

eω(u),E exp
(

g
(

∆−1/2(u−z)−1/2(S+∆−1/2(u−z)−1/2y)
))

,

and the above expectation is conditional on the information of the zero-mean Gaussian
random field g(x) and is taken with respect to S, a random variable living on the set

∣

∣∆−1/2(u−z)−1/2(S+∆−1/2(u−z)−1/2y)
∣

∣≤u−1/2+δ

and with density function proportional to

exp

{

σ

[

−s2

2
− Ay3

3∆7/2(u−z)5/2
s− Ay2

4∆3(u−z)2
s2+

A

24∆2(u−z)
s4
]}

.

Since V ar(g(x))=O(|x|6), then |ω(u)|≤ max
|x|<u−1/2+δ

|g(x)|=Op(u
−3/2+3δ).

We have the following estimate of the third term in J1.

Lemma 3.4. On the set L′
u, we have that

∫

|x−τ∗|<u−1/2+δ

exp

{

σ

[

−s2

2
− Ay3

3∆7/2(u−z)5/2
s− Ay2

4∆3(u−z)2
s2

+
A

24∆2(u−z)
s4
]}

ds

=

√

2π

σ
exp

(

− Ay2

4∆3(u−z)2
+

A

8∆2σu
+o(u−1)

)

.

Proof. [Proof of Lemma 3.4.] On the set |x−τ∗|<u−1/2+δ and L′
u, we have

s=O(uδ),

y3s

(u−z)5/2
=O(u−1+δ+3ε),

y2s2

(u−z)2
=O(u−1+2ε+2δ),

s4

(u−z)
=O(u−1+4δ).
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Thus, the integrand in left hand side above becomes (for sufficient small ǫ, δ)

eo(u
−1)×e−

σs2

2 ×
(

1− σAy3

3∆7/2(u−z)5/2
s− σAy2

4∆3(u−z)2
s2+

σA

24∆2(u−z)
s4
)

.

Let X be a standard Gaussian random variable. We conclude the proof with the
following calculation:

LHS=eo(u
−1)×

∫

|x−τ∗|<u−1/2+δ

e−
σs2

2 ×
(

1− σAy3

3∆7/2(u−z)5/2
s

− σAy2

4∆3(u−z)2
s2+

σA

24∆2(u−z)
s4
)

ds

=eo(u
−1)

√

2π

σ
E

(

1− Aσ1/2y3X

3∆7/2(u−z)5/2
− Ay2X2

4∆3(u−z)2
+

AX4

24∆2σ(u−z)

)

=

√

2π

σ
exp

(

− Ay2

4∆3(u−z)2
+

A

8∆2σ(u−z)
+o(u−1)

)

=

√

2π

σ
exp

(

− Ay2

4∆3(u−z)2
+

A

8∆2σu
+o(u−1)

)

.

We insert the result of the above lemma into the expression of the J1 term, put
the J1 and J2 terms together, and obtain that on the set L′

u,

∫ T

0

eσξ(x)dx=

√

2π

σ∆(u−z)
exp

{

c∗−
Ay2

4∆3(u−z)2
+

A

8∆2σu
+ω(u)+o(u−1)

}

.

We now proceed to the numerator of (3.5). Let

β(y,z),
√

∆(u−z)

(

x∗−τ∗−
y

∆(u−z)

)

=

√

∆
(

1− z

u

)

δ∗−
y

√

∆(u−z)
, (3.6)

X be a standard Gaussian random variable, and

eω
′(u),E exp

(

g
(

∆−1/2(u−z)−1/2(S′+∆−1/2(u−z)−1/2y)
))

,

where S′ is a random variable such that

−u−1/2+δ ≤∆−1/2(u−z)−1/2(S′+∆−1/2(u−z)−1/2y)≤x∗−τ∗=O(u−1/2).

With a similar argument, the numerator is
∫ x∗

0

eσξ(x)dx

= ec∗+o(u−1)

∫ x∗

0

e
σ

[

− s2

2 − Ay3

3∆7/2(u−z)5/2
s− Ay2

4∆3(u−z)2
s2+ A

24∆2(u−z)
s4+g(x−τ∗)

]

dx

=

√

2π

σ∆(u−z)
ec∗+o(u−1)+ω′(u)

×E

[

e
− Aσ1/2y3

3∆7/2(u−z)5/2
X− Ay2

4∆3(u−z)2
X2+ A

24∆2σ(u−z)
X4

;X≤σ1/2β(y,z)

]
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=

√

2π

σ∆(u−z)
ec∗+o(u−1)+ω′(u)×

{

P
(

X≤σ1/2β(y,z)
)

+E

(

− Aσ1/2y3X

3∆7/2(u−z)5/2
− Ay2X2

4∆3(u−z)2
+

AX4

24∆2σ(u−z)
;X≤σ1/2β(y,z)

)

}

=

√

2π

σ∆(u−z)
ec∗+o(u−1)+ω′(u)×

{

P
(

X≤σ1/2β(y,z)
)

+O(y3u−5/2)+O(y2u−2)+
A×E(X4;X≤σ1/2β(y,z))

24∆2σu

}

.

We put the results together and obtain that
∫ x∗

0
eσξ(x)dx

∫ T

0
eσξ(x)dx

=exp

{

− A

8∆2σu
+ω′(u)−ω(u)+o(u−1)

}

[

P
(

X≤σ1/2β(y,z)
)

+
A×E(X4;X≤σ1/2β(y,z))

24∆2σu
+O(y3u−5/2)+O(y2u−2)

]

.(3.7)

3.2. The event {max[x∗,T ]v
′(x)>b}. With the approximation of (3.7), we

now write the event {max[x∗,T ]v
′(x)>b} as a function of (w,y,z) with a small correc-

tion term. Recall that the maximum of the strain function is

max
[x∗,T ]

v′(x)=

(

max
[x∗,T ]

eσξ(x)
)

×
∫ x∗

0
eσξ(x

′)dx′
∫ T

0
eσξ(x′)dx′

.

Define

η(u),O

(

max
|x|≤u−1/2+δ

|g(x)|
)

.

For any δ>0, on the set L′
u and conditional on (w,y,z), for sufficiently large u, ξ(x)

achieves its maximum on the set |x−τ∗|≤u−1/2+δ, and

max
x∈[x∗,T ]

ξ(x)=η(u)+ max
x∈[x∗,T ]

E(ξ(x)|w,y,z).

Furthermore, E(ξ(x)|w,y,z) as a function of x is approximately quadratic and the
maximum is attained at τ∗+y/∆(u−z). Thus, max[x∗,T ]E(ξ(x)|w,y,z) is solved at

x=x∗ (for u sufficiently large) when {y<∆(δ∗−ε′)u1/2} for any ε′>0. Then, we
obtain that

max
[x∗,T ]

ξ(x)= ξ(x∗)+η(u),

and further

max
[x∗,T ]

v′(x)= eη(u)v′(x∗).

On the set {y<∆(δ∗−ε′)u1/2}, max[x∗,T ]v
′(x)>b if and only if eη(u)v′(x∗)>b.

We now take a closer look at v′(x∗). Recall that τ∗=x∗−δ∗u−1/2, the expansion
of ξ(x) in (3.4), and the factor in (3.7). Note that ω(u)−ω′(u)=η(u). Then we obtain
that

v′(x∗)= eσξ(x∗)

∫ x∗

0

eσξ(x)
∫ T

0
eσξ(x′)dx′

dx
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=exp

{

σu+σw+
σy2

2∆(u−z)
− σ

2
β2(y,z)− σAδ3∗

6∆u3/2
y+

Aσδ4∗
24u

}

×exp

{

− A

8∆2σu
+o(u−1)+η(u)

}

×
[

P
(

X≤σ1/2β(y,z)
)

+O(y2u−2)

+O(y3u−5/2)+
A×E(X4;X≤σ1/2β(y,z))

24∆2σu

]

.

The definitions of u,κ,δ∗ in Theorem 2.1 give that

b= eσu+κ= eσu−
σ∆δ2

∗

2 P (X≤∆1/2σ1/2δ∗).

So, on the set {y<∆(δ∗−ε′)u1/2}, v′(x∗)>b holds if and only if

A>η(u)+o(u−1), (3.8)

where A is equal to

σw+
σy2

2∆(u−z)
− σ

2
β2(y,z)− σAδ3∗

6∆u3/2
y+

Aσδ4∗
24u

− A

8∆2σu

+log

[

P
(

X≤σ1/2β(y,z)
)

+O(y2u−2)+O(y3u−5/2)+
A×E(X4;X≤σ1/2β(y,z))

24∆2σu

]

+
σ∆δ2∗
2

− logP
(

X≤∆1/2σ1/2δ∗
)

.

The second row of the above display is the logarithm of the probability
P
(

X≤σ1/2β(y,z)
)

plus three small terms. We apply Taylor expansion to those two
small terms. With the notation H(x) defined in (2.9), we have that

A=σw+
σy2

2∆(u−z)
− σAδ3∗

6∆u3/2
y+

Aσδ4∗
24u

− A

8∆2σu
+

1

P (X≤σ1/2β(y,z))

×
[

A×E(X4;X≤σ1/2β(y,z))

24∆2σu
+O(y2u−2)+O(y3u−5/2)

]

+o(u−1)

+H(σ1/2β(y,z))−H(σ1/2∆1/2δ∗).

3.3. Evaluating the integral in (3.1). This section needs the explicit form
of the density function h, which is immediate from Remark 2.2.

Lemma 3.5. The density function h of (ξ(0),ξ′(0),ξ′′(0)) evaluated at (u+
w,y,−∆(u−z)) is

1

(2π)3/2
√

∆(A−∆2)
exp

{

−1

2

[

u2+w2+
∆2(w+z)2

A−∆2
+2u(w+

y2

2∆u
)

]}

.

The objective is to evaluate the integral in (3.1). We now have an approxima-
tion (3.8) of max[x∗,T ]v

′(x)>b, and the previous lemma gives the form of h(w,y,z).
For any ε′>0 sufficiently small, we now evaluate the integral of (3.1) in three
separate regions: {|y|≤u1/2−ε}, {y<−u1/2−ε}∪{u1/2−ε<y<∆(δ∗−ε′)u1/2}, and
{y>∆(δ∗−ε′)u1/2}. We separate the analysis in each of these three cases because
the handling of the event {maxv′(t)>b} is different for each case.
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Case 1. {|y|≤u1/2−ε}. Recall that Ξ=−H ′′(σ1/2∆1/2δ∗) and H ′(σ1/2∆1/2δ∗)=0.
Then,

H(σ1/2β(y,z))−H(σ1/2∆1/2δ∗)=−Ξσ

2
(β(y,z)−∆1/2δ∗)

2+O((β(y,z)−∆1/2δ∗)
3).

By the definition of β(y,z) in (3.6), we have the following expansions for β(y,z) on
the set L′

u and the set {|y|≤u1/2−ε}:

β(y,z)−∆1/2δ∗=− y
√

∆(u−z)
−∆1/2δ∗z

2u
+O(z2u−2).

So, we have that

A=σ

(

w+
y2

2∆u

)

+
σ

u
B− σΞ

2

(

y2

∆(u−z)
+

δ∗yz

u
√
u−z

)

+O(y3u−3/2)+O(y2zu−2)+O(z2u−2)+o(u−1),

by denoting

B,
Aδ4∗
24

− A

8∆2σ2
+

A×E(X4;X≤σ1/2β(y,z))

24∆2σ2×P (X≤σ1/2β(y,z))
,

which is the same as the exponent in the constant D of Theorem 2.1.
To calculate the integral in (3.1), we begin by expressing the exponent of the

density function h in Lemma 3.5 in terms of A,

S(w,y,z),u2+w2+
∆2(w+z)2

A−∆2
+2u

(

w+
y2

2∆u

)

=u2+w2+
∆2(w+z)2

A−∆2
+2u

(A
σ
+

Ξ

2∆(u−z)
y2+

Ξδ∗
2u

√
u−z

yz

)

−2B+O(y3u−1/2)+O(y2zu−1)+O(z2u−1)+o(1).

Now, we estimate the integration formula (3.1) by noting the claim (3.8),

∆

∫

L′
u∩{|y|≤u1/2−ε}

P

(

max
[x∗,T ]

v′(x)>b |w,y,z
)

h(w,y,z)dwdydz

=

√
∆

(2π)3/2
√
A−∆2

∫

L′
u∩{|y|≤u1/2−ε}

P (A>η(u)+o(u−1))e−
1
2S(w,y,z)dwdydz.

Let A′=uA and change the variable (w,y,z)→ (A′,y,z) so that dwdydz=
1
uσd(A′)dydz. For any fixed (A′,y,z), it is clear that on the set L′

u, w→0 as u→∞.

Thus, on the set {|y|≤u1/2−ε}, we have the following point-wise convergence for each
fixed (A′,y,z):

S(w,y,z)−u2→ ∆2

A−∆2
z2+2A′/σ+

Ξ

∆
y2−2B.

Since η(u)=op(u
−1), then

P (A>η(u)+o(u−1))→ I(A′>0), as u→+∞.
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On the region {A<0}, for any number A<0, by the Borel-TIS Lemma, we have the
bound P (A>η(u)+o(u−1))≤ exp(−ε′′u2+δ′(A+o(u−1))2) for some δ′,ε′′>0. Thus,
the integral on the region {A<0} vanishes as u→+∞.

Setting u→+∞, by the dominated convergence theorem we have

∆

∫

L′
u∩{|y|≤u1/2−ε}

P

(

max
[x∗,T ]

v′(x)>b |w,y,z
)

h(w,y,z)dwdydz

=

√
∆

(2π)3/2
√
A−∆2

∫

L′
u∩{|y|≤u1/2−ε}

P (A>η(u)+o(u−1))e−
1
2S(w,y,z)dwdydz

=

√
∆+o(1)

(2π)3/2
√
A−∆2

1

u
e−u2/2+B×

∫

exp

{

−1

2

(

∆2

A−∆2
z2+

Ξ

∆
y2
)}

dydz

=
1+o(1)√

2πΞ

1

u
exp

{

−u2/2+
Aδ4∗
24

− A

8∆2σ2
+

A×E(X4;X≤σ1/2∆1/2δ∗)

24∆2σ2P (X≤σ1/2∆1/2δ∗)

}

. (3.9)

To construct a dominating function to validate the above, we just need to notice that

w2+
∆2(w+z)2

A−∆2
=

(
√
Aw+∆2A−1/2z)2

A−∆2
+

∆2

A
z2≥ ∆2

A
z2. (3.10)

Then, for some C∗ sufficiently large,

e−
S(w,y,z)

2 ≤C∗e−u2/2 exp

{

−A′

σ
− 1

2

∆2

A
z2− Ξσ+o(1)

2
y2
}

.

Case 2. {y<−u1/2−ε}∪{u1/2−ε<y<∆(δ∗−ε′)u1/2}. On this set, the distance
|β(y,z)−∆1/2δ∗| is no less than the order O(u−ε). Note that H(x) is monotone
decreasing in |x−∆1/2σ1/2δ∗|, therefore there exists some λ>0 such that

H(σ1/2β(y,z))−H(σ1/2∆1/2δ∗)≤−λ

2
u−2ε.

Therefore

A≤Ā,σ

(

w+
y2

2∆(u−z)

)

− σAδ3∗
6∆u3/2

y+
σ

u
B− λ

2
u−2ε+O(y3u−2)+o(u−1).

With exactly the same calculation as in Case 1 and the bound in (3.10), we have that

S(w,y,z)

=u2+w2+
∆2(w+z)2

A−∆
+2u

(

w+
y2

2∆u

)

=u2+w2+
∆2(w+z)2

A−∆
+2u

( Ā
σ
+

λ

2σ
u−2ε+y

Aδ3∗
6∆u3/2

)

−2B+O(y3u−1)+o(1)

≥u2+
∆2

A
z2+2

uĀ
σ

+(1+o(1))
λ

σ
u1−2ε.

Therefore
∫

L′
u∩{y≤−u1/2−ε}

P

(

max
[x∗,T ]

v′(x)>b|w,y,z
)

h(w,y,z)dwdydz
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≤
∫

L′
u∩{y≤−u1/2−ε}

1(Ā≥η(u)+o(u−1))e−
1
2S(w,y,z)dwdydz

= e−u2/2−λu1−2ε/2σ×
∫

L′
u∩{y≤−u1/2−ε}

1
(

Ā≥η(u)+o(u−1)
)

×exp

{

−1

2

[

w2−∆σδ2∗z+
∆2(w+z)2

A−∆
+

2uĀ
σ

]}

dwdydz

≤O(1)e−λu1−2ε/2σue−u2/2. (3.11)

Similarly, we have
∫

L′
u∩{u1/2−ε<y<∆(δ∗−ε′)u1/2}

P

(

max
[x∗,T ]

v′(x)>b|w,y,z
)

h(w,y,z)dwdydz

≤O(1)e−λu1−2ε/2σu−1e−u2/2.

Case 3. {y>∆(δ∗−ε′)u1/2}. In this case, we bound max[x∗,T ]v
′(x) by

V ,max
[0,T ]

eσξ(x)×
∫ x∗

0

eσξ(x)
∫ T

0
eσξ(x′)dx′

dx.

Recall that the normalized density

eσξ(x)
∫ T

0
eσξ(x′)dx′

is approximately a Gaussian density in Section 3.2 with mean τ∗+
y

∆(u−z) =x∗−δ∗+
y

∆(u−z) and variance 1
∆σ(u−z) . Therefore, on the set L′

u∩{y>∆(δ∗−ε′)u1/2}, we have
∫ x∗

0

eσξ(x)
∫ T

0
eσξ(x′)dx′

dx≤ (1+o(1))P

(

X≤∆1/2σ1/2δ∗−
σ1/2y

√

∆(u−z)

)

≤P
(

X≤∆1/2σ1/2ε′
)

.

Note that the constant κ=maxH(x) is strictly larger than H(0)= logP (X≤0),
so we can choose a constant κ′∈ (logP (X≤0),κ) so that the corresponding ε′ defined
by logP

(

X≤∆1/2σ1/2ε′
)

=κ′ is positive and small enough. Let u′,σ−1 (logb−κ′)=
u+(κ−κ′)/σ. Thus

P
(

maxv′(x)>b;y>∆(δ∗−ε′)u1/2;L′
u

)

≤P (V >b;y>∆(δ∗−ε′)u1/2;L′
u)

≤P (maxξ(x)>u′)

=O(e−u′2

)=o(u−1e−u2/2).

With the above estimate, together with the results in (3.9) and (3.11), we conclude
that

P (max
x

v′(x)>b)=(1+o(1))Du−1e−u2/2,

where D is as defined in the statement of the theorem.
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3.4. Proof of Proposition 3.2. The proof needs a change of measure, which
is described as follows. For each γ, let Aγ ={x∈ [τ∗+u−1/2+ε,T ] : ξ(x)>γ} be the
excursion set (a subset of the domain [τ∗+u−1/2+ε,T ]) over level γ and let P be the
underlying nominal (original) probability measure. Let Z be a standard Gaussian
random variable and define Qγ (·) via

dQγ ,
mes(Aγ)

E(mes(Aγ))
dP =

mes(Aγ)
∫ T

τ∗+u−1/2+εP (ξ(x)>γ)dx
dP

=
mes(Aγ)

(T −τ∗−u−1/2+ε)P (Z>γ)
dP,

(3.12)

where E(·) is the expectation under P and mes(Aγ) is the Lebesgue measure of the
excursion set above level γ. Note that under Qγ , almost surely max

[τ∗+u−1/2+ε,T ]
ξ(x)>γ.

In order to generate sample paths according to the measure Qγ , one first simulates
τ with density function

{

h(τ) : τ ∈ [τ∗+u−1/2+ε,T ]
}

,

h(τ)=
P (ξ(τ)>γ)

E(mes(Aγ))
I[τ∗+u−1/2+ε,T ](τ)=

I[τ∗+u−1/2+ε,T ](τ)

T −τ∗−u−1/2+ε
. (3.13)

For this special case, τ follows the uniform distribution on the set [τ∗+u−1/2+ε,T ].
With the realization of τ , simulate ξ(τ) from its conditional distribution (under the
original law) given that ξ(τ)>γ; lastly simulate {ξ(x) :x 6= τ} given (τ,ξ(τ)) according
to the original distribution. For more detailed discussion of this change of measure,
see [12, 22]. A discrete version is thoroughly discussed in [3].

If γ is suitably chosen, Qγ serves as a good approximation of the conditional
distribution of ξ(x) given that maxx∈[τ∗+u−1/2+ε,T ] ξ(x)> logb. In what follows, we

use EQ(·) to denote the expectation under the change of measure Qγ for a properly
defined γ below.

The conclusion of Proposition 3.2 is an immediate result of the following two
lemmas. First define two sets for ease of notation:

Eb=

{

max
x∈[0,T ]

v′(x)>b

}

=

{

max
x∈[0,T ]

eσξ(x)
∫ x∗

0

eσξ(x
′)

∫ T

0
eσξ(x′′)dx′′

dx′>b

}

,

Fb=

{

max
x∈[τ∗+u−1/2+ε,T ]

ξ(x)>
logb

σ

}

.

Lemma 3.6. Under conditions in Theorem 2.1, we have that

P (Eb,Fb)=o(u−1e−u2/2).

Proof. [Proof of Lemma 3.6.] Let γ= logb
σ −1/logb. Then, considering the corre-

sponding change of measure Qγ defined above and noting that u=(logb−κ)/σ, there
exists a constant c (depending on κ and σ) such that

P

(

max
x∈[τ∗+u−1/2+ε,T ]

ξ(x)>
logb

σ
,Eb

)

=O(1)EQ

[

P (Z>u−c)

mes(Aγ)
;Fb,Eb

]

=O(1)

∫ T

τ∗+u−1/2+ε

EQ
τ

[

P (Z>u−c)

mes(Aγ)
;Fb,Eb

]

dτ.
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where Q is the measure Qγ defined above and EQ
τ (·)=EQ(·|τ). By the Borel-TIS

Lemma, we obtain that mes−1(Aγ) on the set Eb is Op(u) on the set Fb. The detailed
proof of the bound formes−1(Aγ) is rather tedious and elementary and can be found in
[2]. Therefore, we omit it. Select an arbitrary τ ∈ [τ∗+u−1/2+ε,T ] and let ξ(τ)=γ+w,
ξ′(τ)=y, and ξ′′(τ)=−∆(γ−z). Note that given a particular realization of τ , (y,z)
follows a binary Gaussian distribution with mean zero and fixed variance. By this
fact, we have that

EQ

[

P (Z>u−c)

mes(Aγ)
; |z|≥u1/2+ε/2,Eb,Fb

]

=o(u−1e−u2/2)

and

EQ

[

P (Z>u−c)

mes(Aγ)
; |y|≥u1/2+ε/2,Eb,Fb

]

=o(u−1e−u2/2).

Recall the definition of process g(x) in (3.3). By the Borel-TIS Lemma, for some λ
sufficiently large, we have that

EQ

(

P (Z>u−c)

mes(Aγ)
; max
|x−τ |≤u−1/2+2ε

|g(x)|>λu−1/2 or max
|x−τ |>u−1/2+2ε

|g(x)|−δux2>0

)

=o(u−1e−u2/2).

Thus, we only need to consider the situation that |y|<u1/2+ε/2 and |z|<u1/2+ε/2.
With the same calculation as in the proof of the theorem, we obtain that, for some
λ>0,

∫ x∗

0

eσξ(x
′)

∫ T

0
eσξ(x′′)dx′′

dx′=O(e−λuε/2

).

To see the above bound, note that the above factor can be approximated by the c.d.f.
of a Gaussian distribution with mean τ+y/u∆ and variance ∆−1σ−1u−1 evaluated
at x∗. Therefore, we have that

EQ

{

P (Z>u−c)

mes(Aγ)
; |y|<u1/2+ε/2, |z|<u1/2+ε/2,

max
|x−τ |≤u−1/2+2ε

|g(x)|<λu−1/2, max
|x−τ |>u−1/2+2ε

|g(x)|−δux2<0,Fb,Eb

}

≤EQ

[

P (Z>u−c)

mes(Aγ)
;max
[0,T ]

ξ(x)>γ+λuε/2

]

=o(u−1e−u2/2).

Thus, we conclude the proof.

Lemma 3.7. Under the conditions of Theorem 2.1, we have that

P (Gu,F
c
b ,Eb)=o(u−1e−u2/2).

Proof. Note that the factor in (2.12) is in (0,1) and thus

F c
b ∩Eb⊂

{

max
[x∗,τ∗+u−1/2+ε]

ξ(x)>
logb

σ

}

.
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Furthermore, we have that

P
(

|w|>u1/2+4ε,F c
b ,Eb

)

=P (w>u1/2+4ε,F c
b ,Eb)+P (w<−u1/2+4ε,F c

b ,Eb).

Since w= ξ(τ∗)−u, then for the first item on the above right hand side we have

P (w>u1/2+4ε,F c
b ,Eb)≤P

(

max
[0,T ]

ξ(x)>u+u1/2+4ε
)

=o(u−1e−u2/2).

For the second item, we have that

P
(

w<−u1/2+4ε,F c
b ,Eb

)

≤P

(

w<−u1/2+4ε, max
[x∗,τ∗+u−1/2+ε]

ξ(x)>
logb

σ

)

=o(u−1e−u2/2).

For the last step of the above display, we apply the Borel-TIS Lemma on the condi-
tional field ξ(x) given ξ(τ∗)=u+w<u−u1/2+4ε. Also,

P (|w|<u1/2+4ε, |z|>u1/2+8ε,F c
b ,Eb)

≤P
(

max
[x∗,τ∗+u−1/2+ε]

ξ(x)>
logb

σ

)

P
(

|z|>u1/2+8ε | max
[x∗,τ∗+u−1/2+ε]

ξ(x)>
logb

σ

)

=o(u−1e−u2/2),

and

P (|w|<u1/2+4ε, |y|>u1/2+8ε,F c
b ,Eb)

≤P
(

max
[x∗,τ∗+u−1/2+ε]

ξ(x)>
logb

σ

)

P
(

|y|>u1/2+8ε | max
[x∗,τ∗+u−1/2+ε]

ξ(x)>
logb

σ

)

=o(u−1e−u2/2).

Since ε can be chosen arbitrarily small, we can redefine ε and conclude the proof.

REFERENCES

[1] R.J. Adler, The Geometry of Random Fields, Wiley, Chichester, U.K.; New York, U.S.A., 1981.
[2] R.J. Adler, J.H. Blanchet, and J.C. Liu, Efficient simulation for tail probabilities of Gaussian

random fields, in Proceeding of Winter Simulation Conference, 2008.
[3] R.J. Adler, J.H. Blanchet, and J.C. Liu, Efficient Monte Carlo for large excursions of Gaussian

random fields, Annals of Applied Probability, 22(3), 1167–1214, 2012.
[4] R.J. Adler and J.E. Taylor, Random Fields and Geometry, Springer, 2007.
[5] J.M. Azais and M. Wschebor, A general expression for the distribution of the maximum of a

Gaussian field and the approximation of the tail, Stoch. Proc. Appl., 118(7), 1190–1218,
2008.

[6] J.M. Azais and M. Wschebor, Level Sets and Extrema of Random Processes and Fields, Wiley,
Hoboken, N.J., 2009.

[7] J. Bear and A. Verruijt, Modeling Groundwater Flow and Pollution, D. Reidel Publishing
Company, Holland, 1987.

[8] S.M. Berman, An asymptotic formula for the distribution of the maximum of a Gaussian

process with stationary increments, J. Appl. Prob., 22(2), 454–460, 1985.
[9] J.H. Blanchet and J.C. Liu, State-dependent importance sampling for regularly varying random

walks, Adv. Appl. Prob., 40, 1104–1128, 2008.
[10] J.H. Blanchet and J.C. Liu, Rare-event simulation for a multidimensional random walk with

t distributed increments, in WSC ’07: Proceedings of the 39th Conference on Winter
Simulation, Piscataway, NJ, USA, IEEE Press, 395–402, 2007.



J. LIU AND X. ZHOU 521

[11] J.H. Blanchet, J.C. Liu, and P. Glynn, State-dependent importance sampling and large devia-

tions, in valuetools ’06: Proceedings of the 1st International Conference on Performance
Evaluation Methodologies and Tools, New York, NY, USA, ACM, 20, 2006.

[12] J.H. Blanchet, J.C. Liu, and X. Yang, Monte Carlo for large credit portfolios with potentially

high correlations, in Proceeding of Winter Simulation Conference, 2010.
[13] C. Borell, The Brunn-Minkowski inequality in Gauss space, Inventiones Mathematicae, 30(2),

207–216, 1975.
[14] C. Borell, The Ehrhard inequality, Comptes Rendus Mathematique, 337(10), 663–666, 2003.
[15] R.J. Charbeneau, Groundwater Hydraulics and Pollutant Transport, Prentice Hall, 2000.
[16] H. Cramer and M.R. Leadbetter, Stationary and Related Stochastic Processes: Sample Func-

tion Properties and Their Applications, John Wiley & Sons, Inc., New York, N.Y., 1967.
[17] R.A. Freeze, A stochastic-conceptual analysis of one-dimensional groundwater flow in nonuni-

form homogeneous media, Water Resour. Res., 11, 1975.
[18] H.J. Landau and L.A. Shepp, Supremum of a Gaussian process, Sankhya-the Indian Journal

of Statistics Series A, 32(Dec.), 369–378, 1970.
[19] M. Ledoux and M. Talagrand, Probability in Banach Spaces: Isoperimetry and Processes,

Ergebnisse der Mathematik und ihrer Grenzgebiete 3. Folge, Bd. 23. Springer-Verlag,
Berlin; New York, 1991.

[20] J. Liu, Tail approximations of integrals of Gaussian random fields, Ann. Prob., 40(3), 1069–
1104, 2012.

[21] J. Liu and G. Xu, Some asymptotic results of Gaussian random fields with varying mean

functions and the associated processes, Ann. Stat., 40(1), 262–293, 2012.
[22] J.C. Liu, X. Zhou, R. Patra, and W. E, Failure of random materials: A large deviation and

computational study, in Proceedings of the 2011 Winter Simulation Conference, 2011.
[23] M.B. Marcus and L.A. Shepp, Continuity of Gaussian processes, Transactions of the American

Mathematical Society, 151(2), 377–391, 1970.
[24] V.I. Piterbarg, Asymptotic Methods in the Theory of Gaussian Processes and Fields, American

Mathematical Society, Providence, R.I., 1996.
[25] V.N. Sudakov and B.S. Tsirelson, Extremal properties of half spaces for spherically invariant

measures, Zap. Nauchn. Sem. LOMI, 45, 75–82, 1974.
[26] J.Y. Sun, Tail probabilities of the maxima of Gaussian random-fields, Ann. Prob., 21(1), 34–71,

1993.
[27] M. Talagrand, Majorizing measures: The generic chaining, Ann. Prob., 24(3), 1049–1103,

1996.
[28] J. Taylor, A. Takemura, and R.J. Adler, Validity of the expected Euler characteristic heuristic,

Ann. Prob., 33(4), 1362–1396, 2005.
[29] J.E. Taylor and R.J. Adler, Euler characteristics for Gaussian fields on manifolds, Ann. Prob.,

31(2), 533–563, 2003.
[30] B.S. Tsirelson, I.A. Ibragimov, and V.N. Sudakov, Norms of Gaussian sample functions, Pro-

ceedings of the Third Japan-USSR Symposium on Probability Theory (Tashkent, 1975),
550, 20–41, 1976.


