CAMBRIDGE JOURNAL OF MATHEMATICS
Volume 7, Number 3, 283-318, 2019

Global well-posedness and scattering for nonlinear
Schrodinger equations with algebraic nonlinearity
when d = 2, 3 and w is radial

BENJAMIN DODSON

In this paper we discuss global well-posedness and scattering for
some initial value problems that are H! subcritical. We prove
global well-posedness and scattering for radial data in H®, s > s,
where the initial value problem is H¢-critical. We make use of the
long time Strichartz estimates of [13] to do this.

1. Introduction
In this paper we examine the three dimensional initial value problem
(1.1) (10 + A)u = F(u) = |[u|®u, u(0,2) =uy € H(R?),
as well as the two dimensional initial value problems
(1.2) (10 + A)u = [u|**u, u(0,z) = ug € HS(R?),

where k may be any positive integer. In each case ug is a radial function.
Solutions to (1.1) and (1.2) give rise to a family of solutions via the
scaling,

(1.3) u(t, ) = up(t, 2) = Aru(A2t, Ax).
Under this scaling, for any s € R,

(1.4) 10, ) s gy = A2 75 (0, @) | 7 (-
Thus, (1.1) is called H'/?-critical since under (1.4),

(1.5) [ux(0, @)l 172 gay = [1u(0, 2) || 22 s

1

Likewise, (1.2) is called H®ecritical, where s, = 1 — =
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This scaling is crucial to local well-posedness. Recall the usual definition
of well-posedness.

Definition 1.1 (Well-posedness). The initial value problem (1.1) is well-
posed on an open interval I C R, 0 € I, for ug € H(R?), if

1. (1.1) has a unique solution u lying in CP(I; H(R?)),
2. The solution satisfies the Duhamel formula

t
(1.6) u(t) = e ug — Z/ A (fufPu) (1) dr,
0

8. For any compact J C I, the map ug — L7 ,(J x R?) is continuous.

The definition of global well-posedness for (1.2) corresponds to (1) — (3)
above, although L?,x should be replaced by Lf}l‘;ﬁ and R3 should be replaced by
R2.

Also recall the definition of scattering.
Definition 1.2 (Scattering). A global solution to (1.1) and (1.2) with initial
data ug is said to scatter forward in time to some uy € H3(RY) if

(1.7) m flu(t) ~ e"Suy | e rey = 0.

Analogously, u is said to scatter backward in time to some u_ € HS(R3) if

. _itA o —
(1.8) tilr—noo lu(t) — e"“u_|| gs(re) = 0.
(1.1) is said to be scattering for initial data lying in a certain set X if for
each uy € X there exists uy and u_ such that (1.7) and (1.8) hold, and
furthermore, the maps ug — uy and ug — u_ are continuous as functions
of ug.
Remark. Scattering for (1.1) corresponds to [[ul|zs (wrxgrs) < o0 and scat-
tering for (1.2) corresponds to ||u||zar (rxr2) < 00

Theorem 1.1. (1.1) is locally well-posed for any uo € H*(R?), s > 3 on
some interval [T, T), T(||uo|z-,s) > 0. If ug € HY?(R?) then (1.1) is
locally well-posed on some interval [—T,T], T(up) > 0, where T(up) de-
pends on the profile of the initial data and not just its size. Moreover, for
[uoll gr1/2(rsy small, (1.1) is globally well-posed and scattering.

The corresponding results also hold for (1.2) and the critical space

H'"x(R2).
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Proof. See [5], [6]. O

Remark. [7] and [8] proved that Theorem 1.1 is sharp.

Remark. [21] proved that (1.1) is globally well-posed and scattering if and
only if [lu(t)[ ;1/2 (R2) 18 uniformly bounded on its interval of existence. See
[48] for the same result when k£ =1 and d = 2.

(1.2) with k = 1 is now completely solved. [24] proved that (1.2) is glob-
ally well-posed and scattering for any ug € L?(R?), ug radial. [16] extended
this to nonradial data.

In this paper we show that (1.1) and (1.2) are globally well-posed and
scattering for ug € Hi(R?), ug radial, s > 1, and s > 1 — } respectively.

We begin with the cubic problem in three dimensions.

Theorem 1.2. The initial value problem (1.1) is globally well-posed and
scattering for any s > % for ug radial.

Next, we will prove an explicit upper bound on the scattering size, or
L}, norm, for a solution to the two dimensional, cubic problem (k = 1) for
up radial lying in a subspace of L2(R?). Scattering for the two dimensional,
radial, cubic problem has already been proved for [24]. See [16] for a proof
in the nonradial case. However, no explicit norm was computed in [24] or
[16], which we will do here.

Theorem 1.3. When k = 1 and wg is radial, (1.2) has a global solution
with
(1.9)
s 8(1—s)
lullZs , mxcmey S (luoll ey + ll*uollrere) ™

4(1—s)

P21+ fJuoll2) = T

A solution to the focusing problem
(1.10) iug + Au = —|u|®u,  u(0,z) = ug,
has the scattering size bound

(1.11)

8(1—s)
lullzs mxrzy S (ol g ey + ol 2rzy) = (L + [luollz2)

4(1—s)

+1

o ol

Q117
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Q is the ground state of the focusing problem, that is, the positive solution
to

(1.12) AQ + Q= Q.

Remark. [29] proved a result in this form for s = 1.
Finally we prove two dimensional scattering results for (1.2) when k > 1.

Theorem 1.4. The initial value problem (1.2) is globally well-posed and
scattering for any s > 1 — %, ug radial.

1.1. Method of proof

The I-method is used to prove Theorems 1.2, 1.3, and 1.4. A solution to
(1.1) conserves the quantities mass,

(1.13) M(u(t)) = / lu(t, z)|*dx = M (u(0)),

and energy,

(1.14) E(u(t)) = %/Wu(t,xﬂ?dl‘%—i/|u(t,a:)]4dx.

Likewise, a solution to (1.2) conserves mass (1.13) and the energy

(L15)  B®) =5 [ [Vutta)Pdo+ o 0P

(1.14) and (1.15) combined with the local well-posedness theorem (Theo-
rem 1.1) proves that (1.1) and (1.2) are globally well-posed for data in H'.
See [18], [28] for a proof of scattering in the radial case; [10], [12], and [34]
for a proof of scattering in the nonradial case for ug € H'.

The reason for the gap between the local well-posedness result of The-
orem 1.1 and the regularity needed to prove a global result in [18] (s = 1)
is due to an absence of a conserved quantity that controls [u(t)||;. for
0 < s < 1. It is true that the momentum, a H'/2-critical quantity, is con-
served, but this quantity does not control the HY2 norm.

The first progress in extending the global well-posedness results for data
in H! to H®, s < 1 came from the Fourier truncation method. [3] proved
that the cubic nonlinear initial value problem is globally well-posed in two
dimensions for data in H*, s > 2 when d = 2. In three dimensions [4] proved
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global well-posedness for s > % and global well-posedness and scattering
for s > 2 when v is radial. In fact, [3], [4] proved something more, namely
that for s in the appropriate interval

(1.16) u(t) — ePug € HY(RY).

It was precisely (1.16) that lead to the development of the I-method since
(1.16) is false for many dispersive partial differential equations. See [23] for
example. Instead, [11] defined an operator I : H*(R%) — H'(R?). Track-
ing the change of E(Iu(t)), [11] proved global well-posedness for the cubic
nonlinear Schrodinger equation when d = 2 for s > %, and when d = 3 for
s > 2. [12] extended the d = 3 result to s > 2. [14] extended this to s > 2,
and then [40] extended this result to s > 2.

Both [14] and [40] utilized the linear-nonlinear decomposition. See also
[36] for this method in the context of the wave equation. Here we will use the
long time Strichartz estimates of [13]. We show that for radial data, the long
time Strichartz estimates decay rapidly, and thus can beat any polynomial
power of N arising from the I-operator.

The outline of the paper is as follows. In §2 we will recall some linear
estimates needed in the proof. In §3 we will describe the I-method and out-
line the proof of Theorems 1.2 and 1.4. In §4 we will make an induction on
frequency argument and prove long time Strichartz estimates for d = 3. In
§5 we will prove the energy increment in d = 3, yielding Theorem 1.2. In
86 we prove Theorem 1.3, obtaining scattering size for the cubic problem in
dimension d = 2. Then in §7 we will make an induction on frequency argu-
ment and prove long-time Strichartz estimates for d = 2 when k£ > 1. Finally
in §8 we will prove the energy increment in d = 2, yielding Theorem 1.4.

At this point it is necessary to mention some notation used in the pa-
per. This notation was used in [11]. The expression A <p D indicates
A < C(B)D, where C(B) is some constant. When we say A Sjy,[,. B
or A Sjug|usk B we mean that A < C(|luollns,s,k)B. A ~ B denotes
A< Band B < A.

We will also use the notation A < B%". This means that for any e > 0,
there exists C(e) such that A < C(e)B. We will also use expressions
like [Ju|lp»+ S A, which means that |lul|pe+e < C(€)A. |Ju|r»+ 2 A has the
obvious definition.

Throughout the paper it is unnecessary to distinguish between u and .
Therefore, we will often write expressions like |u|?u as u® for convenience.
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2. Linear estimates

In this section we mention a number of estimates for the linear Schrodinger
equation. None of the results in this section are new.

2.1. Sobolev spaces

Definition 2.1 (Littlewood-Paley decomposition). Take 1 € C$(RY),
Y(x) =1 for x| < 1, ¢ = 0 for |x| > 2, where (x) is radial and de-
creasing. Then for any j let

(2.1) ¢j(z) = ¥(277z) — (277 ).

Let P; be the Fourier multiplier given by

—

(2.2) Pif(€) = 6;()£(©)-

This gives the Littlewood-Paley decomposition

(2.3) r= > Bf
j=—00

at least in the L? sense.
The Littlewood-Paley decomposition is quite useful since

Theorem 2.1 (Littlewood-Paley theorem). For any 1 < p < oo,

(2.4) 1f oy ~p 10D 1P ] 1 oy

j==o0

Definition 2.2 (Sobolev spaces). For s € R the Sobolev space H*(R?) is
the space of functions whose Fourier transform has finite weighted L? norm,

(2.5) 11y = I1EF ) o qre,

where

(2.6) f(6) = (2m)2 / ¢ f(x)da.
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We define the inhomogeneous space

(2.7) 1F Loy = 1L+ [E7)2 F ()l 22 (e -

Notice that
(2.8) ‘ '

1Pl o) S 27 ey 1Pl iaqey S 6@, D) Fll e
Remark. (2.8) is called Bernstein’s inequality.

It follows from Hélder’s inequality that for 2 < p < oo,

(2.9) 1P f 1| o ey Sa 2G| P Fll ey
Thenf0r1<p<oo,8=d(%—%)7
(2.10) 1 fllzrre) Ssa Hf||Hs(Rd)-

We also have the radial Sobolev embedding
(2.11) 2l Pyl sy S 1Pl oo e

See [37], [38], [44], [45], and many other sources for more details on Sobolev
spaces.

2.2. Strichartz estimates

Theorem 2.2. Let "2 be the solution operator to the linear evolution equa-
tion (i0; + A)u = 0. That is, u = e*®ug solves

(2.12) (10 +A)u=0, u(0,x)=up.

When d = 3 define

2 1 1
(2.13) (p,q) € A3 ifand only if 2<p<oo, and - = 3(5 - =)
p p

When d = 2 define
. , 1 1 1
(2.14)  (p,q) € A2 ifand onlyif 2<p<oo, and -+ -= 3
p q

If (p,q) lies in Aq then we say that (p,q) is an admissible pair.
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Let p’ denote the Lebesque dual, that is % + Z% = 1. Then if (p,q) and

(P, q) are admissible pairs, when d = 2,

HeitAuoHLfLZ(RXW) Sp ”UOHLZ(R?)v

(2.15) b
H/O S IRF(n)drl| s (ire) Spi 1F N 1 (remey:
and when d = 3,
HeitAuoHLfLZ(RXW) S HUOHL2(R3)7
(2.16)

t
H(t—1)A
||/0 ARl sy S IFll L 1 (1emsy

Proof. [39] proved this theorem in the case p = ¢, p = ¢. See [9], [19], and
[47] for a proof of the general result, p > 2. [22] proved the endpoint result
p =2 when d = 3. [41] gives a nice description of the overall theory. O

Because of this fact it is convenient, especially in three dimensions, to
work with the Strichartz space and the dual Strichartz space.

Definition 2.3 (Strichartz space). Let S° be the Strichartz space
(2.17) SOI x R3) = LLA(I x R N L?LS(1 x R?).
Let N° be the dual
(2.18) NO(I x R3) = LIL2(I x R®) + L2LS/°(I x R?).
Then Theorem 2.2 implies

e uollsomure) < ol 2@y,

(2.19) -
H/o e IAF(1)dr || s0(1xm3) S I1F I nvo(rxre)-

We will also utilize the local smoothing estimate of [35]. Suppose ¥ is
the same v as in Definition 2.1. Then

x . o
(2.20) Hw(ﬁ)eltA(Pqu)HL?»I(IXRd) S, 2 j/2R1/2||Pju0||L2(Rd).

The dual of (2.20) is

—q X . X
(2.21) H/Ie tA¢(E)(PjF(T))||L§(Rd) S 2 j/QRl/Q||1/J(E)PjF||L3,I(1de).
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Interpolating (2.15) and (2.21), for any ¢ < 2, if F' is supported on |z| < R,
-1 [ A 1-1
@2 IV [ e Rt S R IF L )
0

Now let x(z) = (%) — ¢(z). For any 0 < R < oo and z € R?,

(2.23) 1=¢(Re)+ > x(27/Ra).
§=0

Then by (2.22),

(224) ||V /I AP ()t 12

< R W(Re)Fllpgre + Rt > 27070 |y (279 Ra) F | pa s

j=0
To simplify notation, let
(2.25)
1] xp (xR = RTlW(R@F”Lng + R Z 2](17;)||X(27]R$)FHLEL§‘
>0

2.3. UZ spaces

The UZX spaces are a class of function spaces first introduced in [43] to
study wave maps. [26] and [27] applied these spaces to nonlinear Schrédinger
problems. See [20] for a general description of these spaces. These spaces are
quite useful to critical problems since the X*? spaces of [1] and [2] (see also
[17]) are not scale invariant except at b = 3, which has the same difficulty
as the failure of the embedding H'/?(R) C L>(R).

Definition 2.4 (UX spaces). Let 1 < p < co. Let UR be an atomic space
whose atoms are piecewise solutions to the linear equation,

(226) Uy = Z 1[tk,tk+1)eitAuk7 Z HukHiQ =1
k k

Then for any 1 < p < oo,

(2.27) ullge = inf{z leal ru = ZCAUA,UA are UX atoms}.
A A
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For any 1 < p < o0, UX C L>®L?%. Additionally, UX functions are con-
tinuous except at countably many points and right continuous everywhere.

Theorem 2.3. If u solves
(2.28) ug + Au = F + Fy, U(O, :L’) = U,
on the interval 0 € I C R, then for q < 2,

(2.29)
H\V|1_5UHU3(1de)

1-1 1=
gq H]V\ quOH[F(R”) + HFIHXR(IXRd) + H|v‘ qF2||L3+LJ;Td?_(IXRd).

Proof. This is proved using Strichartz estimates, (2.21), and the Christ-
Kiselev lemma (see [9]). O

Remark. The notation

(2-30) ||A||Lf+Lg* 5 B,

means that for admissible pair (p, ) close to (p,q) with p > p and ¢ < ¢,
(2.31) [Allrra < B,

for an admissible pair (p,¢), where the implicit constant can go to infinity
as (p,q) = (P, q)-

3. Description of the I-method and outline of the proof

Since there are no known conserved quantities that control |jul| . for 0 <
s < 1, we utilize the by now well known modified energy of [11], E(Iu(t)),
where [ is the [-operator and E is the usual energy.

Definition 3.1 (I-operator). Let I : H3(R%) — H'(R?) be the Fourier
multiplier

(3.1) T7(€) = ma (&) £(6),

where

if |§] < N,

1
(3.2) my (§) :{ N iffel > 2N
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To simplify notation NN is suppressed for the rest of the paper.

Remark. It is convenient to write

(3.3) Peyu= Y Pu.
ji2i<N

Let Psyu = u — P<yu. This notation may be abbreviated u<y = P<yu.

There is an obvious tradeoff here. Taking N = oo, F(Iu(t)) is the energy
of u, which is a conserved quantity. However, for a general u € H5, s <
1, E(Iu(0)) = oo. In general, as N increases, th(Iu( )) decreases and
E(Iu(t)) increases. Therefore, the question of global well-posedness revolves
around which side will win this tug of war. More precisely, by the Sobolev
embedding theorem, when d = 3,

(3.4) B(Tu(t) S 170l oy + 1700 g 1 g
and when d = 2,

(3.5) E(Iu(t)) S IHullfp, gy + Il oy 10030 1 gy
Therefore,

(3.6) E(1u(0)) S C([[u(0)[|r-) N> ).
Meanwhile,

(3.7) lu()r ey S E(Tult)) + M (Tu(t)).

Since M (Tu(t)) < M(u(t)) = M(u(0)), a uniform bound on E(Iu(t)) for all
t yields a uniform bound on |[u(t)| 7+ (Rrs)-

It is convenient to use the rescaling in (1.3) so that E(Iu(t)) < 1. Indeed,
by (1.4), when d = 2 there exists A* 7% ~ C(||u(0)] me(r2)) NV*! and when
d = 3 there exists A\*~2 ~ C([[u(0)[| g+ (ray) N1 such that

[\D|H

(3.8) B(Tuy(0)) <

Remark. C(||u(0)| g+(rq)) is a constant that may change from line to line.
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Then by (1.4),

(3.9) lux(0)]| 2 (r2) S C(||U(0)||H5(R3))Nﬁ [u(0) |l 22 (r3)>
and
(3.10) [ux(0) | 22 (m2) S CUU[w(0) |- me))N 5~ F [Ju(0)]| 12 (m2)-

A is suppressed until the end of the paper, so for now u refers to u) until
otherwise indicated.
Next recall the interaction Morawetz estimate.

Theorem 3.1 (Interaction Morawetz estimate). Suppose u is a solution to
(1.1) or (1.2) on some interval J. Then

3—d
(3.11) [IV]™= \U|2”%3,1(Jde) S HUH%?L?T(Jde)HUHZOH;/z(Jde)-

Proof. This was proved in three dimensions by [12]. [10] and [34] indepen-
dently proved (3.11) in dimensions one and two. [42] proved the interaction
Morawetz estimate in dimensions d > 4, a result that will not be needed
here. g

(3.11) is extremely useful due to a local well-posedness result of [12].

Lemma 3.2. If E(Tu(q;)) < 1, J; = [ay, bi], and |lul[1s (j,xRrs) < € for some
€ > 0 sufficiently small, then

(3.12) [V Iul[s0(7,xm3) S 1.
Proof. See [12] or [14]. O

A similar result is available in dimension d = 2.

Lemma 3.3. If £ > 1, E(lu(le)) < 1, J = Jla;,b], and
HIV|1/2|U‘2HLEYZ(JIXR2) < € for some e(k) > 0 sufficiently small, then for
(pa Q) € A27

(3.13) IVIullrrra g xr2y Spi 1

Proof. By the Sobolev embedding theorem

(3.14) HUH%‘}LE(JlxRQ) S HW’lﬂ\u\ZHL%‘m(Lxm) <e
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Interpolating (3.14) with || Pjull (s, xr2) S 27||Pjull12(r2), combined with
the Littlewood-Paley theorem proves

4

a 1-4
(3.15) HIUHL?’”‘LQ’“(JL><R2) S e "VIU”Lfofi(Jlsz)-
Also by Bernstein’s inequality and (3.2),

3.16 1— Dl rsepe o < N7 ||V ok .
(3.16) ( Jull Lor por (g, xm2) S | u”L?’“Lf’“EZ(JLxRﬂ

Then by Strichartz estimates (Theorem 2.2),

(3.17) IVIu| & e
L3*L3* 2 NL° L2 (J; xR2)

4 3k—4
S IVIu(a)| g2 ey + (€5 [[VIul| s g mey

N7H|VIu| e )V Tull L 2 (7, xR2) -
L3 LI 2 (JixR2) ¢ e

Since N is large and € > 0 is small the proof is complete. ]
(3.17) also implies

(3.18) IVIullyz (g xr2) Sk 1

and similarly Lemma 3.3 implies

(3.19) IVIullyz (1ixme) S 1.

Theorems 1.2, 1.3, and 1.4 are then proved by a bootstrapping estimate. Let

(3.20) J={t: E(Iu(r)) <1 foral 0<7 <t}

J is clearly nonempty since 0 € J. Moreover, standard local well-posedness
theory implies that J is a closed interval. Therefore, to prove J = [0, c0)
it suffices to show that J is open. By (3.2), interpolation, and Bernstein’s
inequality,

1/2
(3.21) I1P<nu() grrogay S [Hult )Hlfl gy [ P<vult )HLz R’

and

(322) HP>NU(t)HH1/2(Rd) 5 N71/2||IUHH1(R‘1)‘



296 Benjamin Dodson

Therefore if J is an interval such that E(Iu(t)) <1 on J, then (3.9), (3.11),
(3.21), (3.22), and the conservation of mass imply that

3(1—s)

(3:23) s ey S COO) i) N 575
and

k-1, 3(1753
(3.24) [l Zars (xre) S CU(O) | gemey, B)N 5tk

To close the bootstrap, we prove that for N(d, k, ||u(0)||z-) sufficiently large,

(3.25) /J CB(Tu(t)it < -

(3.25) and Theorem 1.1 imply that for any 7' > 0 there exists 6(7") >
0 such that if [0,7] C J, [0,T7 4+ 6) C J. Therefore J is open and thus
J = [0,00). Finally, we can recover the ||u(t)| s bound by rescaling back
and then computing the ||u(t)| g norm from the bounds on M (u(t)) and
E(Iu(t)) after rescaling.

(3.25) is proved using long time Strichartz estimates. Estimates of this
form were introduced in [13] within the context of the mass-critical nonlinear
Schrodinger initial value problem. The long time Strichartz estimates have
been utilized in subsequent papers ([15], [16], [25], [30], [31], [32], [46]).

4. Induction on frequency and long time Strichartz
estimates in three dimensions

Theorem 4.1. Let 0 € J be an interval such that E(Iu(t)) <1 on J. Then
for N (s, ||luo||m:) sufficiently large,

(4.1) 1P x V1ul g2 ps (sxre) S 1

Proof. As in [13], this theorem is proved using an induction on frequency
argument. First observe that

(4.2) P>M(\u§%\2u§%) =0.

Remark. This fact is why this method does not immediately carry over to
a non-algebraic nonlinearity, in other words, when p is not equal to 2k for
some positive integer k.
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Decompose
(43)  PonF(u) = PopO((us ) (uga)?) + PonO((us0)?u).

By the product rule and the fact that VI is a Fourier multiplier whose
symbol is increasing as |£| oo, if M < N,

(44)  VIPoyO((usa)(uca)?)
= O((VIP, uu)(Pcaru)?) + O((IP su)(Vu

IA
|&
N—
—
e
7
|g
N—
~—

Then by (2.29),

(4.5)  |IVIPspu(t)|luz (xre)
N HVIP>MU(O)HL§(R3) + ”VIP>MO((U>%)2U)HLgng/H(Jst)

+1IPoas O 1) (Vg y ) gy ) o0

1
+ THP>MO((VIU>M)(USM)2)||Xm
M 7 8 8

for some R to be specified later.
First observe that since E(Iu(t)) <1 for all t € J,

(4.6) [VIPspu(0) 2 msy S 1-

Again using the properties of VI, choosing d(e) > 0 so that (2 — e, % +4(€))
is the dual of an admissible pair, and subsequent ¢ and d(€) to correspond
with Holder’s inequality,

(4.7)
HVI((P>%U)QU) HLf—eLS/”‘S“)(JXRS)

S "vju“Lf*€L§+5<‘>(J><R3)HP>%UH%§L§(J><R3)
(4.8)

+ ”VIP>%UHL%L2(J><R3)HP>%UHL§°L§(J><R3)HPSNUHLfOﬂLg“(‘»)(J><R3)
(4.9)

+IVIP, sull 2o (xra |1 Ps sl ge s (rxmoy [ P> Nl poo-e pvoo g ray -

Remark. The notation co — € refers to a very large number, specifically
2(2—¢)

€
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Now by the Sobolev embedding theorem and interpolation,
(4.10)

1/2 1/2
I1Ps sl oz (rxmey S MV IY2Pscull oo oemo V2 Po sl 2 ooy
Therefore, by Bernstein’s inequality, E(lu(t)) < 1, and (3.2),

1/2
(4.11) (4.10) S MV2IVIP. swull 5 mey-

Therefore,
(4.12) (4.7) 4+ (4.8) + (4.9)
5 HVIP>%UHL3L§(J><R3)(M_1 ”VIUHL?OﬂLzM(e)
o+ MY Pl e pgesio + MY Pyl g

Now by (3.19), (3.23), E({u(t)) <1 on J, and Lemma 3.3,
(4.13)

3(1—s)
HIUHL“’* S+ (TxR?) + HVIUHL“’* 2080 (T xR3) Ss Jlwoll s (R3) N==1 35

and

3(1—s)

1y e
(414) ||P>NU/||LOO, 3+5( )(JXRg) < N 2 25—1  2(2—€) .

~

Therefore, if M < N,

- 3(1—s) _ e
(415)  (4.12) < M™IN 550 | IP, wullus (o)

~S, ||U0||HS(R3)

Similarly,
||P>MO((U>%)(VUS%)(US% )) ‘|L37<Lg/5+5(6)
(4.16) S IVuga || pooc pavsco lus o ||z po luc ar || Lo e

<
NS7||UUHH5(R3)

1 3({75). e
M N 2s—1 2(276)||VIP>%U||Ui(JXR3)‘
It only remains to analyze
1

M

q

(4.17) F(VIP, sw)(ugan)?| x.

Remark. For notational convenience, choose ¢ = 2 — e.
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It is here that the radial symmetry of u is utilized. Recall that for any
% <s< %, the radial Sobolev embedding implies

(4.18) P2 ull sy S el - oy

Interpolating this with

3(1=s)

(4.19) ||IUHL4L°°(JxR3) ol s (R?) Nzt

which is a consequence of (3.19) and Strichartz estimates, along with (3.9),
implies that

3(1—s) .

(420) |||x’1/2IuHLoof “Lo(JxR?) NS ol e (R?) N 251 Tomn 2(2—¢) [\ 2-3¢ So3e1 1‘

Now choose R = N. By (2.20), (4.20), and (4.18),
(4.21)
RTerlW(R%)(VIP>%U)(%%)2HL2L5(JxR3)
S ReTIM [y (Ra)(VIP, MU)||L2 (JxR?) HU<M HL4LNHU<M||

3(1—

RiflR—%MiflM—aN T Ve

VIP MU||U2 (JxR3)

<
~8, ||uo || s

—4+43€
= N2<2_6)M2(2_E)N 2571 275M p HVIP>%UHU2(J><R3)'
Also, by (2.20) and (4.20),

(422) M+ Y R0 (27 Ra) (VP au)(uca )| Lyra

j>0
< Mrlsz JR“12](1_§)\Ix(2*ij)(VfP>MU)HL§@
7>0 )
x|l T oo ||\$|1/2IU||L°°

3(1—

1113 (11
fSSaHUOHHS(RS) Rq 2Mq E 2] )N 25— 1 2(2 o N 2-3¢ o 2 =
7>0

X ||VIP>%UHU§(J><R3)

3 3 1 3(1=s) . € e . 1-—s
Sj N 2@—o M 2G—0 N 2s—1 2(2—¢) [N 2—3¢ 2s—1 ||VIP>%UHU2(J><R3)'

Combining (4.5), (4.15), (4.16), (4.21), and (4.22),
(4.23)
NCi(s)e

—Ml C ”VIP AIUHUZ(JXRS)

IVIPs prullyz (7xR2) Ssluoll o msye LT



300 Benjamin Dodson

Remark. It is not too important to compute exactly what C;(s) and Ca(s)
are, except to know that they are constant. This means that for any s, after
taking €(s) > 0 sufficiently small, C(s)e < 1 and Ca(s)e < 1.

Now we argue by induction on frequency. If M > C(s, ||uo||z)N?/?,

then (4.23) implies

(4.24) ||VIP>MU||Ui(J><R3)
L+ N75C(s, [luollzr-) ™[ VIP, sl (xms)-

<
NsﬂlluUHHS(R3)

Also, by (3.19),

3(1—s)

(4.25) IVIPc(s flug || o) N2l Uz (7xR) S N 72

Therefore, by induction, for C(s, ||ug||z-) sufficiently large,

31-s)
(4.26) IVIP, sl (1xRs) Sfuglles 1+ N o2 N7,
Therefore, choosing N sufficiently large, say In(N) = Sl:f 4
In(C(s, ||uol|m+)), for some constants Cy and C(s, ||ugl| g+),
(4.27) IVIP, xulluz (7xR2) Siuolne (R?) 1- O

5. Energy increment in three dimensions

Now we show a bound on the modified energy increment when d = 3.

Lemma 5.1. For N sufficiently large so that In(N) > Cjy

In(C(s, [[uollm+)),

sl/2+

Proof. Because I is a Fourier multiplier which is constant in time and A
commutes with I, (1.1) implies

(5.2) iTug + ATu = |Tu?(Tu) + I(|u*u) — |[Tu|*(Tu).
Therefore,
(5.3) iE(Iu(t)) = (Tuy, |Tu)?(Tu) — I(Jul*u)).

dt
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Then by (5.2) and integrating by parts,

d
5 CB(Tu(t)) = ~(i9 T, V(Tuf(Tu) — I(ju]u)

—((Jul*u), ([Tuf®(Tu) = I(Jul*u))).
First estimate (iVIu, V(|Tu|?(Iu) — I(Ju|?u))). As was mentioned before, it
is unnecessary to distinguish between polynomial terms involving uw and .
Observe that
(5.5) (IP_xu)® — I((P-xu)®) = 0.

Next,
(5.6)

By the fundamental theorem of calculus,

5.7) -+ o+ 60 - mi&)] < S
Moreover, (5.6) implies
(53) I(Py s ) (Posu)?) — (IP, yu)(Pey u)?

has a Fourier transform supported on |¢| > &. Then by (5.7), E(Iu(t)) < 1,
and Theorem 4.1,

(5.9) /J(iVIu, V((IP>%U)(P<ﬁu)2 — I((P>ﬂu)(P<gu)2))>dt

— 8 8 — 8

1 1
(5.10) < NHVIP>%U”2L?L§E(J><R3)HVIUHL;’“LEE(JXR3)HIUHL‘;"LQ(JXRS) < N

Also since E(Tu(t)) <1,

(5.11) /J(iVIu, V(P xu)*(Pexu) — I((Psxu)’(Poyuw))))dt
1

(5-12) S IVIullLer2[VIP, s ul[p2 Lo ||[TP gUHLngHngUHLgCLgﬁN-
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Finally, by (4.10) and (4.11),

(5.13) / iV T, V(TP xu)? — I((Po xu)®)))dt
J 8 8
1
(5.14) = ||VIUHL:°L3,||VIP>%UHL$L(;||P>%U||%g],g = N

This takes care of the first term in (5.4). Now consider the term

(5.15) /J(I(\u]zu),f(\mzu) — |[Tu|*(Tu))dt.

(5.5) and (5.6) imply that this six-linear term must have at least two P ~u
terms. By the Sobolev embedding theorem, Bernstein’s inequality, and (3.2),

1
5:10) Py, S IVIP yulla P yulters S 3
Therefore,
1
G [P ). (P ) + P S 3
Next,

(5.18) .

S P xwllz 1P xullzrs | Pesullos, 1P xulliers S 555

Finally,

(5.19) /J/(P>zgru)2(P§z;u)2u2dxdt

1

(5:20) S IPosuly s Pexullde g + IPoxulldy oI Pexullizre S <5

This proves Lemma 5.1. O

Rescaling back, we have proved

(5.21) [z ms) = [1u(0) L2 w2
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and

(5.22) )l oy S (O] z2ray + N 2= | (0) | . oy
Therefore, by (4.26),

(5.23) ()| ey S C s, ol eyl - o),

where C' behaves like ¢“*2-1 for some constant C1 as s N\ % This com-
pletes the proof of Theorem 1.2 since (5.23) gives a bound on |[jul[z: by
Theorem 3.1. Interpolating this with the uniform bound on ||u(t)| - im-
plies a bound on LY L%, where (p, q) is a %-admissible pair, that is % = 3(% —
% — %) Since s > %, p < oco. Partitioning R into finitely many pieces with
llullzrLa (s, xr3) < € and making a perturbation argument, HUHL?@(RXP&) <
00, which implies scattering. O

6. A computed mass-critical bound

In two dimensions the cubic problem
(6.1) iug + Au = plulPu,  w(0,z) =g, p==*l,

is mass-critical (see (1.4)). u = 41 is the defocusing case and p = —1 is the
focusing case.

[24] proved that (6.1) was globally well-posed and scattering in the de-
focusing case (u = 1) and in the focusing case (u = —1) with mass less than
the mass of the ground state. This result was extended to the nonradial case
by [16]. However, [24] and [16] did not compute an explicit bound, which we
will do here for initial data lying in H® N |z|*L? C L2

Theorem 6.1. If uy is a radially symmetric function with ug € HS(RQ),
s > 0, then the defocusing initial value problem

(6.2) iug + Au = |u|®u,  u(0, ) = up,
has a solution on [0, 1] with

4(1—s)

8(1—s)+2
63)  lullds oaere S ol g (1+ luollze) 742

The focusing initial value problem

(6.4) iug + Au = —[ul*u,  u(0,z) = u,
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has a solution on [0, 1] with

aG-s) [[uo|7-
(6.5) HU”L4 (0,1]xR2) s HUOH R2) <1+‘|U0HL) P - L) B

Q117
where Q is the soliton for (6.4), that is Q solves the elliptic problem
(6.6) AQ + Q= Q.

This gives a scattering result.

Corollary 6.2. The initial value problem (6.2) is globally well-posed and
scattering for initial data lying in H*(R?) N |z|*L*(R?).

Proof of Corollary. By time reversal symmetry it suffices to prove

(6.7) ”UHLf,m([o,oo)xm) < 0.

Rescale so that ||ugl|z. = [||]*uol/z2. Shift t = 0 to ¢ = 1 and then make
the pseudoconformal transformation, for ¢ > 0,

1 e
6.8 t = Zet T u(—. 2.
(63) o(t,2) = 165 u(o, )
Then v also solves (6.2) with initial data
(6.9) Fo(=1,2)l e ey Tl gy + o2 .
Then by Theorem 6.1,
(6.10) HUHL;{w([—l,O]xRQ) < 0.
It is easy to verify by direct computation that
(6.11) [vllzs (—r0xmr2) = llullzs (1,000 xR2)-

Then shifting t = 1 back to ¢t = 0 gives (6.7). O

Proof of Theorem 6.1. Without loss of generality suppose that |jugl| ;. 2 1.
Otherwise, (6.3) could be proved by a small data argument. Next choose

__4(1f5)_1 _20=s) 4
(6.12) Aros fuolly, = (T4 Jluolle) ™+
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Then after rescaling by (1.3),
(6.13)  E(Iu(0)) $ N2 fug | -5 (1 + |fug| 2) 1172
Then if we choose
(6.14) N ~g Jluoll f. (1 + [luollz2)?,
1
(6.15) E(Iu(0)) < 5
Then to prove Theorem 6.1 it suffices to prove
(6.16) E(Tu(t)) <1, forall te[0,A72.
As in the cubic problem in three dimensions, this result will be proved
using a long-time Strichartz estimate. First observe that if J is an interval,
J C [0,A7%], and E(Iu(t)) <1 for all t € J, then
(6.17) 1Zul s (rxmey S A2
Bernstein’s inequality and FE(Ju(t)) < 1 on J implies that

(1= Dullpeor2(rxr2) S N1 so then by standard perturbative arguments,
if [[Tullrs (1, xmr2) < €, then for NV sufficiently large,

(6.18) [ullzs 1 xr2) < 2e.
Therefore,
(6.19) lullzs (rxmey S A2

and thus since E(Iu(t)) <1 on J,

(6.20) IV Tullyz (sxrzy S AT

Theorem 6.3 (Long time Strichartz estimate). If E(Iu(t)) <1 on J, then
(6.21) IVIP, xullyz (sxr2) S 1-

Proof. Again by (2.29), for any M < N,

(6.22) HVIP>MUHUZ(J><R2)
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S IVIP, sw(0)]| L2 + IVI((Psaw)®u)ll 2= 2+ (rxme)

+ H(VIPS%U)(P>%U)(P§%U)HLf’L}ﬁ(JXRﬂ

1
+ F”(VIP>%U)<P§%U)2HXR'

Remark. Here we will use the + and — notation instead of LffGL}f&(e),

and will not explicitly compute the e dependence of the exponents. The
interested reader could use the analysis in section four as a template, since
the computations are quite similar. The important fact is that the powers
will be bounded by a constant times € > 0.

First, since B(Tu(t)) < 1 for all t € J, |VIP, mu(0)|r2 < 1. Next, by
(6.19) and Bernstein’s inequality,

1
(6.23)  [IVI((Pssw)u) g2 pi+ (xme) S apor IVIPs sulluz (rxr2),
and
(6.24)

1
H(Vng%u)(P>%u)(P§%u)||Lf’Li+(J><R2) S WHVIP>%“||U3(JxR2)~

Finally, by the fundamental theorem of calculus and E(Iu(t)) < 1,

[e.e]

(6.25)  |of[Pearul® < / 1 (|Peasul?)dr S | VIul g2 || Tul 22 S Jluollz=.

||

Then for any 7 > 0 and R, by (6.20),

R0

Y

- )(VIP>%U)(PS%U)2HLng(Jxm)
(6.26) M=

2

q

<
~ 3_1
Mz2"4

[uoll 2 [VIPs mulluz (7xr2).

Also by (6.25) and J C [0, A7?],
1 511 x
R0 200 () (VIP, s w) (P )| 12 e
(627) 1-2

< RimipGpA

[uol| L2 VI P sullyz (sxr2)-

1
2
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Also by (6.19) and (6.20),

_1 e
(6.28) R ||¢(E)(VIP>%U)(Pg%u)QHLZLi(JXRQ)

AR
< VIR, wullus xre)

~ 1
2

=

Then taking R = 1 and using (6.27) and (6.28) to sum over j, combined
—(1-s)

with the fact that A ~ N~ s, and taking ¢ arbitrarily close to 2,

N(H-
(6.29)  |IVIPsyullyzsxrzy S 1+ i [uol[L2 VI P sullyz (sxR2)-

Then making an induction on frequency argument, starting with M = N3/4,
implies that

—cIn 20=2) 4y 20-¢)
(6:30) [VIPs wullzrxme) S TN Mfug | 7 (L fluoll =)~ +

Then if N is given by (6.14), the proof is complete. O
This gives a bound on the growth of E(Iu(t)).
Theorem 6.4. E(Iu(t)) <1 for allt € [0,\72].

Proof. Since E(Iu(0)) < i, it remains to bound the time integral of
4 E(Iu(t)). Much of the analysis in section five may be copied directly to
this situation as well. However, there are some differences due to the differ-
ence in dimension, and thus there are different exponents due to different

Sobolev embeddings. For example, instead of (5.10), estimate

(6.31)  IVIullpge 2 (rxm) IVIPs s ull g2+ oo gume) 1P 5 0l 2+ oo xRy

X || Pexull oo p2+ (7 me)
1 1
S o luollze.

This finishes the proof of Theorem 6.1 in the defocusing case. O

For the focusing problem use the Gagliardo-Nirenberg inequality (see
33]),

6.32 R 4 LTS V2
(6.32) [ullLs 2y < §m” ullzz (m2)-
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Therefore,

lsol[

_ oIy < B(ru),
Q. = Fw)

(6.33) IV Tul|7 2 (gay (1
where in this case
6.34)  BE(Iu(t)) % / IV Iu(t, 2)2de — % / Tu(t, )| dz.

Then replace (6.12) and (6.14) with

_4a=s) 4 _2(1-s) ”U0||22 1

(6.35) A fluoll = (L fluollze) ™+ ML = T5)
Q|7
and
4 2 ||U0H%2 -1
(6.36) N~ ol (T + fJuollze)* (1 — 557) s
Q|7

respectively. Then proceed as in the defocusing case. O

7. Induction on frequency in two dimensions

Now turn to the two dimensional problem (1.2) with k£ > 1, k € Z. Here the

critical space is H, s, = % Once again take the I operator as defined in

(3.2). Then,

(7.1) E(Iu(0)) Al-s),

<
NkauOHHS(RQ)

Rescale with A\~ )1,. & Ni— so that E(Iu(0)) = 3. After rescaling
M(Iu(0)) < N7, Suppose J is an interval with E(Iu(t)) < 1 for all

t € J. Recalling (3.23),
(7.2) lallZs s rxrey S VT2l S o) ek V7 -

Then, by Lemma 3.3,

3(1—s)

(7.3) IV Tulluz (1xR2) Sju0) e ez, b N3

Once again make an induction on frequency argument to prove long time
Strichartz estimates.
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Theorem 7.1. Let 0 € J be an interval such that E(Iu(t)) <1 on J. Then
for any s > s., there exists N (s, k,||uo| g:) < oo such that

(7.4) IVIP, x ullyz (sxr2) Sp 1-
Proof. Again by (2.29), if M < N,

(7.5) [VIPsaru(t)lluz sxr2)
S IVIPopu(0)| 22 (rey + IVIPoar ((Po ) u® Y| 2= i g
+ (TP, s u)(V Pesru) (P w)® Y| 2= 1 ymey

1
+ | (VIP, sru) (Pe )| x,..
M

q

Once again, since the nonlinearity is algebraic,
2k
(7.6) P>M(|U§%‘ ug%) = 0.

Once again it is also perfectly fine to not distinguish between v and %. Now
again since the Fourier multiplier of VI is increasing as |£| /* oo,

IV TP 20)u? ) 2 e (e

7)

k— k
8) S IVIP, sl s pee [P sl poe- 2+ || Tul LfiL;ollluHLﬁ.;lLim
9) 2k—1

+HVIP>%UHL5+L:°* HP>%U||L§°L§"‘HP>NUHL;>0—L§I<+

5 2k—1
10) HIPsarullzs IVIullpe- gz [ Tull 7<=, o
1) Ryl VTl Pl 3

Remark. Once again, we will use the + and — notation, rather than ex-
plicitly computing the € dependence in the exponents.

Now by Lemma 3.3 and (7.3),
(7.12) Hull g poe + IV Tul| poo-p2r S N

Also by interpolation and Bernstein’s inequality,

1
(7.13) 1Py scullZs S 27 IV ull ez IV Iullog
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and

k—
(7.14) 1P5 arul| T < ~|IVIu ull Zge VIl

~ M
Making an argument almost identical to the estimates when d = 3,

N+
(7.15) (T-7) Sk fluoll s ez WHVIP>§—£“HUZ(J><R2)-

Similarly, since M < N and E(Iu(t)) <1,

(I Py ) (V Per ) (Pe e ) | - 1 gy

(7.16) HVIP MUHL2+L°°—||VIU||L°°—L2+||IUHLoo LOOHIUHE?Lim
Nt
N WHVIP>g—£“HUg(JxR2)-
Once again,
1
(7.17) FH(pr>gU)(ngu)%HXR(JxRZ)

is estimated by the local smoothing estimate

1/2

R
(7.18) IVIP, sullrz (75 {aifal<R}) S

M1/2 HVIP>%UHUi(JXR2)'

Then by the fundamental theorem of calculus,
(7.19)

[Tu(@)?* <

1 o0

| =

Or (| Tu(r)[")dr <

IIVIuIILzHIuI el
|| [z]

r\J|| L4’€2r\1|

E
The last inequality follows from the fact that F(Iu(t)) < 1 along with the
interpolation (for £ > 1)

8

(7.20) 1wl g2 S IV Tl G [ Tul 2l

It is not particularly important what 6 is. Then by (7.19) and (7.12), for
any j = 0,

2-DR=  9-ig ok
(7.21) e X5 ) (Pearw) ™ (VIP, sl py12
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N+
S EHVIP>gUHUg(JxR2)-

Then for j very large, for k > 2,
(7.22)

2/ 0= Ry 2y
Y I ) (P ™ (VIR gwllzizz o)

1
2

J
<Z—2 Ml g 2 [T e g VTP e [ T[22
~ 3_1 LeeLz||[Lu L H? >%u Uz (JxR2) LU

0= J oo
2 q L™ Lg

1

2j(q 2 q —s
S Z gi NQ(S*S“)N+HVIP>%UHU§(J><R2)-

Then taking J(N, s, s, k, R) sufficiently large and ¢ arbitrarily close to 2,

N+

||VIP>§U||U3(JxR2)-

Finally taking R(INV) sufficiently small, by the Sobolev embedding theorem,
and (7.12),

Rl_ﬁ T &
(7.24) E|W(E)(V1P>g—iu)(fu)2 zor2 (7xR2)
R
S §_1N+HVIP>%“HU§(J><R2)-

This time we starting the induction at C(S7HUOHH5,]€)N3/4 for
C(s, ||uol ¢, k) sufficiently large,

3(1—s)

(725) HVIP>%U”Ug(J><R2) §||uo||HS7S,k 1+ NmScN—g ln(N)’

for some constant ¢ > 0.

C

Remark. We could replace § with g for any ¢ > 4. Therefore, choosing N

sufficiently large,

(7.26) IVIP, 5 ulluz (7xR?) Sfiuollne k1 O
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8. Energy increment

To complete the proof of Theorem 1.4 it remains to prove the usual bound
on the growth of E(Iu(t)).

Lemma 8.1. If J is an interval with E(Iu(t)) <1 on J,

(8.1) [ 1B 5 5=

Proof. We compute

L B(1u(t)) = (T, |Tuf () — 1(|uf*w))

(82) " = —(iVIu, V(| Tu[** (Iu) — I(|u[*u)))
=G (|u* ), (|Tul*(Tu) = I(ju*u))).
Once again,
(8.3) (IPS%U)WC—H - I((PS%U)ZIH_I) = 0.
Also,
(TP, x u)(IP<x u)® — I((Py xu)(Pexu)®)
=4 = (1P u) (P ™ — (P s ) (P 1))

As before in (5.7),

(8.5)
— /(z’VIu,V((IP>gcu)(P<gcu)2k — I((P>%u)(P§%u)2k))>dt

(8.6) ’
S %||VIP>%U||13+L;<>—(JXW)||VIU||L§°*L2+(JxR2)||IU‘|i’;:Ll<z4k_2>(JxR2)
<

This follows from (7.20), (7.26) to estimate ||VIP>%U||L3+L30—(MR2) and

(7.12) to estimate [|VIul|pe-p2+( sy R2)-
Next, since E(Tu(t)) <1,

— 8k 8k — 8k

(8.7) /J (IV 1w, V((IP, x ) (Pe e w)? ™ = I((P, x0)*(Pex u)*~1)))dt
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(8.8)
1
fo—
S HVIUHL;”*L?C+ HVIP>%UHL§+L;°* HIP>%’U’HL$+L;’°’ ”PS%U’ i?oLlikfz S NI=

Finally, we skip ahead to

(8.9) / (IV T, V(TP ) — (P )Y dt
J 8k 8k
1
(8.10) S IVIull - 12+ IVIP, s g g | P woul T S NI

Remark. The other terms can be handled in a similar manner.

Then by (7.26), E(Iu(t)) < 1, we are done with the first term in (8.2).
Now we consider the term

(8.11) jC(I(u2k+1),I(u2k+1)-(Iu)2k+1>dt

Once again this term must have at least two P xu terms. By the Sobolev

embedding theorem, F(Iu(t)) < 1, Bernstein’s 1nequahty, (7.12), and (7.26),
(8.12)

1
||I((P>%u)2k+l)“Ltz S HVIP NUHL2+L°° HP NuH%’jOO*Li’“* ,S F
Therefore,
1
313) [ (P )™ ). (P g ) = (P ™) S 5=
Next,
[P 041, (P g P Py i
(8.14) J X
S P 2 w)™ gz (P xul P | Pexulliz, S =
Finally,
// Nu)2 =2 drdt
(8.15)

5//(> ““mm+// u)*dzdt.
J 8k k
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Interpolating the L2*+2 and H' norms, since E(Iu(t)) < 1,
(8.16) [TullLgerse S 1.

This proves Lemma 8.1. O

Rescaling back, we have proved

where C behaves like e

(8.17) lu()ll 22 (r2y = [u(0)]| 22 (r2),

and

(8.18) ()l e ey S (O ey + N7 (0 | - oy

Therefore,

(8.19) w2y S Cllluoll = r2), B)l|woll - (=),
Cyene for some constant Cf.
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