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We introduce a class of “weakly asymptotically hyperbolic” geome-
tries whose sectional curvatures tend to −1 and are C0, but are not
necessarily C1, conformally compact. We subsequently investigate
the rate at which curvature invariants decay at infinity, identifying
a conformally invariant tensor which serves as an obstruction to
“higher order decay” of the Riemann curvature operator. Finally,
we establish Fredholm results for geometric elliptic operators, ex-
tending the work of Rafe Mazzeo [21] and John M. Lee [18] to this
setting. As an application, we show that any weakly asymptotically
hyperbolic metric is conformally related to a weakly asymptotically
hyperbolic metric of constant negative scalar curvature.
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2 P. T. Allen, et al.

Introduction

The mapping properties of elliptic operators on asymptotically hyperbolic
manifolds have been studied in [2], [18], [21], [22], among others. These stud-
ies have all required that the metric be conformally compact of at least class
C2; indeed in these works the notion of asymptotic hyperbolicity is defined
in terms of conformal compactification. However, it is not clear whether a
complete manifold with asymptotically negative curvature necessarily ad-
mits such a compactification; to our knowledge, the best results available
are those of [14] (see also [7],[15]), where it is shown that if the sectional
curvatures of a complete manifold approach −1 to second order at infin-
ity then the manifold is C1,β conformally compact for every β ∈ (0, 1). (In
fact, the work [6] presents an example of a manifold for which the curva-
ture operator approaches the negative identity operator to first order, but
for which no Lipschitz conformal compactification exists; and [8] presents
an asymptotically hyperbolic Einstein manifold with second-order approach
but no C1,1 conformal compactification.) These works are part of a body of
evidence suggesting that for problems in geometric analysis in the asymp-
totically hyperbolic setting, it is desirable to have a theory applicable to
metrics with sufficient “interior” regularity for PDE theory (such as interior
elliptic regularity), but with somewhat limited regularity at the conformal
boundary.

Our primary purpose here is to introduce a condition we call “weakly
asymptotically hyperbolic,” which does not necessarily imply that the ge-
ometry is C1 conformally compact, but under which we are nevertheless
able to establish Fredholm results for geometric elliptic operators; see The-
orem 1.6. Roughly, a complete Riemannian metric is weakly asymptotically
hyperbolic if the curvature operator tends to − Id at infinity, and if the
metric is an element of certain weighted Hölder spaces; see §1 below for
a formal definition and for additional details. We emphasize that the def-
inition is intrinsic in the sense that we do not assume a priori that the
metric is conformally compact, but metrics that are weakly asymptotically
hyperbolic do indeed admit Lipschitz-continuous conformal compactifica-
tions, thus excluding the example in [6]. We further remark that the class
of weakly asymptotically hyperbolic metrics is considerably larger than, for
example, the class of asymptotically hyperbolic metrics with smooth confor-
mal compactifications; this is due to the fact that smooth functions are not
dense in the space of Hölder continuous functions. (The closure of smooth
functions with respect to the C0,α norm is a proper subset of C0,α called the
“little Hölder space.”)
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Weakly asymptotically hyperbolic manifolds 3

In the first part of our work here we show several properties of weakly
asymptotically hyperbolic metrics, followed by some results that highlight
the importance of the extrinsic curvature of the boundary, and which are in
some sense complementary to those of [5] and [14]. Under a slightly stronger
regularity assumption, which implies that the metric is C1,1 conformally
compact but not necessarily C2, we introduce a conformally invariant tensor
that agrees with the trace-free extrinsic curvature along the boundary. We
show in Theorem 1.4 that if the scalar curvature of a weakly asymptotically
hyperbolic metric approaches a constant at the “second order” rate of [14],
then the invariant tensor vanishes along the boundary if and only if the full
curvature operator, or its derivative, vanishes along the boundary at the
second order rate.

We then prove Fredholm results for geometric elliptic operators arising
from weakly asymptotically hyperbolic metrics. As an application, we prove
that the Yamabe problem can be solved in this class of metrics, without loss
of regularity; see Theorem 1.7. This extends the results of [5], where the
case of smoothly conformally compact asymptotically hyperbolic metrics is
considered.

We conclude this introduction by remarking that the class of weakly
asymptotically hyperbolic metrics includes an important class of smooth
metrics whose conformal compactifications are not smooth: the polyhomoge-
neous metrics, for which the formal expansion along the conformal boundary
involves powers of both the distance to the boundary and its logarithm. Such
boundary regularity is, in fact, a feature typical of problems involving the
much more general class of elliptic edge operators developed in [21], and such
metrics arise naturally in a variety of contexts; see [4], [11], [13], among oth-
ers. For completeness, and to display the manner in which the present work
is situated among the existing literature, we include an appendix containing
a self-contained account of the boundary regularity of elliptic problems in
the polyhomogeneous setting. We emphasize that the polyhomogeneity re-
sults are not new, but follow from a straightforward adaptation of results in
[21]; see also [4]. As the results in the appendix don’t appear in the literature
in the form presented here, however, we take this opportunity to present a
self-contained exposition.
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1. Statement of results

Let M be a smooth, compact (n+ 1)-dimensional manifold with boundary,
with n ≥ 1; let M be the interior of M and denote by ∂M the boundary of
M . Let ρ : M → [0,∞) be a smooth function with ρ−1(0) = ∂M and dρ 6= 0
on ∂M ; such a function is called a defining function. A Riemannian met-
ric g on M is called conformally compact if the metric g := ρ2g extends
continuously to a (non-degenerate) metric on M . A conformally compact
metric g is said to be asymptotically hyperbolic of class Cl,β if g is of
class C l,β on M and |dρ|g = 1 on ∂M . In view of the notion of weakly asymp-
totically hyperbolic introduced below, we henceforth refer to asymptotically
hyperbolic metrics of class C l,β as strongly asymptotically hyperbolic.

The definition of strongly asymptotically hyperbolic metrics is motivated
by the fact that if g extends to a metric of class C2 on M , then the sectional
curvatures of (M, g) approach −|dρ|2g as ρ→ 0. To see this, consider the
“raised index” version of the Kulkarni-Nomizu product, defined as follows:
For (1, 1)-tensor fields u and v, we define u~ v : Λ2(TM)→ Λ2(TM) by
setting

(u~ v)(x ∧ y) = u(x) ∧ v(y)− u(y) ∧ v(x)

for decomposables, and then extending the map to all of Λ2(TM) by linear-
ity. In coordinates, we have the expressions

(u~ v)klij = 1
2

(
uki v

l
j + uljv

k
i − ulivkj − ukj vli

)
,

Idklij = (δ ~ δ)klij = δki δ
l
j − δliδkj , and ((Hessg ρ)])ji = gjk(Hessg ρ)ik. Here Id is

the identity of Λ2(TM), considered as a (2, 2) tensor, and δ is the identity
of TM , viewed as a (1, 1) tensor.

The Riemann curvature operator Riem[g] : Λ2(TM)→ Λ2(TM) is re-
lated to that of g by

(1.1) Riem[g] = −|dρ|2g Id +2ρ δ ~ (Hessg ρ)] + ρ2 Riem[g],

from which we immediately read off the asymptotic behavior of the sectional
curvatures. Contraction of (1.1) yields the following expressions for the Ricci
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Weakly asymptotically hyperbolic manifolds 5

operator, viewed as a (1, 1) tensor, and the scalar curvature:

Ric[g] = −n |dρ|2gδ + ρ(∆gρ)δ + (n− 1)ρ(Hessg ρ)] + ρ2 Ric[g],(1.2)

R[g] = −n(n+ 1)|dρ|2g + 2nρ(∆gρ) + ρ2 R[g].(1.3)

In order to describe the boundary regularity condition in our definition
of weakly asymptotically hyperbolic metrics, we introduce several notations.
First, Ck,α(M) is an intrinsic Hölder space of tensors on M , and similarly
Hk,p(M) is an intrinsic Sobolev space; see §2 for definitions. We also use
weighted spaces Ck,αδ (M) = ρδCk,α(M) and Hk,p

δ (M) = ρδHk,p(M).
There is an alternative characterization of these spaces in terms of Lie

derivatives that helps to shed light on them. Let V = X(M), the space
of smooth vector fields on M , and let V0 be the subspace of V consist-
ing of vector fields that vanish on ∂M . If a metric g ∈ Ck,α(M), then g =
ρ2g ∈ Ck,α2 (M), which is equivalent to saying that LX1

· · · LXjg ∈ C
k−j,α
2 (M)

whenever 0 ≤ j ≤ k and X1, . . . , Xj ∈ V0. On the other hand, if g has a Ck,α

conformal compactification, then LX1
· · · LXjg ∈ C

k−j,α
2 (M) for any vector

fields X1, . . . , Xj ∈ V , not just ones that vanish at the boundary.
The purpose of this paper is to show that much of the theory of elliptic

operators on conformally compact manifolds can be extended to metrics
satisfyng the following boundary regularity condition, which is much weaker
than being C2,α conformally compact:

(1.4) g ∈ Ck,α2 (M) and LXg ∈ Ck−1,α
2 (M) for all X ∈ V .

We remark that these regularity conditions imply that g extends to a
Lipschitz continuous metric on M ; see Lemma 2.3(c) below. But even if (1.4)
holds for all k, it need not be the case that g extend to a C1 metric on M ;
see Remark 2.4.

Our first theorem shows that, just as for C2 conformally compact met-
rics, the asymptotic behavior of the curvature of a metric satisfying (1.4) is
determined by the value of |dρ|g along ∂M .

Theorem 1.1. Let k ≥ 2 and α ∈ [0, 1), and let g = ρ−2g be a Riemannian
metric on M satisfying (1.4). The following are equivalent:

(a) Riem[g]→ − Id as ρ→ 0.

(b) Ric[g]→ −nδ as ρ→ 0.

(c) R[g]→ −n(n+ 1) as ρ→ 0.

(d) |dρ|g = 1 on ∂M .
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6 P. T. Allen, et al.

For k ≥ 2 we define a metric g on M to be weakly Ck,α asymptot-
ically hyperbolic if g is conformally compact and g = ρ2g satisfies the
regularity conditions (1.4) and one (and hence all) of the conditions (a)–(d)
in the above theorem. We denote by M k,α;1

weak the collection of all weakly Ck,α

asymptotically hyperbolic metrics on M ; here the superscript 1 indicates
that we have imposed the improved regularity condition on one derivative
of the metric.

Theorem 1.2. Suppose g ∈M k,α;1
weak for k ≥ 2 and α ∈ [0, 1). Then we have

the following:

(a) Riem[g] + Id ∈ Ck−2,α
1 (M).

(b) Ric[g] + nδ ∈ Ck−2,α
1 (M).

(c) R[g] + n(n+ 1) ∈ Ck−2,α
1 (M).

(d) |dρ|2g − 1 ∈ Ck,α1 (M).

(e) For all 1 ≤ j ≤ k − 2, the tensor ρj(g∇)j Riem[g] extends continuously
to M and is O(ρ) as ρ→ 0.

Before introducing further results concerning the decay of curvature at
infinity, let us recall the results of Andersson, Chruściel, and Friedrich [5],
which show that if g ∈ C∞(M) there exist smooth functions ψ, r ∈ C∞(M),
with ψ > 0 and ψ = 1 along ∂M , such that

R[ψ4/(n−1)g] = −n(n+ 1) + ρn+1r.

They further show that unless r = 0 on ∂M , it is not possible to make
the scalar curvature approach −n(n+ 1) to higher order with a conformal
factor in C∞(M). In particular, the metric g is conformally related to a
smoothly conformally compact metric of constant scalar curvature, and thus
the Yamabe problem admits a smoothly conformally compact solution, if and
only if r = 0 on ∂M . As well, they show that if the dimension of M is three,
then r = 0 if and only if the trace-free part of the second fundamental form
induced on ∂M by g vanishes.

Our next results are somewhat complementary to the results in [5] in
that they highlight the importance of the traceless part of the extrinsic
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Weakly asymptotically hyperbolic manifolds 7

curvature of the conformal boundary. First, using (1.2) we write (1.1) as

Riem[g] + Id =
(

R[g] + n(n+ 1)
) 1

n(n+ 1)
Id(1.5)

+ 2ρ δ ~

(
Hessg ρ−

1

n+ 1
(∆gρ)g

)]
+ ρ2

(
Riem[g]− 1

n(n+ 1)
R[g] Id

)
;

we emphasize that the full contraction of the identity operator is n(n+ 1)
and that, as before, the musical isomorphism is with respect to g.

From (1.5) we see that the rate at which the curvature operator Riem[g]
approaches − Id is governed by the rate at which the scalar curvature R[g]
approaches −n(n+ 1), and by the extent to which the trace-free Hessian of
ρ, with respect to g, vanishes as ρ→ 0.

We are able to obtain more refined results concerning the asymptotic
behavior of the curvature provided we assume slightly more regularity than
is provided by the weakly asymptotically hyperbolic condition. The reason
is that for g ∈M k,α;1

weak one can only conclude that
∣∣Riem[g]

∣∣
h

= O(ρ−1) as
ρ→ 0, but under a stronger regularity hypothesis we can conclude that
the norm of the curvature operator Riem[g] is bounded; see Lemma 3.1.
Consequently, we introduce the class M k,α;2

weak of metrics g ∈M k,α;1
weak such

that

g ∈ Ck,α2 (M), LX1
g ∈ Ck−1,α

2 (M), LX1
LX2

g ∈ Ck−2,α
2 (M)(1.6)

for all X1, X2 ∈ V .

We note that if g ∈M k,α;2
weak , then g extends to a metric of class C1,1 on M ,

but not necessarily to a metric of class C2. The next theorem gives additional
properties of metrics in M k,α;2

weak .

Theorem 1.3. Let k ≥ 2 and α ∈ [0, 1), and suppose that g ∈M k,α;2
weak . Then

the following are equivalent:

(a) |dρ|2g − 1− 2

n+ 1
ρ∆gρ ∈ Ck−1,α

2 (M).

(b) |dρ|2g − 1− 2

n+ 1
ρ∆gρ = O(ρ2) as ρ→ 0.

(c) R[g] + n(n+ 1) ∈ Ck−2,α
2 (M).

(d) R[g] + n(n+ 1) = O(ρ2) as ρ→ 0.
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8 P. T. Allen, et al.

The proofs of Theorems 1.1–1.3 appear in §3.
In §4 below, we define a tensor Hg(ρ) that is a conformally invariant

version of the trace-free Hessian of ρ. It follows from Theorem 1.2 that if g is
in M k,α;1

weak , then the scalar curvature R[g] satisfies R[g] + n(n+ 1) = O(ρ) as

ρ→ 0. If we assume that g ∈M k,α;2
weak and in addition that R[g] + n(n+ 1) ∈

Ck−2,α
2 (M), we have

(1.7) Hg(ρ)|∂M =

[
Hessg ρ−

1

n+ 1
(∆gρ)g

]
∂M

;

see Proposition 4.3. We remark that while we have independently con-
structed the tensor Hg(ρ), it has since come to our attention that a general
procedure exists for constructing such invariants; see [9], [12].

The following theorem shows that if the scalar curvature of a metric in
M k,α;2

weak has faster decay, then the tensor Hg(ρ) serves as an obstruction to
faster decay of the full curvature operator to − Id.

Theorem 1.4. Suppose that g ∈M k,α;2
weak for k ≥ 2 and α ∈ [0, 1). If R[g] +

n(n+ 1) ∈ Ck−2,α
2 (M), then the following are equivalent:

(a) Riem[g] + Id ∈ Ck−2,α
2 (M),

(b) Ric[g] + n δ ∈ Ck−2,α
2 (M),

(c) Hg(ρ) = 0 along ∂M , and

(d) Hg(ρ) ∈ Ck−1,α
3 (M).

We emphasize that conditions (c) and (d) in Theorem 1.4 are manifestly
conformally invariant. We furthermore note that it is an immediate conse-
quence of Theorem 1.4 that if the metric g is Einstein, then the tensor Hg(ρ)
vanishes at ∂M . The proof of Theorem 1.4 can be found in §4.

We also note that the tensor Hg(ρ) has further applications in general
relativity, where it gives rise to a conformally invariant description of the
“shear-free condition” for asymptotically hyperbolic solutions to the Ein-
stein constraint equations. In this context, the conformal invariance ofHg(ρ)
is particularly useful for constructing solutions to the constraint equations
via conformal deformation; construction of shear-free solutions using the
tensor Hg(ρ) is carried out in [1].

—————————

One motivation for defining the weakly asymptotically hyperbolic condi-
tion is to establish Fredholm results for geometric elliptic operators arising
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Weakly asymptotically hyperbolic manifolds 9

from a metric g that is sufficiently regular on the interior M for establishing
interior elliptic regularity results, but whose conformal compactification g
is less regular at ∂M than is typically assumed in the literature. Such met-
rics include the polyhomogeneous metrics; see Appendix A for a detailed
discussion of polyhomogeneity.

We now consider a linear elliptic operator P acting on sections of a
tensor bundle E having weight r. (The weight of a tensor bundle is the
covariant rank less the contravariant rank.) Following [18], we make the
following assumptions on P.

Assumption P. We assume P = P[g] is a second-order linear elliptic op-
erator acting on sections of a tensor bundle E. Furthermore

(a) We assume that P is geometric in the sense of [18]: In any coordinate
frame the components of Pu are linear functions of u and its deriva-
tives, whose coefficients are universal polynomials in the components
of g, their partial derivatives, and (det gij)

−1/2, such that the coeffi-
cient of the jth derivative of u involves no more than 2− j derivatives
of the metric.

(b) We assume that P is formally self-adjoint, and that there is a compact
set K ⊆M and a constant C > 0 such that

(1.8) ‖u‖L2(M) ≤ C‖Pu‖L2(M) for all u ∈ C∞c (MrK).

Remark 1.5. It is possible to weaken the hypothesis that P be geometric
in the sense described above. For example, Theorem 1.6 below easily gener-
alizes to operators P = P[g, ρ] whose coefficients, in any smooth chart, are
universal polynomials in both ρ and components of g, and their derivatives.

If (M, g) is strongly asymptotically hyperbolic of class Ck,α for k ≥ 2,
then Lemma 4.1 of [18] shows that operators P satisfying Assumption P are
uniformly degenerate at ∂M , meaning that in background coordinates (see
§2) we may write

(1.9) P = aij(ρ∂i)(ρ∂j) + biρ∂i + c,

where the matrix-valued functions aij , bi, c extend continuously to M . If
g ∈M k,α;1

weak this remains true; see Lemma 5.4 below.
In the strongly asymptotically hyperbolic setting, it is known that the

mapping properties of operators P satisfying Assumption P can, to a great
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extent, be understood via the mapping properties of the indicial map

Is(P) : (E ⊗ C)|∂M → (E ⊗ C)|∂M ,

defined for each s ∈ C by

(1.10) Is(P)u = ρ−sP(ρsu)
∣∣
ρ=0

.

In Lemma 5.4 we show that the indicial map is still well-defined in the case
that P arises from a weakly asymptotically hyperbolic metric, and that in
this weaker setting Is(P) is a C0 bundle map.

In [18] it is shown that the characteristic exponents of P, defined as
the set of s ∈ C for which Is(P) has nontrivial kernel at some point on ∂M ,
are located symmetrically around the line Re(s) = n/2− r, where r is the
weight of the tensor bundle E. Of particular relevance here is the distance
between this line and the closest characteristic exponent, called the indicial
radius and denoted by R.

The following theorem shows that the affirmative Fredholm results of
[18] hold in the weakly asymptotically hyperbolic setting.

Theorem 1.6. Suppose g ∈M l,β;1
weak for some l ≥ 2 and P satisfies Assump-

tion P. Then the indicial radius R of P is positive. Furthermore,

(a) if β ∈ [0, 1), then

P : Hk,p
δ (M)→ Hk−2,p

δ (M)

is Fredholm for 1 < p <∞, 2 ≤ k ≤ l, and |δ + n
p −

n
2 | < R; and

(b) if β ∈ (0, 1), then

P : Ck,αδ (M)→ Ck−2,α
δ (M)

is Fredholm for 0 < α < 1, 2 < k + α ≤ l + β, and |δ − n
2 | < R.

In both cases the operators are of index zero, and the kernel is equal to the
L2 kernel of P.

The proof of Theorem 1.6 consists of adapting results of [18] to the weakly
asymptotically hyperbolic setting, and is the content of §5 below.

To further illustrate the utility of the weakly asymptotically hyper-
bolic condition, we now consider the Yamabe problem, which is the ques-
tion of whether an asymptotically hyperbolic metric can be conformally



i
i

“1-Lee” — 2018/1/24 — 11:58 — page 11 — #11 i
i

i
i

i
i

Weakly asymptotically hyperbolic manifolds 11

deformed to another such metric of constant scalar curvature. In the case
that g ∈ C∞(M), it is known that there exists a smooth, positive func-
tion φ ∈ C∞(M) such that the scalar curvature of φ4/(n−1)g is identically
−n(n+ 1); see [5, Theorem 1.2], as well as [4]. In the weakly asymptotically
hyperbolic setting, we prove the following.

Theorem 1.7. Suppose g ∈M k,α;1
weak for k ≥ 2 and α ∈ (0, 1). Then there

exists a unique positive function φ with φ− 1 ∈ Ck,α1 (M) such that ĝ =

φ4/(n−1)g ∈M k,α;1
weak and R[ĝ] = −n(n+ 1). Furthermore, if g ∈M k,α;2

weak , then

ĝ ∈M k,α;2
weak . If g is also polyhomogeneous, then ĝ is polyhomogeneous as well.

The proof of Theorem 1.7, which appears in §6, relies on the identity

(1.11) R[φ4/(n−1)g] =

(
− 4n

n− 1
∆gφ+ R[g]φ

)
φ−(n+3)/(n−1),

where our sign convention for the Laplacian is ∆gφ = trg Hessg φ. Thus ĝ =
φ4/(n−1)g has constant scalar curvature −n(n+ 1) if φ satisfies

(1.12) ∆gφ−
n− 1

4n
R[g]φ =

n2 − 1

4
φ(n+3)/(n−1), φ|∂M = 1, φ > 0.

We show the existence of a function φ satisfying (1.12) in §6.
Combining Theorem 1.7 with Theorem 1.4, we observe the following:

If g ∈M k,α;2
weak , then the tensor Hg(ρ) determines whether g is conformally

related to a metric in M k,α;2
weak whose curvature operator tends towards − Id

to higher order.

2. Regularity classes

In this section we define weighted Hölder and Sobolev spaces of geomet-
ric tensor fields on M , and relate them to the construction given in [18].
While the definitions of these spaces are independent of any Riemannian
structure, it is often convenient to work with equivalent norms defined using
a background metric h introduced below. Some of our results also concern
polyhomogeneous tensor fields. We furthermore refer the reader to §A.1 for
a careful definition of Ckphg(M), the class of polyhomogeneous tensor fields

on M which extend to fields of class Ck on M .
In order to construct Hölder and Sobolev spaces on M , we introduce

a collection of coordinate charts covering a neighborhood of ∂M in M as
follows. Choose a collar neighborhood C of ∂M in M and a diffeomorphism
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C → ∂M × [0, ρ∗) whose last coordinate function is ρ; for convenience we
hereafter implicitly identify C with ∂M × [0, ρ∗). For any a ∈ (0, ρ∗], denote
by Ca the subset ∂M × [0, a), and define C = int(C) ≈ ∂M × (0, ρ∗) and Ca =
int(Ca) ≈ ∂M × (0, a).

Fix a finite collection of coordinate charts for ∂M such that for each
(U, θ) in the collection, θ extends smoothly to a coordinate chart contain-
ing U . For each (U, θ) we extend θ to U := U × [0, ρ∗) by declaring it to
be independent of ρ and define coordinates Θ = (θ, ρ) on U . Following the
nomenclature of [18], we refer to Θ as background coordinates. For any
k ∈ N0 and α ∈ [0, 1) we define the Hölder spaces Ck,α(M) using these back-
ground coordinate charts together with a finite number of charts covering
the complement of C.

We furthermore use the coordinates Θ to identify U and U := intU with
subsets of the half space Rn × [0,∞). These identifications allow one to
compare the geometry of (M, g) near ∂M to that of hyperbolic space; to
make this precise we use the following construction from [18].

Let (H, ğ) be the upper half-space model of (n+ 1)-dimensional hyper-
bolic space, with coordinates (x, y) = (x1, . . . , xn, y) ∈ Rn × (0,∞) and with
the hyperbolic metric ğ = y−2((dx1)2 + · · ·+ (dxn)2 + dy2). For any r > 0,
define Br ⊆ H to be the ball of radius r, with respect to ğ, centered at
(0, . . . , 0, 1). Using background coordinates to identify subsets of U with sub-
sets of Rn+1, we may for each point p0 = (θ0, ρ0) ∈ C construct a Möbius
parametrization Φ: B2 →M centered at p0 by Φ(x, y) = (θ0 + ρ0x, ρ0y).
(The complement of C in M , which is compact, we also cover by finitely many
parametrizations B2 →M , which we include in the collection of Möbius
parametrizations.) We fix countably many Möbius parametrizations Φi such
that {Φi(B1)} covers M and {Φi(B2)} is uniformly locally finite.

We define the Hölder norm ‖u‖Ck,α(M ;E) of a section u of a tensor bundle
E by

(2.1) ‖u‖Ck,α(M ;E) := sup
i
‖Φ∗iu‖Ck,α(B2);

the Hölder space Ck,α(M ;E) is the space of sections for which this norm
is finite. For δ ∈ R, we define the weighted Hölder spaces by Ck,αδ (M ;E) =
ρδCk,α(M ;E) using the norms

(2.2) ‖u‖Ck,αδ (M ;E) = ‖ρ−δu‖Ck,α(M ;E).

The Sobolev spaces Hk,p(M ;E) are defined analogously; for k ∈ N0 and
p ∈ (1,∞) we have
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Weakly asymptotically hyperbolic manifolds 13

‖u‖pHk,p(M ;E) =
∑
i

‖Φ∗iu‖
p
Hk,p(B2).

As defined here, the Hölder and Sobolev norms are independent of any
Riemannian structure on M . To simplify the analysis below, we fix a smooth
(C∞) background metric h on M such that |dρ|h = 1 along ∂M , and let
h = ρ−2h be the corresponding asymptotically hyperbolic metric on M .
Throughout the remainder of this paper we adopt the following convention:

∇ and ∇ denote the Levi-Civita connections of h and h, respectively.

A detailed account of Hölder and Sobolev spaces, including various em-
beddings and equivalent norms that make use of a sufficiently regular asymp-
totically hyperbolic metric and its Levi-Civita connection, is given in Chap-
ter 3 of [18]. In particular, the background metric h gives rise to the following
norm equivalences:

1

C
‖u‖Ck,α(M ;E) ≤

∑
0≤j≤k

sup
M
|∇ju|h + ‖∇ku‖C0,α(M ;E)(2.3)

≤ C‖u‖Ck,α(M ;E)

and

(2.4)
1

C
‖u‖pHk,p(M ;E) ≤

∑
0≤j≤k

∫
M
|∇ju|ph dVh ≤ C‖u‖

p
Hk,p(M ;E).

Note that [18] contains a small error; see Appendix B for a description of
the error and necessary corrections.

We record the following elementary facts about Hölder spaces on M ;
recall that the weight r of a tensor bundle is its covariant rank less its
contravariant rank.

Lemma 2.1 (Lemmas 3.3, 3.6, and 3.7 of [18]). Suppose h is a smooth
metric on M as described above.

(a) If E is a geometric tensor bundle of weight r over (M,h), and if α ∈
(0, 1) and k ∈ N0, then the following inclusions are continuous

Ck,α(M ;E) ↪→ Ck,αr (M ;E)

Ck,αk+α+r(M ;E) ↪→ Ck,α(M ;E).

Note that the first inclusion holds for α ∈ [0, 1).
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(b) Let E1, E2 be geometric tensor bundles over (M,h). For all α ∈ [0, 1),
k ∈ N0, and δ1, δ2 ∈ R, the pointwise tensor product is a continuous
map

Ck,αδ1 (M ;E1)× Ck,αδ2 (M ;E2)→ Ck,αδ1+δ2
(M ;E1 ⊗ E2).

(c) We have dρ ∈ Ck,α1 (M ;TM∗) for all k ∈ N0 and α ∈ [0, 1).

(d) The difference tensor D = ∇−∇ is in Ck,α0 (M ;T 2M∗ ⊗ TM) for all

k ∈ N0 and α ∈ [0, 1), and therefore ∇ : Ck+1,α
δ (M ;E)→ Ck,αδ (M ;E ⊗

TM∗).

The weight of a tensor bundle is important for understanding the behav-
ior of sections near ∂M : If u is a section of a tensor bundle E with weight
r, then |u|h = ρr|u|h. For notational convenience, however, we frequently
omit explicit reference to the relevant tensor bundle, writing ‖u‖Ck,αδ (M) for

‖u‖Ck,αδ (M ;E), etc. We nevertheless encourage the reader to be mindful of the
weight of the relevant bundle.

In preparation for a discussion of the properties of weakly asymptoti-
cally hyperbolic metrics, we introduce spaces of tensor fields with additional
regularity near the boundary. Let k ≥ 0, α ∈ [0, 1), and 0 ≤ m ≤ k. By def-
inition, a tensor field u of weight r is in C k,α;m(M) if for all 0 ≤ j ≤ m we
have

LX1
· · · LXju ∈ Ck−j,αr (M) for all X1, . . . , Xj ∈ V .

(Closely related spaces, in which the additional derivatives are taken only
with respect to vector fields tangent to the boundary, have been considered
by many authors, and we use such spaces in Appendix A for proving poly-
homogeneity results. But the spaces we introduce here are novel in that we
require additional regularity in all directions. To the best of our knowledge,
this is the first time that a detailed analysis of elliptic operators has been
carried out under the assumption that the metric has boundary regularity
as weak as we require here.)

Lemma 2.2. Let k ≥ 0, α ∈ [0, 1), and 0 ≤ m ≤ k.

(a) A tensor field u of weight r is an element of C k,α;m(M) if and only if

∇ju ∈ Ck−j,αr+j (M) for all 0 ≤ j ≤ m.
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Weakly asymptotically hyperbolic manifolds 15

(b) Endowed with the norm

(2.5) ‖|u|‖k,α;m =

m∑
l=0

‖∇ lu‖Ck−l,αr+l (M),

the collection C k,α;m(M) is a Banach space.

Proof. The first claim relies on the formula

(2.6) LXu = ∇Xu+ u ∗ ∇X,

where ∗ represents a contraction of the tensor product. For m = 0 there is
nothing to show. Consider the case m = 1 and suppose that u ∈ C k,α;1(M).
For any X ∈ V , the tensor ∇X has weight zero and is smooth on M . Hence
∇X ∈ Ck,α(M). Therefore, (2.6) implies that ∇Xu ∈ Ck−1,α

r (M) for all X ∈
V . Because every vector field in V0 can be written Y = ρX for some X ∈ V ,
this implies ∇Y u ∈ Ck−1,α

r+1 (M) for all Y ∈ V0. Using the finite collection of
background coordinate charts, we can choose a finite set of vector fields in
V0 that contains an orthonormal basis (with respect to h) in a neighborhood
of each point. Therefore ∇u ∈ Ck−1,α

r+1 (M). Conversely, formula (2.6) implies

that if u ∈ Ck,αr (M) and ∇u ∈ Ck−1,α
r+1 (M), then for any X ∈ V we have

LXu ∈ Ck,αr (M).
Repeated application of (2.6) shows that

LX1
· · · LXmu = X1 ∗ · · · ∗Xm ∗ ∇mu+

∑
l<m

Bl ∗ ∇lu

for some tensors Bl, which are in C∞(M) if Xi ∈ V . The first claim then
follows by induction.

That C k,α;m(M) is complete, and thus a Banach space, follows from the
completeness of the spaces Ck,αδ (M). �

The following lemma describes some important properties of the spaces
C k,α;m(M); in particular, parts (b) and (c) show that C k,α;1(M) is interme-
diate between Ck,α(M) and Ck,αr (M).

Lemma 2.3. Suppose α ∈ [0, 1) and 0 ≤ m ≤ k.

(a) C k,α;m(M) is an algebra under the tensor product, and is invariant
under contraction.

(b) If u ∈ Ck,αr+m(M) is a tensor field of weight r, then u ∈ C k,α;m(M). All

tensor fields of weight r in C k,α;m(M) are in Ck,αr (M).
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(c) The following inclusions are continuous:

Ck,α(M) ⊆ C k,α;m(M), 0 ≤ m ≤ k,(2.7)

C k,α;m(M) ⊆ Cm−1,1(M), 1 ≤ m ≤ k,(2.8)

where Cm−1,1(M) denotes the space of tensor fields on M with Lips-
chitz continuous derivatives up to order m− 1.

(d) If u ∈ C k,α;m(M) is a tensor field of weight r and

|∇ju|h → 0 as ρ→ 0, 0 ≤ j ≤ m− 1,

then u ∈ Ck,αr+m(M), with ‖u‖Ck,αr+m(M) ≤ C‖|u|‖k,α;m for some constant

C depending only on universal parameters.

(e) If u ∈ C k,α;m(M), then the functions u
j1···jq
i1···ip describing the components

of u in background coordinates (U ,Θ) satisfy

(∂Θ)β(ρ∂Θ)γu
j1···jq
i1···ip ∈ L

∞(U), |β| ≤ m, |β|+ |γ| ≤ k.

Furthermore, if Φ: B2 →M is a Möbius parametrization centered at
(θ0, ρ0) then

‖∂β(u
j1···jq
i1···ip ◦ Φ)‖Ck−|β|,α(B2) ≤ ρ

|β|
0 ‖|u|‖k,α;m, 0 ≤ |β| ≤ m.

(f) The following maps are continuous:

∇ : C k,α;m(M)→ C k−1,α;m−1(M), 1 ≤ m ≤ k,(2.9)

ρ∇ : C k,α;m(M)→ C k−1,α;m(M), 0 ≤ m ≤ k − 1.(2.10)

Furthermore, multiplication by ρ is a continuous map from C k,α;m(M)
to C k,α;m+1(M).

Proof. The first claim follows from the product rule, and the fact that con-
traction preserves the weight of a tensor field. For the second claim, (2.7)
follows from Lemma 2.1(a) and the fact that if u ∈ Ck,α(M) is a tensor of
weight r, then ∇lu is a tensor of weight r + l in Ck−l,α(M). To prove (2.8), it
suffices to consider the case where m = 1. We have |u|h and |∇u|h bounded
on M . Thus u is uniformly continuous on M and extends uniquely to a
Lipschitz continuous tensor field on M .

For (d), consider first the case m = 1. In the case, we have that ∇u ∈
Ck−1,α
r+1 (M) and that |u|h vanishes along ∂M . Integrating ∇grad ρu from ρ =
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Weakly asymptotically hyperbolic manifolds 17

0, where u vanishes, we see that u ∈ C0
r+1. The desired estimate follows from

(2.3) and Lemma 2.1(d). Iteratively applying this same argument to ∇lu,
1 ≤ l ≤ m− 1 yields the desired result.

The remaining claims follow directly from the definition. �

Remark 2.4. Lemma 2.3(c) is essentially sharp in view of the following
example: Let u = ρ sin (log ρ). It is easy to see that u ∈ C k,α;1(M) for all
k ≥ 0 and α ∈ [0, 1). However, ∇u does not extend continuously to M .

Remark 2.5. If u ∈ C k,α;m(M) with 1 ≤ m ≤ k and u is polyhomoge-
neous, then u ∈ Cmphg(M); see Lemma A.5.

We now establish the following regularization theorem.

Theorem 2.6. Suppose τ is a tensor field of weight r in C l,β;m(M) for
some 0 ≤ m ≤ l and β ∈ [0, 1). Then there exists a tensor τ̃ , depending lin-
early on τ , such that τ̃ ∈ C k,α;m(M) for all k ≥ 0 and 0 ≤ α < 1 and such
that τ̃ − τ ∈ C l,βr+m(M). For each k and α there is a constant C such that
‖|τ̃ |‖k,α;m ≤ C‖|τ |‖l,β;m.

The construction of τ̃ makes use of the group-theoretic convolution op-
eration on hyperbolic space, which we now describe.

Let H be the (n+ 1)-dimensional upper half-space with coordinates Θ =
(θ, ρ). Note that H is a group under the multiplication (θ, ρ) · (θ′, ρ′) = (θ +
ρθ′, ρρ′), with identity (0, 1) and inverses given by (θ, ρ)−1 = (−θ/ρ, 1/ρ).
The hyperbolic metric ğ is left-invariant under this group structure. (Ge-
ometrically, the group structure arises from identifying H with the set of
isometries of hyperbolic space generated by dilations and horizontal trans-
lations.)

For any bounded integrable functions τ and ψ, at least one of which
is compactly supported, we define the group-theoretic convolution τ ∗ ψ by
(τ ∗ ψ)(q) =

∫
H τ(p)ψ(p−1q) dVğ(p). More explicitly, this is

(2.11) (τ ∗ ψ)(θ, ρ) =

∫
H
τ(u, v)ψ

(
θ − u
v

,
ρ

v

)
v−(n+1) du1 · · · dun dv.

The change of variables ui = θi + ρxi, v = ρy converts this to the alternative
form

(2.12) (τ ∗ ψ)(θ, ρ) =

∫
H
τ(θ + ρx, ρy)ψ

(
−x
y
,

1

y

)
y−(n+1) dx1 · · · dxn dy.
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Lemma 2.7 (Properties of Group Convolution). Let U and V be open
subsets of H. Suppose ψ ∈ C∞c (V) and τ is a bounded integrable function
supported in U .

(a) supp τ ∗ ψ ⊆ UV = {pq : p ∈ U and q ∈ V}.

(b) If τ ∈ Cm,0;m(H), then τ ∗ ψ ∈ C k,α;m(H) for all k ≥ 0 and 0 ≤ α < 1,
with

‖|τ ∗ ψ|‖k,α;m ≤ C‖|τ |‖m,0;m‖ψ‖Ck+1(H)

for some constant C depending only on k, α,m.

(c) If τ ∈ C 1,0;1(H) and
∫
H ψ(q−1)dVğ(q) = 1, then τ − τ ∗ ψ = O(ρ).

Proof. Claim (a) follows from (2.12), as does the fact that τ ∗ ψ is bounded
by a constant multiple of ‖τ‖L∞(H)‖ψ‖L∞(H).

A direct computation using (2.11) shows that X(τ ∗ ψ) = τ ∗ (Xψ) if X
is one of the vector fields ρ∂/∂ρ, ρ∂/∂θα. Note that these are orthonormal
vector fields that form a basis for the Lie algebra of H. Therefore the Ck,0

norm of a function u is equivalent to the supremum of |Xi1 · · ·Xiju| over all
j-tuples of these vector fields, 0 ≤ j ≤ k. Since Xi1 · · ·Xijψ is also smooth
and compactly supported in V, it follows that τ ∗ ψ remains bounded after
any number of applications of these vector fields, so τ ∗ ψ ∈ Ck,α(H) for all
k and all α, with ‖τ ∗ ψ‖Ck,α(H) ≤ C‖τ‖L∞(H)‖ψ‖Ck+1(H).

Next assume that τ ∈ Cm,0;m(H) for some m ≥ 0. If m = 0, there is
nothing more to prove, so assume m ≥ 1. A simple computation using (2.12)
shows that

(2.13)
∂(τ ∗ ψ)

∂θα
=

∂τ

∂θα
∗ ψ

for α = 1, . . . , n. A slightly more involved computation shows

(2.14)
∂(τ ∗ ψ)

∂ρ
=

n∑
α=1

∂τ

∂θα
∗ ψα +

∂τ

∂ρ
∗ ψ0,

where ψα, ψ are the compactly supported functions defined by

ψα(u, v) = −u
α

v
ψ(u, v), ψ0(u, v) =

1

v
ψ(u, v).
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Iterating these computations shows that for any multi-index I with |I| ≤ m,
we have

∂I(τ ∗ ψ)

∂ΘI
=

∑
J :|J |=|I|

∂Jτ

∂ΘJ
∗ ψJ

for some ψJ ∈ C∞c (V). The fact that τ ∈ Cm,0;m(H) with m ≥ |J | implies
that each derivative ∂Jτ/∂ΘJ is bounded, so the argument above shows that
∂I(τ ∗ ψ)/∂ΘI ∈ Ck,α(H) for all k and all α, and thus τ ∗ ψ ∈ C k,α;m(H),
with norm bounded by a constant multiple of ‖|τ |‖m,0;m‖ψ‖Ck+1(H); this
proves (b).

Finally, assume the hypotheses of (c) and let τ̃ = τ ∗ ψ. The fact that the
first derivatives of τ with respect to (θ, ρ) are bounded implies that τ is Lips-
chitz continuous in these coordinates, so |τ(θ + ρx, ρy)− τ(θ, ρ)| ≤ Cρ(|x|+
|y − 1|). Since |x| and |y − 1| are bounded on the support of ψ(−x/y, 1/y),
we have

|τ̃(θ, ρ)− τ(θ, ρ)|

≤
∫
H
|τ(θ + ρx, ρy)− τ(θ, ρ)|ψ

(
−x
y
,

1

y

)
y−(n+1) dx1 · · · dxn dy

≤ Cρ
∫
H

(|x|+ |y − 1|)ψ
(
−x
y
,

1

y

)
y−(n+1) dx1 · · · dxn dy

= O(ρ).

�

Proof of Theorem 2.6. By means of a partition of unity, we may restrict
attention to a tensor field supported in a single background chart (U ,Θ),
and we may assume that the background coordinates extend to a larger open
set U ′ ⊇ U . To further simplify, we prove the theorem in the case that τ is
a function; applying the same argument to the components of an arbitrary
tensor field in background coordinates easily yields the analogous result
in the higher-rank tensor case. We denote the background coordinates by
Θ = (θ, ρ), and use them to identify U ′ with an open subset of the upper
half-space H.

We prove by induction on q that for each q = 0, . . . ,m there exists τ̃q ∈⋂
k,α C k,α;m(M) such that τ − τ̃q ∈ C l,βq (M) and such that

‖|τ̃q|‖k,α;m ≤ C‖|τ |‖l,β;m.

When q = 0, we just set τ̃q = 0. Then assume, for some 0 ≤ q ≤ m− 1, the
existence of τ̃q satisfying the above conditions and set u = τ − τ̃q. Thus
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u ∈ C l,β;m(M) ∩ C l,βq (M) and

w :=
1

q!

∂qu

∂ρq
∈ C l−q,β;m−q(M).

Let φ be a smooth function on H that satisfies
∫
H φ(p−1) dVğ(p) = 1, and

that is compactly supported in a neighborhood V of (0, 1) small enough that
UV ⊆ U ′. Let w̃ = w ∗ φ. By Lemma 2.7 we have w̃ ∈

⋂
k,α C k,α;m−q(M) and

‖|w̃|‖k,α;m−q ≤ C‖|w|‖m−q,0,m−q. Since m− q ≥ 1, Lemma 2.7(c) implies that
w − w̃ = O(ρ).

We now seek to apply Lemma 2.3(d) to show that u− ρqw̃ ∈ C l,βq+1(M).

By Lemma 2.3(f) applied to w̃, we have u− ρqw̃ ∈ C l,β;m(M) ∩ C l,βq (M).
Thus it remains to show that derivatives of u− ρqw̃ having order q vanish
at ρ = 0. When |J | ≤ q − 1 ≤ m− 2,

(2.15)
∂J

∂ΘJ
(u− ρqw̃) ∈ C 2,β;2(M) ∩ C2,β

1 (M),

and therefore all such derivatives vanish at ρ = 0. To handle the derivatives
of order q, note that each such derivative can be expressed in one of the
following forms:

(2.16)
∂

∂θj
∂J

∂ΘJ
(u− ρqw̃) or

∂q

∂ρq
(u− ρqw̃)

for some multi-index J of length q − 1. It follows from Lemma 2.3(c) that the
expression in (2.15) is in C1,1(M) and vanishes on ∂M , so the first expression
in (2.16) vanishes on ∂M as well. Since q ≤ m− 1 and w̃ ∈ Cm,0;m−q(M),
we have ρj−1∂jw̃/∂ρj bounded for any 1 ≤ j ≤ m. Thus

∂q

∂ρq
(u− ρqw̃) =

∂qu

∂ρq
− q!w̃ +O(ρ)

=
∂qu

∂ρq
− q!w +O(ρ)

= O(ρ),

where the second equality comes from w̃ − w = O(ρ) and the third from the
definition of w. Thus Lemma 2.3(d) implies that u− ρqw̃ ∈ C l,βq+1(M).

We now set τ̃q+1 = τ̃q+ρ
qw̃. By Lemma 2.3(f) and the estimates recorded

above we have

‖|ρqw̃|‖k,α;m ≤ C‖|w̃|‖k,α;m−q ≤ C‖|w|‖m−q,0;m−q ≤ C‖|u|‖m,0,m,
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from which we obtain ‖|τ̃q+1|‖k,α;m ≤ C‖|τ |‖l,β;m. �

3. Properties of weakly asymptotically hyperbolic metrics

Recall that a metric g on M is said to be conformally compact if g = ρ2g
extends continuously to a nondegenerate metric on M . The next lemma
describes the behavior of the curvature operator Riem[g] (viewed as a (2, 2)
tensor) of the conformal compactification in case g is in one of the spaces
C k,α;m(M).

Lemma 3.1. Let k ≥ 2 and α ∈ [0, 1), and suppose g is a Riemannian
metric on M .

(a) If g ∈ C k,α;1(M), then Riem[g] ∈ Ck−2,α
−1 (M).

(b) If g ∈ C k,α;2(M), then Riem[g] ∈ Ck−2,α
0 (M).

Proof. Let D[g] = ∇− (g∇) be the difference tensor between the Levi-Civita
connections of the compactified background metric h and of g; we easily see
that D[g] is the sum of (contractions of) terms of the form ρ−1(g)−1 ⊗ g ⊗
∇g. Thus Riem[g] is the sum of (contractions of) terms of the form

(3.1) A−4(g)⊗∇2
g, A−6(g)⊗∇ g ⊗∇ g, A−3(g)⊗∇ g, A0(g);

here Ar(g) represents a tensor of weight r which, in any coordinate system,
is a smooth polynomial in g and (g)−1 with coefficients in C∞(M). If g ∈
C k,α;m(M), then (g)−1 ∈ C k,α;m(M) and thus the fact that C k,α;m(M) is an
algebra implies that Ar(g) ∈ C k,α;m(M) ⊆ Ck,αr (M). The desired estimates
for the final three terms of (3.1) follow immediately from Lemma 2.3.

We now estimate the first term in (3.1). If g ∈ C k,α;1(M), then Lemma
2.3(f) implies ρ∇2g ∈ C k−2,α;0(M) = Ck,α4 (M) and thus ∇2g ∈ Ck−2,α

3 (M).

If g ∈ C k,α;2(M) then ∇2g ∈ Ck−2,α
4 (M) and the desired result follows im-

mediately. �

For k ≥ 2, 1 ≤ m ≤ k, and α ∈ [0, 1) we define M k,α;m
weak to be the set

of Riemannian metrics g on M such that g = ρ2g ∈ C k,α;m(M) extends to
a non-degenerate metric on M , and such that Riem[g]→ − Id as ρ→ 0.
(Recall that ρ is a fixed defining function in C∞(M).) As in §1, metrics in
M k,α;1

weak are called weakly Ck,α asymptotically hyperbolic.
The following version of Taylor’s theorem is used below.
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Lemma 3.2. Suppose g ∈M k,α;2
weak for some k ≥ 2 and α ∈ [0, 1). Then for

any function u ∈ C k,α;2(M) ∩ Ck,α1 (M) we have u− ρ〈dρ, du〉g ∈ Ck−1,α
2 (M)

with

‖u− ρ〈dρ, du〉g‖Ck−1,α
2 (M) ≤ C‖|u|‖k,α;2

for some constant C depending only on ‖|g|‖k,α;2.

Proof. The assumptions on u imply that η := 〈dρ, du〉g is in C k−1,α;1(M).

By Theorem 2.6 there exists η̃ ∈ C k,α;1(M) such that η − η̃ ∈ Ck−1,α
1 (M).

By Lemma 2.3(d) and by the estimate in Theorem 2.6 we have

‖η − η̃‖Ck−1,α
1 (M) ≤ C‖|η − η̃|‖k−1,α;1 ≤ C‖|u|‖k,α;2,

where here and throughout the proof C represents any constant depending
on ‖|g|‖k,α;2.

We now seek to apply Lemma 2.3(d) to the function u′ := u− ρη̃, which
is an element of C k,α;2(M) by Lemma 2.3(f). Consequently du′ extends
continuously to M ; note also that u′ ∈ Ck,α1 (M). Thus at ρ = 0 both u′

and the restriction of du′ to T∂M vanish. Direct computation, using the
definitions of u′ and ṽ, shows that

〈du′, dρ〉g
∣∣
∂M

= 〈du, dρ〉g
∣∣
∂M
− η̃
∣∣
∂M

= 〈du, dρ〉g
∣∣
∂M
− η
∣∣
∂M

= 0.

Thus we may invoke Lemma 2.3(d) to conclude that u′ ∈ Ck,α2 (M) and
that ‖u′‖Ck,α2 (M) ≤ C‖|u′|‖k,α;2. The proof now follows from the identity

u− ρ〈dρ, du〉g = u′ + ρ(η̃ − η). �

We are now ready to prove Theorems 1.1–1.3.

Proof of Theorem 1.1. Since g ∈ C k,α;1(M), we have Hessg ρ ∈ Ck−1,α
2 (M).

Thus (Hessg ρ)] ∈ Ck−1,α(M) (where the sharp operator is with respect to
g = ρ2g). Because a (1, 1) tensor has weight 0, this implies that |(Hessg ρ)]|h
is bounded by a constant multiple of |(Hessg ρ)]|g = |(Hessg ρ)]|g, which is
bounded.

Lemma 3.1 shows that Riem[g], Ric[g], and R[g] are all O(ρ−1). Thus
the equivalence of parts (a)–(d) of Theorem 1.1 follows immediately from
(1.1), (1.2), and (1.3). �

Proof of Theorem 1.2. Let f := 1− |dρ|2g. Since g and dρ are in C k,α;1(M),

we have f ∈ C k,α;1(M) as well. The assumption that g is weakly asymptoti-
cally hyperbolic means that f → 0 as ρ→ 0, and thus Lemma 2.3(d) shows
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that f ∈ Ck,α1 (M); this is (d). Properties (a), (b), and (c) then follow from
(1.1), (1.2), (1.3), respectively, together with Lemma 3.1.

To prove (e), note that (a) implies (g∇)j Riem[g] is a tensor of weight j
in Ck−j,α1 (M), and the h-norm of such a tensor is O(ρ−j+1). �

Proof of Theorem 1.3. Equation (1.3) can be written

(3.2) R[g] + n(n+ 1) = −n(n+ 1)f + ρ2 R[g],

where

(3.3) f := |dρ|2g − 1− 2

n+ 1
ρ∆gρ.

Lemma 3.1 shows that ρ2 R[g] ∈ Ck−2,α
2 (M), and it follows immediately that

(a) ⇒ (c) ⇒ (d) ⇒ (b).
We complete the proof by showing that (b) implies (a). Assume therefore

that f = O(ρ2). Since g ∈ C k,α;2(M), we have (g)−1 ∈ C k,α;2(M). Thus the
function u := |dρ|2g − 1 is in C k,α;2(M) and, due to Theorem 1.2(d), u ∈
Ck,α1 (M). Therefore, by Lemma 3.2, we can write u = ρ〈dρ, du〉g + v, for

some v ∈ Ck−1,α
2 (M). Consequently,

f = ρ〈dρ, du〉g −
2

n+ 1
ρ∆gρ+ v.

On the other hand, the fact that g ∈M k,α;2
weak also implies

w := 〈dρ, du〉g −
2

n+ 1
∆gρ ∈ C k−1,α;1(M),

and the assumption that f = O(ρ2) implies w = O(ρ). Therefore, Lemma
2.3(d) implies w ∈ Ck−1,α

1 (M), from which it follows that f = ρw + v ∈
Ck−1,α

2 (M). �

Remark 3.3. The proof of Theorem 1.3 above invokes both Lemma 2.3(d)
and Lemma 3.2 in order to establish that f ∈ Ck−1,α

2 (M) under the hypoth-
esis that R[g] + n(n+ 1) = O(ρ2). The estimates in those lemmas imply
that g 7→ R[g] + n(n+ 1) is locally Lipschitz continuous, viewed as a map
taking metrics in M k,α;2

weak satisfying R[g] + n(n+ 1) = O(ρ2) to functions in

Ck−2,α
2 (M).
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4. The tensor Hg(ω)

Let (M, g) be a (n+ 1)-dimensional Riemannian manifold and let ω : M →
R be any C2 function. Then the vector field |dω|−2

g gradg ω is conformally
invariant in the sense that for any positive function θ we have

|dω|−2
θg gradθg ω = |dω|−2

g gradg ω.

Let Dg be the conformal Killing (or Alhfors) operator, taking vector
fields to symmetric tracefree covariant 2-tensor fields, defined by

DgX =
1

2
LXg −

1

n+ 1
(divgX)g.

The operator Dg transforms under conformal changes of g as follows: For
any positive C1 function θ we have

DθgX = θDgX.

Thus the map

ω 7→ |dω|gDg(|dω|−2
g gradg ω)

is a conformally invariant operator taking the function ω to a symmetric
tracefree covariant 2-tensor field.

Another such operator can be constructed as follows. Observe that the
p-Laplacian

divg

[
|dω|pg gradg ω

]
is conformally invariant for p = n− 1, in the sense that

|dω|−(n+1)
θg divθg

[
|dω|n−1

θg gradθg ω
]

= |dω|−(n+1)
g divg

[
|dω|n−1

g gradg ω
]
.

Multiplying by

dω ⊗ dω − 1

n+ 1
|dω|2g g

yields a conformally invariant operator taking a function ω to a symmetric
tracefree covariant 2-tensor field.

We now combine the two conformally invariant operators above, first
multiplying by powers of |dω|g in order to avoid negative powers and in
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order to achieve homogeneity in ω, and define the tensor Hg(ω) by

Hg(ω) := |dω|6g Dg(|dω|−2
g gradg ω)(4.1)

+Ag(ω)

(
dω ⊗ dω − 1

n+ 1
|dω|2gg

)
,

where

Ag(ω) :=
1

n
|dω|3−ng divg

[
|dω|n−1

g gradg ω
]
.

We remark that this definition of the tensor field Hg(ω) makes sense for
manifolds with or without boundary.

One may readily verify by direct computation that

Hg(ω) = |dω|4g
(

Hessg ω −
1

n+ 1
(∆gω)g

)
(4.2)

− |dω|2g (g∇)gradg ω

[
dω ⊗ dω − 1

n+ 1
|dω|2g g

]
+Ag(ω)

(
dω ⊗ dω − 1

n+ 1
|dω|2g g

)
,

where (g∇) is the Levi-Civita connection associated to g.
The following basic properties of Hg(ω), which are immediate from the

definition, show that it is a conformally invariant version of the trace-free
Hessian.

Proposition 4.1.

(a) Hg(ω) is symmetric and trace-free.

(b) Hg(ω)(gradg ω, ·) = 0.

(c) Hg(cω) = c5Hg(ω) for all constants c.

(d) If g̃ = θg for a strictly positive function θ, then Hg̃(ω) = θ−2Hg(ω) and
Ag̃(ω) = θ−2Ag(ω).

In the asymptotically hyperbolic setting, we make use of Hg(ω) with ω
replaced by the defining function ρ. We first note the following regularity
properties.

Lemma 4.2. Let g ∈M k,α;1
weak be a weakly asymptotically hyperbolic metric

on M for k ≥ 1 and α ∈ [0, 1), and let g = ρ2g. Then Hg(ρ) ∈ Ck−1,α
2 (M).
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If furthermore g ∈M k,α;2
weak and k ≥ 2, then ∇Hg(ρ) ∈ Ck−2,α

3 (M) and

thus divgHg(ρ) ∈ Ck−2,α
1 (M).

Proof. Observe that Hg(ρ) consists of terms which are contractions of

(4.3) (g)−1 ⊗ (g)−1 ⊗ (g)−1 ⊗ g ⊗ dρ⊗ dρ⊗ dρ⊗ dρ⊗ (g∇)(dρ).

Noting that dρ ∈ Ck,α1 (M), ∇dρ ∈ Ck,α2 (M), ∇2dρ ∈ Ck,α3 (M), and observ-
ing that the difference tensor (g∇)−∇ consists of contractions of (g)−1 ⊗
∇ g, the lemma follows from direct computation. �

We now show that Hg(ρ) agrees with the trace-free Hessian of ρ along
∂M if the scalar curvature decays to −n(n+ 1) as O(ρ2).

Proposition 4.3. Suppose g ∈M k,α;2
weak for k ≥ 2 and α ∈ [0, 1). If R[g] +

n(n+ 1) ∈ Ck−2,α
2 (M), then Hg(ρ) extends continuously to M and satisfies

(4.4) Hg(ρ)−
(

Hessg ρ−
1

n+ 1
(∆gρ)g

)
∈ Ck−1,α

3 (M).

In particular (1.7) holds.

Proof. From Theorem 1.3 we have

(4.5) |dρ|2g − 1− 2

n+ 1
ρ(∆gρ) ∈ Ck−1,α

2 (M).

Note that, as in the proof of Lemma 4.2, we have (g∇)−∇ ∈ Ck−1,α
1 (M) and

∇
(
(g∇)−∇

)
∈ Ck−2,α

2 (M); consequently, d(∆gρ) ∈ Ck−2,α
1 (M). Taking the

differential of (4.5) we find

Hessg ρ(gradg ρ, ·)−
1

n+ 1
(∆gρ)dρ ∈ Ck−2,α

2 (M).

Since (g∇)gradg ρ
dρ = Hessg ρ(gradg ρ, ·) and dρ ∈ Ck,α1 (M), we may by di-

rect computation verify that

(g∇)gradg ρ

[
dρ⊗ dρ− 1

n+ 1
|dρ|2g g

]
(4.6)

=
2

n+ 1
(∆gρ)

[
dρ⊗ dρ− 1

n+ 1
|dρ|2g g

]
+ Ck−2,α

3 (M)
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and

Ag(ρ) =
2

n+ 1
(∆gρ) + Ck−2,α

1 (M).

Inserting this information into the expression for Hg(ρ) we obtain

(4.7) Hg(ρ)−
(

Hessg ρ−
1

n+ 1
(∆gρ)g

)
∈ Ck−2,α

3 (M).

On the other hand, the facts that Hg(ρ) consists of terms of the form (4.3)
and that g ∈ C k,α;2(M) imply that

(4.8) ∇
(
Hg(ρ)−

(
Hessg ρ−

1

n+ 1
(∆gρ)g

))
∈ Ck−2,α

3 (M).

Claim (4.4) now follows immediately from (4.7) and (4.8), together with
Lemma 2.3(d). �

We now present the proof of Theorem 1.4.

Proof of Theorem 1.4. We first recall Lemma 3.1, which implies that the
ultimate term in (1.5) is a (2, 2) tensor field of class Ck−2,α

2 (M). We proceed
by showing (a) ⇒ (b) ⇒ (c) ⇒ (d) ⇒ (a).

The condition (a) immediately implies (b). Note that if h is a (1, 1) tensor
field then the contraction of first upper and first lower indices of δ ~ h is
n−1

2 h+ 1
2(trh)δ. Thus supposing that (b) holds, we may take a contraction

of (1.5), and then contract with g, to conclude that(
Hessg ρ−

1

n+ 1
(∆gρ)g

)
∈ Ck−2,α

3 (M).

In view of Proposition 4.3, this implies (c).
To see that (c) implies (d) we note that g ∈M k,α;2

weak implies Hg(ρ) ∈
Ck−1,α

2 (M) and ∇Hg(ρ) ∈ Ck−2,α
3 (M); see Lemma 4.2. Thus applying

Lemma 2.3 (d) with u = Hg(ρ) gives the desired implication.
Finally, assuming (d) we may use Proposition 4.3, together with (1.5),

to deduce (a). �

5. Fredholm results

The proof of Theorem 1.6 consists of adapting the arguments in [18] to the
weakly asymptotically hyperbolic setting. The arguments in [18] rely on the
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fact that a strongly asymptotically hyperbolic metric g of class C l,β satisfies

(5.1) sup
i
‖Φ∗i g − ğ‖Cl,β(B2) ≤ C and sup

i
‖(Φ∗i g)−1ğ‖C0(B2) ≤ C.

An important observation is that (5.1) holds under the hypothesis that g ∈
M l,β;1

weak; the first estimate is a consequence of g ∈ C l,β2 (M), while the second
follows from (g)−1 ∈ C0(M). The estimates (5.1) are a key ingredient in the
proof of the following elliptic regularity estimates for geometric operators.

Lemma 5.1 (Lemma 4.8 of [18]). Suppose that g satisfies (5.1), and let
P satisfy part (a) of Assumption P.

(a) Suppose that β ∈ [0, 1), δ ∈ R, 1 < p <∞, and 2 ≤ k ≤ l. For each
u ∈ H0,p

δ (M) with Pu ∈ Hk−2,p
δ (M), we have u ∈ Hk,p

δ (M) with

‖u‖Hk,p
δ (M) ≤ C

(
‖Pu‖Hk−2,p

δ (M) + ‖u‖H0,p
δ (M)

)
.

(b) Suppose that β ∈ (0, 1), δ ∈ R, 0 < α < 1, and 2 < k + α ≤ l + β. For
each u ∈ C0

δ (M) with Pu ∈ Ck−2,α
δ (M), we have u ∈ Ck,αδ (M) with

‖u‖Ck,αδ (M) ≤ C
(
‖Pu‖Ck−2,α

δ (M) + ‖u‖C0
δ (M)

)
.

The regularity estimates above can be improved if P is semi-Fredholm,
meaning that the kernel of P is finite-dimensional and the image of P is
closed.

Proposition 5.2. Suppose that g satisfies (5.1), and let P satisfy part (a)
of Assumption P.

(a) Suppose β ∈ [0, 1), δ ∈ R, 1 < p <∞, and 2 ≤ k ≤ l. If P : Hk,p
δ (M)→

Hk−2,p
δ (M) is semi-Fredholm, then there exist a compact set K ⊆M

and a constant C such that for each u ∈ Hk,p
δ (M) we have

(5.2) ‖u‖Hk,p
δ (M) ≤ C

(
‖Pu‖Hk−2,p

δ (M) + ‖u‖Hk,p(K)

)
.

(b) Suppose that β ∈ (0, 1), δ ∈ R, 0 < α < 1, and 2 < k + α ≤ l + β. If
P : Ck,αδ (M)→ Ck−2,α

δ (M) is semi-Fredholm, then there exist a com-

pact set K ⊆M and a constant C such that for each u ∈ Ck,αδ (M) we
have

(5.3) ‖u‖Ck,αδ (M) ≤ C
(
‖Pu‖Ck−2,α

δ (M) + ‖u‖Ck,αδ (K)

)
.
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Remark 5.3.

(a) In the Sobolev case it follows from (5.2) that

‖u‖H0,p
δ (M) ≤ C‖Pu‖H0,p

δ (M)

for all u ∈ C∞c (MrK), which is equivalent to P being semi-Fredholm.
If the estimate also holds with p replaced by p∗ = p/(1− p) and δ
replaced by −δ, then P is in fact Fredholm; see [18, Lemma 4.10].

(b) The estimates (5.2) and (5.3) are related, but not equivalent, to the
“strong regularity intervals” of [4].

(c) The only properties of P used in the proof of Proposition 5.2 are the
semi-Fredholm property and boundedness in the appropriate spaces.
Thus for any compact operator K : Hk,p

δ (M)→ Hk−2,p
δ (M), the esti-

mate (5.2) holds with P replaced by P +K. Similarly, for any compact
operator K : Ck,αδ (M)→ Ck−2,α

δ (M), the estimate (5.3) holds with P
replaced by P +K.

Proof of Proposition 5.2. We prove only the Hölder norm estimate (5.3).
The Sobolev estimate follows from analogous reasoning; see also [18,
Lemma 4.10].

We first show that sections of E supported near the boundary can be
estimated by their distance to the kernel of P. Since P is semi-Fredholm
there exists ε > 0 such that no non-trivial element of ker(P) ∩ Ck,αδ (M) van-
ishes identically on the compact set K = MrCε. As all norms on a finite-
dimensional vector space are equivalent, we see that there exists c > 0 such
that

(5.4) c−1‖v‖Ck,αδ (K) ≤ ‖v‖Ck,αδ (M) ≤ c‖v‖Ck,αδ (K)

for all v ∈ ker(P) ∩ Ck,αδ (M).

Let Y be a topological complement of ker(P) in Ck,αδ (M) so that each

u ∈ Ck,αδ (M) may be uniquely written as u = u0 + uY with u0 ∈ ker(P)
and uY ∈ Y . The open mapping theorem implies that P : Y → ran(P) ⊆
Ck−2,α
δ (M) is a bijection with bounded inverse. In particular there exists

C ′ > 0 such that for all u = u0 + uY ∈ Ck,αδ (M) we have

(5.5) ‖uY ‖Ck,αδ (M) ≤ C
′‖Pu‖Ck−2,α

δ (M).
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Now suppose that (5.3) fails. Then, setting Km = MrC1/m, there exists

a sequence um ∈ Ck,αδ (M) having unit norm and such that

(5.6) 1 = ‖um‖Ck,αδ (M) ≥ m
(
‖Pum‖Ck−2,α

δ (M) + ‖um‖Ck,αδ (Km)

)
.

Writing um = vm + um,Y , with um,Y ∈ Y and vm in ker(P), we conclude
from (5.5) and (5.6) that

(5.7) ‖um,Y ‖Ck,αδ (M) ≤ C
′‖Pum‖Ck−2,α

δ (M) ≤ C
′/m.

Thus from the reverse triangle inequality we have, for sufficiently large m,
that

(5.8) ‖vm‖Ck,αδ (M) ≥
∣∣∣1− ‖um,Y ‖Ck,αδ (M)

∣∣∣ ≥ 1

2
.

For sufficiently large m, K ⊆ Km, and hence the Ck,αδ (Km) norm domi-

nates the Ck,αδ (K) norm. For such m the norm equivalence (5.4), together
with (5.6) and (5.7), imply that

‖vm‖Ck,αδ (M) ≤ c‖vm‖Ck,αδ (K)

≤ c‖vm‖Ck,αδ (Km)

= c‖um − um,Y ‖Ck,αδ (Km)

≤ c‖um‖Ck,αδ (Km) + c‖um,Y ‖Ck,αδ (M)

≤ c

m
(1 + C ′).

However, this contradicts (5.8). �

We now turn to the proof of Theorem 1.6, and assume that g ∈M l,β;1
weak

for some l ≥ 2 and β ∈ [0, 1). We first verify that P is indeed a uniformly
degenerate operator, and that the indicial map Is(P), defined in (1.10), is a
C0 bundle map.

Lemma 5.4 (Lemmas 4.1 and 4.2 of [18]). Suppose g ∈M l,β;1
weak for

l ≥ 2 and β ∈ [0, 1), and let P satisfy part (a) of Assumption P. Then in
background coordinates we may write

(5.9) P = aij(ρ∂i)(ρ∂j) + bi(ρ∂i) + c,

where the matrix-valued functions aij, bi, c extend continuously to M .
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Furthermore, the indicial map Is(P) : (EC)
∣∣
∂M
→ (EC)

∣∣
∂M

is a C0 bun-
dle map for each s ∈ C.

Proof. The proof in the strongly asymptotically hyperbolic setting, as pre-
sented in [18], relies on the fact that ρ2g extends to a C l,β metric on M .
Here we present those modifications necessary to adapt the arguments in
[18] to the weakly asymptotically hyperbolic setting.

As P is geometric, the operator Pu is obtained from contractions of
tensors formed from ρj(g∇)ju, (ρ(g∇))j Riem[g], g, (g)−1, and ρn+1dVg; see

Chapter 4 of [18]. It follows from the definition of M k,α;1
weak that g, (g)−1,

ρn+1dVg, and (ρ(g∇))j Riem[g] extend continuously to M , and that∣∣(ρ(g∇))j Riem[g]
∣∣
h

= O(ρ) as ρ→ 0.

Thus we focus our attention on ρj(g∇)ju, and let (gD) = (g∇)−∇ be
the tensor describing the difference between the Levi-Civita connections of
g and h. Note that ρ(gD) is a tensor field of weight 1 which is a sum of
contractions of

(5.10) ρ(g)−1 ⊗∇g and (g)−1 ⊗ g ⊗ dρ;

the first term is in C l−1,β
2 (M) ⊆ C0(M) and is O(ρ) as ρ→ 0, and the second

term is continuous on M .
We claim for 1 ≤ j ≤ l − 1 that the tensor (ρ(g∇))j [ρ(gD)] extends con-

tinuously to M and satisfies∣∣(ρ(g∇))j [ρ(gD)]
∣∣
h

= O(ρ) as ρ→ 0.

To see this, note that applying ρ(g∇) to the first term in (5.10) yields a
tensor field in C l−2,β

3 (M) ⊆ C0(M) that is O(ρ) as ρ→ 0. Applying ρ(g∇)
to the second term in (5.10) yields contractions of

ρ(g)−1 ⊗ (g)−1 ⊗ g ⊗ (∇g)⊗ dρ and ρ(g)−1 ⊗ g ⊗∇dρ,

both of which are in C l−1,β
3 (M). The claim regarding higher derivatives

follows by induction.
The proof of the lemma now follows exactly as in the proofs of Lemmas

4.1 and 4.2 in [18]. �

We now extend the results in Chapter 6 of [18], in which a parametrix
for P is constructed, to the weakly asymptotically hyperbolic setting. The
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construction relies on an estimate for the metric using boundary Möbius
parametrizations, which we now describe.

Recall from §2 that we identify a collar neighborhood Cρ∗ of the bound-

ary with ∂M × [0, ρ∗). For each point p̂ = (θ̂, 0) ∈ ∂M , let Θ̃ = (θ̃, ρ) be
local coordinates, related to the background coordinates Θ by an affine
transformation of the half space Rn × [0,∞), such that at p̂ the Θ̃ coor-
dinate representation of the metric g is δij and p̂ corresponds to Θ̃ = (0, 0).

The coordinates Θ̃ are uniformly equivalent to the coordinates Θ. For suf-
ficiently small r > 0, we define the boundary Möbius parametrization
Ψr : Y →M by (θ̃, ρ) = Ψr(x, y) = (rx, ry), where Y is the rectangle Y =
{(x, y) | |x| < 1, 0 < y < 1} ⊆ H. For any choice of r > 0, there exists a fi-
nite number of boundary Möbius parametrizations such that the {Ψr(Y )}
cover the open set Cr = ∂M × (0, r) and are uniformly locally finite; this
uniformity is independent of the choice of r.

The following estimate of the difference Ψ∗rg − ğ, with respect to the
intrinsic Hölder norm on Y ⊆ H, plays the role of Lemma 6.1 in [18].

Lemma 5.5. Suppose g ∈M l,β;1
weak and let Ψr be a boundary Möbius parame-

trization as described above. Then there is a constant C > 0, independent of
p̂, and a sufficiently small r, such that

(5.11) ‖Ψ∗rg − ğ‖Cl,β(Y ) ≤ Cr.

Proof. It suffices to consider a Möbius parametrization Φ̆ : B2 → H centered
at some (x0, y0) ∈ H and to estimate

(Ψr ◦ Φ̆)∗g − ğ

in C l,β(B2). Note that (θ̃, ρ) = (Ψr ◦ Φ̆)(x, y) = (rx0 + ry0x, ry0y), and there-
fore

(Ψr ◦ Φ̆)∗g = (gij ◦Ψr ◦ Φ̆)
dΘ̃i ⊗ dΘ̃j

y2
.

Note also that y is bounded above and below, and that Φ̆ is an isometry of
(H, ğ).

Let f be any of the component functions gij − δij in Θ̃ coordinates. We
seek to show

‖f ◦ (Ψr ◦ Φ̆)‖Cl,β(B2) ≤ Cr.

Since f vanishes at Θ̃ = (0, 0), the C0 estimate follows from the boundedness
of ∂Θ̃gij and the mean value theorem. The Hölder estimates of derivatives

of f ◦ (Ψr ◦ Φ̆) follow from Lemma 2.3(e). �
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With (5.11) established, the parametrix construction of [18] follows using
Lemma 5.5 in place of [18, Lemma 6.1]. In particular, we obtain improved
regularity of solutions to Pu = f .

Lemma 5.6 (Lemma 6.4 of [18]). Suppose g ∈M l,β;1
weak, let P satisfy As-

sumption P, and let R be the indicial radius of P as defined in §1.

(a) Suppose that β ∈ [0, 1), 1 < p <∞, 2 ≤ k ≤ l, |δ + n/p− n/2| < R,
and |δ′ + n/p− n/2| < R. Then for each u ∈ H0,p

δ (M ;E) with Pu ∈
Hk−2,p
δ′ (M ;E) we have u ∈ Hk,p

δ′ (M ;E).

(b) Suppose β ∈ (0, 1), 0 < α < 1, 2 ≤ k + α ≤ l + β, |δ − n/2| < R, and
|δ′ − n/2| < R. Then for each u ∈ C0

δ (M ;E) with Pu ∈ Ck−2,α
δ′ (M ;E)

we have u ∈ Ck,αδ′ (M ;E).

Subsequently, the proofs of Proposition 6.5, Theorem 6.6 and the affir-
mative portion of Theorem C in [18], which corresponds to Theorem 1.6
above, proceed with no further modifications. We have not pursued the
possibility of extending the negative portion of Theorem C to the weakly
asymptotically hyperbolic setting.

6. The Yamabe problem

We now address the solvability of (1.12). In fact, we construct positive solu-
tions to the more general Lichnerowicz-type equation appearing in general
relativity (see, for example, [10]):

∆gφ =
n− 1

4n
R[g]φ(6.1)

−Aφ−(3n+1)/(n−1) −Bφ−(n+1)/(n−1) +
n2 − 1

4
φ(n+3)/(n−1),

where A,B are non-negative functions. Solutions to (1.12) can then be ob-
tained by taking A = 0 and B = 0.

In order to address the solvability of (6.1) we first use Theorem 1.6
to establish an existence result for linear scalar equations. We remind the
reader that our sign convention for the Laplace operator is opposite to that
of [18].

Proposition 6.1. Suppose that g ∈M l,β;1
weak for l ≥ 2 and β ∈ (0, 1). Let k ∈

N and α ∈ (0, 1) satisfy 2 ≤ k + α ≤ l + β. Suppose also that κ ∈ Ck−2,α
σ (M)
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for some σ > 0, and that c is a constant satisfying c > −n2/4 and c− κ ≥ 0.
Then so long as

(6.2)
∣∣∣δ − n

2

∣∣∣ <√n2

4
+ c,

the map

∆g − (c− κ) : Ck,αδ (M)→ Ck−2,α
δ (M)

is invertible.
Furthermore, if ρ2g ∈ C2

phg(M), ρ−νf ∈ C0
phg(M) for some ν > n/2−√

n2/4 + c, and κ is a polyhomogeneous function (which necessarily vanishes

on ∂M), then the unique function u ∈ C2,α
δ (M) such that

(6.3) ∆gu+ (κ− c)u = f

is polyhomogeneous and satisfies the following boundary regularity condi-
tions:

• If ν > n/2 +
√
n2/4 + c, then ρ−n/2−

√
n2/4+c u ∈ C0

phg(M).

• If |ν − n/2| <
√
n2/4 + c, then ρ−νu ∈ C0

phg(M).

• If ν = n/2 +
√
n2/4 + c, then ρ−µu ∈ C0

phg(M) for all µ < ν.

Proof. Since κ ∈ Ck−2,α
σ (M), multiplication by ρ−σκ is a continuous map

Ck−2,α
δ (M)→ Ck−2,α

δ (M).(6.4)

By the Rellich Lemma [18, Lemma 3.6(d)], multiplication by ρσ is a compact
operator

Ck,αδ (M)→ Ck−2,α
δ (M).(6.5)

Thus multiplication by κ, as the composition of a continuous operator and
a compact operator, is a compact operator

Ck,αδ (M)→ Ck−2,α
δ (M).(6.6)

The Laplacian ∆g is well known to be a formally self-adjoint elliptic
geometric operator. From Corollary 7.4 of [18] we have that the indicial
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radius of ∆g − c is
√
n2/4 + c. Hence

(6.7) ∆g − (c− κ) : Ck,αδ (M)→ Ck−2,α
δ (M)

is Fredholm of index zero so long as (6.2) holds. To show that ∆g − (c− κ)
is invertible, it is sufficient to verify that the kernel is trivial. Suppose,
therefore, that v is in the kernel; by Lemma 5.6 we have v ∈ C l,βδ (M) for all
δ satisfying (6.2). In particular, v has sufficient decay that we may integrate
by parts to conclude

0 =

∫
M

(
|dv|2g + (c− κ)v2

)
dVg,

from which we deduce that v = 0. Note that in the case c− κ = 0, we must
have c = 0 and thus δ > 0 by (6.2); since the only constant function in
Ck,αδ (M) is the zero function, we find v = 0.

Suppose now that ρ2g ∈ C2
phg(M). If f is a polyhomogeneous function

with ρ−νf ∈ C0
phg(M), then f ∈ Ck,αν (M) for all k ∈ N0 and α ∈ [0, 1). Thus

(6.3) has a unique solution u ∈ Ck,αδ (M) for all 0 < δ ≤ ν satisfying (6.2),
and for all k ≥ 2. Theorem A.14 ensures that the solution u is polyhomoge-
neous.

The boundary regularity follows from inserting the expansion (A.2)
of u into (6.3) and carrying out a formal asymptotic computation using
Lemma A.7: If ν is in the Fredholm range, then u has the same behavior as

f , but if f asymptotically decays as ρn/2+
√
n2/4+c there is a resonance, lead-

ing to terms with logarithms. Finally, if f decays faster than ρn/2+
√
n2/4+c,

then the leading behavior of u is ρn/2+
√
n2/4+c, as such terms are annihilated

by the indicial operator of ∆g. �

In order to construct solutions to (6.1), it is useful to first make a con-
formal change of the metric so that it has negative scalar curvature.

Lemma 6.2. Suppose that g ∈M l,β;1
weak for l ≥ 2 and β ∈ (0, 1). Then there

exists a positive function ψ with ψ − 1 ∈ C l,β1 (M) such that the scalar cur-
vature of ψ4/(n−1)g is strictly negative.

Furthermore, if ρ2g ∈ C2
phg(M), then ψ ∈ C2

phg(M).

Proof. Since g is weakly asymptotically hyperbolic, Theorem 1.2 implies that
the scalar curvature satisfies R[g] + n(n+ 1) ∈ C l−2,β

1 (M). Using a smooth

cutoff function, we may construct a function R̃ such that R̃+ n(n+ 1) ∈
C l−2,β

1 , such that R̃ ≤ min (R[g]− ρ3,−1) on M , and such that R[g]− R̃ ∈
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C l−2
2 (M). Applying Proposition 6.1 with κ = ((n− 1)/4n)(R̃− R[g]) and

c = 0, we obtain the existence of a function u ∈ C l,β1 (M) satisfying

∆gu−
n− 1

4n
(R[g]− R̃)u =

n− 1

4n
(R[g]− R̃).

Thus ψ = 1 + u satisfies ∆gψ = ((n− 1)/4n)(R[g]− R̃)ψ. As R[g]− R̃ ≥
ρ3 > 0 on M and ψ|∂M = 1, the strong (Hopf) maximum principle implies
ψ > 0. Thus from (1.11) we have

R[ψ4/(n−1)g] =

(
− 4n

n− 1
∆gψ + R[g]ψ

)
ψ−(n+3)/(n−1)(6.8)

= R̃ψ−4/(n−1) < 0.

In the case that ρ2g ∈ C2
phg(M), the regularity of ψ follows from the latter

part of Proposition 6.1. �

Remark 6.3. If g ∈M l,β;1
weak for l ≥ 2 and β ∈ (0, 1) and ψ is a positive

function with ψ − 1 ∈ C l,β1 (M), then ψ4/(n−1)g ∈M l,β;1
weak as well.

We now address the solvability of (6.1), following the standard method
of super- and subsolutions [16]; see [5] and [4] for a related discussion in the
asymptotically hyperbolic setting; see [10], and the references therein, for
analogous treatments in the compact and asymptotically Euclidean settings.

Proposition 6.4. Suppose that g ∈M l,β;1
weak for l ≥ 2 and β ∈ (0, 1). Sup-

pose furthermore that A,B ∈ C l−2,β
1 (M) are nonnegative functions. Then

there exists a unique positive function φ with φ−1∈C l,β1 (M) satisfying (6.1).
Furthermore:

(a) If g ∈M l,β;2
weak with R[g] + n(n+ 1) ∈ C l−2,β

2 (M) and A,B ∈ C l−2,β
2 (M),

then φ− 1 ∈ C l,β2 (M) and thus φ4/(n−1)g ∈M l,β;2
weak.

(b) If ρ2g ∈ C2
phg(M) and ρ−2A, ρ−2B ∈ C0

phg(M), then φ ∈ C2
phg(M) and

thus ρ2φ4/(n−1)g ∈ C2
phg(M).

We remark that if g is smoothly conformally compact, the solution φ
may nevertheless be polyhomogeneous, rather than smooth, on M ; see [4].

Proof. It follows from Lemma 6.2 that there exists a positive function ψ
with ψ − 1 ∈ C l,β1 (M) such that R[ψ4/(n−1)g] < 0, and from Remark 6.3
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that ψ4/(n−1)g ∈M l,β;1
weak. Setting γ = ψ4/(n−1)g, a = ψ−4(n+1)/(n−1)A, and

b = ψ−2(n+2)/(n−1)B we easily verify that a function θ satisfies

∆γθ = F (θ) :=
n− 1

4n
R[γ]θ − aθ−(3n+1)/(n−1)(6.9)

− bθ−(n+1)/(n−1) +
n2 − 1

4
θ(n+3)/(n−1)

if and only if φ = ψθ satisfies (6.1); we further require θ|∂M = 1 and θ > 0.
Note that while F : M × (0,∞)→ R, we suppress explicit dependence on
M . Note also that any function v with v = 1 +O(ρ) satisfies F (v) = O(ρ)
as ρ→ 0.

We show that there exists a solution to (6.9) by constructing barriers.
We first note that there exists a constant C > 0 such that

−C ≤ R[γ] ≤ − 1

C
and 0 ≤ a, b ≤ C.

Thus there exists a constant u∗ ∈ (−1, 0) with F (1 + u∗) ≤ 0.
Without loss of generality, we may assume that ∆γρ < 0 on M ; see the

construction in [17, Section 4.1]. Since R[γ] = −n(n+ 1) +O(ρ) and R[γ] is
strictly negative, there exists a constant N > 0 sufficiently large so that

(1−Nρ)4/(n−1) <
−1

n(n+ 1)
R[γ] when ρ < N−1.

Thus

∆γ(1−Nρ) ≥ 0 ≥ F (1−Nρ) when ρ < N−1.

A similar argument shows that we may furthermore choose N > 0 such that

∆γ(1 +Nρ) ≤ 0 ≤ F (1 +Nρ) on M.

Since (x, u) 7→ F (1 + u)(x) and (x, u) 7→ ∂
∂uF (1 + u)(x) are continuous func-

tions on M × [u∗,maxM (1 +Nρ)] we can choose Λ > 0 sufficiently large so
that F (1 + u) < Λu and ∂

∂uF (1 + u) < Λ on that domain.
Define G(u) = F (1 + u)− Λu; note that G(u) is monotone decreasing in

u and that (6.9) is satisfied by θ = 1 + u if and only if u satisfies

(6.10) ∆γu− Λu = G(u), u|∂M = 0, u > −1.

Fix δ ∈ (1/2, 1) and note that if v ∈ C2,β
δ (M), then G(v) ∈ C2,β

δ (M).
Thus by Proposition 6.1 we may define a sequence of functions {ui}∞i=0 ⊆



i
i

“1-Lee” — 2018/1/24 — 11:58 — page 38 — #38 i
i

i
i

i
i

38 P. T. Allen, et al.

C2,β
δ (M) with u0 = Nρ and

∆γui+1 − Λui+1 = G(ui), i ∈ N0.

Since

(∆γ − Λ)(Nρ) ≤ G(Nρ) and (∆γ − Λ)(u∗) ≥ G(u∗)

and G is monotone decreasing, the maximum principle implies that

(6.11) Nρ ≥ ui ≥ ui+1 ≥ u∗ i ∈ N0.

If ρ < N−1 then we have (∆γ − Λ)(−Nρ) ≥ G(−Nρ). Using the maximum
principle, together with the lower bound in (6.11), we conclude that

(6.12) Nρ ≥ ui ≥ max (−Nρ, u∗)

for all i ∈ N0.
For any p > n/(1− δ), we have ρ ∈ Hk,p

δ (M) for all k ∈ N; see [18,

Lemma 3.2]. Thus the ui are uniformly bounded in H0,p
δ (M). The mono-

tonicity of G then implies that G(ui) is uniformly bounded in H0,p
δ (M) as

well. Thus we may apply elliptic regularity to conclude that the ui are uni-
formly bounded in H2,p

δ (M).
Note that if we also choose p such that p ≥ (n+ 1)/(1− β), then we have

H2,p
δ (M) ⊆ C1,β

δ (M); see [18, Lemma 3.6(c)]. Thus ‖ui‖C1,β
δ (M) is uniformly

bounded in i and the Rellich Lemma [18, Lemma 3.6(d)] implies that for any
choice of δ′ ∈ (1/2, δ) we may pass to a subsequence, which we also denote
{ui}, that converges to some u ∈ C0,β

δ′ (M). From (6.12) we have u ∈ C0
1 (M).

The elliptic estimate of Lemma 5.1 implies

‖uj − ui‖C2,β

δ′ (M) ≤ C
(
‖F (uj)− F (ui)‖C0,β

δ′ (M) + ‖uj − ui‖C0,β

δ′ (M)

)
;

thus {ui} is Cauchy in C2,β
δ′ (M), whence u ∈ C2,β

δ′ (M).
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For any smooth, compactly supported test function w we have∫
M

(u∆γw − F (1 + u)w) dVγ

= lim
i→∞

∫
M

(ui∆γw − F (1 + ui)w) dVγ

= lim
i→∞

∫
M

(∆γui − F (1 + ui))w dVγ

= lim
i→∞

∫
M

(Λ(ui − ui−1) + F (1 + ui−1)− F (1 + ui))w dVγ

= 0.

Thus u ∈ C2,β
δ′ (M) ∩ C0

1 (M) is a weak, and hence strong, solution to (6.10).

To see that u ∈ C l,β1 (M) we note that

∆γu− (n+ 1)u = f

where

f =
n− 1

4n
(R[γ] + n(n+ 1)) (1 + u)− a(1 + u)−(3n+1)/(n−1)

− b(1 + u)−(n+1)/(n−1) +
n2 − 1

4

[
(1 + u)(n+3)/(n−1) − 1− n+ 3

n− 1
u

]
.

Since δ′ > 1/2 we have f ∈ C0,β
1 (M). Thus Lemma 5.6 implies that u ∈

C l,β1 (M). Consequently, φ = ψ(1 + u) satisfies (6.1) and φ− 1 ∈ C l,β1 (M).

In the case that g ∈M l,β;2
weak and R[g] + n(n+ 1) ∈ C l−2,β

2 (M) we set w =

φ− 1 and note that w ∈ C l,β1 (M) and that w satisfies

∆gw − (n+ 1)w = f ′,

where

f ′ =
n− 1

4n
(R[g] + n(n+ 1)) (1 + w)−A(1 + w)−(3n+1)/(n−1)

−B(1 + w)−(n+1)/(n−1) +
n2 − 1

4

[
(1 + w)(n+3)/(n−1) − 1− n+ 3

n− 1
w

]
.

If A,B ∈ C l−2,β
2 (M) then f ′ ∈ C l−2,β

2 (M) and hence we conclude that w ∈
C l,β2 (M) as desired.
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To show uniqueness we follow the argument in [10]: Suppose that φ, φ̃
both satisfy (6.1) and φ− 1, φ̃− 1 ∈ C l,β1 (M). Setting γ̃ = φ̃4/(n−1)g, θ̃ =

φ̃−1φ, ã = φ̃−4(n+1)/(n−1)A, and b̃ = φ̃−2(n+2)/(n−1)B, we have

∆γ̃(θ̃ − 1) = F̃ (θ̃) :=
n− 1

4n
R[γ̃]θ̃ − ã θ̃−(3n+1)/(n−1)(6.13)

− b̃ θ̃−(n+1)/(n−1) +
n2 − 1

4
θ̃(n+3)/(n−1)

= −ã
(
θ̃−(3n+1)/(n−1) − 1

)
− b̃

(
θ̃−(n+1)/(n−1) − 1

)
+
n2 − 1

4

(
θ̃(n+3)/(n−1) − 1

)
,

where in the second line we have used (6.8) and the fact that φ̃ satisfies (6.1).
Since θ̃ > 0, for any real number r we have

θ̃r − 1 = (θ̃ − 1)fr

for some function fr with the same sign as r. Therefore, we may express
(6.13) in the form

∆γ̃(θ̃ − 1)− (c− κ̃)(θ̃ − 1) = 0,

where κ̃ is a C l−1,β
1 (M) function and c = (n+ 1)(n+ 3)/4 is a constant with

c ≥ κ̃. Thus we may apply Proposition 6.1 to conclude that θ̃ − 1 = 0.
Suppose now that ρ2g ∈ C2

phg(M) and ρ−2A, ρ−2B ∈ C0
phg(M). Then

ψ ∈ C2
phg(M) and iteratively applying the elliptic regularity estimates of

Lemma 5.1 implies that φ− 1 ∈ C∞1 (M). From Proposition A.18 we have
that θ, and thus φ, is polyhomogeneous. It readily follows from a straight-
forward asymptotic computation that φ ∈ C2

phg(M). �

In the case that g ∈M k,α;2
weak , Proposition 6.4 only implies φ4/(n−1)g ∈

M k,α;2
weak under the condition that R[g] + n(n+ 1) ∈ Ck−2,α

2 (M). To remove
this condition, and thus complete the proof of Theorem 1.7, we use the
following lemma.

Lemma 6.5. Suppose g ∈M k,α;2
weak with k ≥ 2 and α ∈ [0, 1). Then the con-

formal class of g contains a representative g̃ ∈M k,α;2
weak such that R[g̃] +

n(n+ 1) ∈ Ck−2,α
2 (M). Furthermore, g̃ can be chosen so that g 7→ g̃ is a

locally Lipschitz map M k,α;2
weak →M k,α;2

weak .
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Proof. Let g ∈M k,α;2
weak for k ≥ 2 and α ∈ [0, 1). We seek a positive function

θ ∈ C k,α;2(M) such that θ|∂M = 1 and R[θ−2g] + n(n+ 1) ∈ Ck−2,α
2 (M).

Due to Theorem 1.3, it suffices to show that

F (θ) := |d(θρ)|2g − 1− 2

n+ 1
(θρ)∆g(θρ) ∈ Ck−1,α

2 (M).

Note that F (1) = f , where f is defined by (3.3), and that g 7→ f is locally
Lipschitz continuous as a map M k,α;2

weak → C k−1,α;2(M). By Theorem 2.6,

there exists f̂ ∈ C k,α;2 such that f − f̂ ∈ Ck−1,α
2 (M); furthermore, g 7→ f̂ is

locally Lipschitz continuous as a map M k,α;2
weak → C k,α;2.

Let χ : R→ [0, 1] be a smooth cutoff function with χ = 1 on (−1/3,∞)
and suppχ ⊆ (−2/3,∞). Define

ŵ = −n+ 1

4n
f̂ and w = χ(ŵ)ŵ,

and set θ = 1 + w. Direct computation using Lemma 3.2 shows that

F (θ) = f + 2w +
2(n− 1)

n+ 1
ρ 〈dρ, dw〉g + Ck−1,α

2 (M)

= f +
4n

n+ 1
w + Ck−1,α

2 (M)

∈ Ck−1,α
2 (M)

as desired. Finally, as x 7→ x−2 is Lipschitz continuous on [1/3,∞), the map
g 7→ θ−2g is locally Lipschitz continuous as claimed. �

Corollary 6.6. Suppose g ∈M k,α;2
weak for some k ≥ 2 and α ∈ (0, 1). Then

there exists a positive solution φ to (6.1) such that φ4/(n−1)g ∈M k,α;2
weak .

Proof. From Lemma 6.5 there exists positive function ψ ∈ C k,α;2 such that
g̃ = ψ4/(n−1)g ∈M k,α;2

weak and such that R[g̃] + n(n− 1) ∈ Ck−2,α
2 (M).

Setting Ã = ψ−4(n+1)/(n−1)A and B̃ = ψ−2(n+2)/(n−1)B we easily verify
that a function φ̃ satisfies

∆g̃φ̃ =
n− 1

4n
R[g̃]φ̃

− Ãφ̃−(3n+1)/(n−1) − B̃φ̃−(n+1)/(n−1) +
n2 − 1

4
φ̃(n+3)/(n−1)
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if and only if φ = ψφ̃ satisfies (6.1). From Proposition 6.4(a) there exists φ̃ ∈
1 + Ck,α2 (M) satisfying this equation and such that φ4/(n−1)g = φ̃4/(n−1)g̃ ∈
M k,α;2

weak . �

Proof of Theorem 1.7. Suppose that g ∈M k,α;1
weak and let φ be the unique

solution to (1.12) provided by Proposition 6.4. As φ− 1 ∈ Ck,α1 (M), we have

φ ∈ C k,α;1 and thus ĝ = φ4/(n−1)g ∈M k,α;1
weak and R[ĝ] = −n(n+ 1).

In the case that g ∈M k,α;2
weak , the result is a consequence of Corollary 6.6.

Finally, in the case that g is polyhomogeneous, the polyhomogeneity of φ,
and hence ĝ, follows from Proposition 6.4(b). �

Appendix A. Polyhomogeneity and boundary regularity

Our purpose in this appendix is to give a self-contained account of the
boundary regularity of solutions to equations of the form

(A.1) Pu = f

in the polyhomogeneous setting; here P is a linear geometric operator acting
on sections of tensor bundle E arising from a metric g that is polyhomo-
geneous in the sense defined below. We further assume that P satisfies As-
sumption P. Many of the methods employed here have been used elsewhere
to obtain related results; we note in particular [5], [20], [21], [23], and [24].

A.1. The conormal and polyhomogeneous spaces

We first define conormality classes for tensor fields on M using the collection
Vb of smooth vector fields on M tangent to the boundary ∂M . In background
coordinates Θ = (θi, ρ), a vector V ∈ Vb can be expressed as V i∂θi + V ρρ∂ρ
where V i, V ρ are smooth functions on M . Define A(M) to be the class of
smooth tensor fields u on M satisfying LV1

· · · LVku ∈ L∞(M) for any finite
set {V1, . . . , Vk} ⊆ Vb.

Remark A.1. Direct computation shows that u ∈ A(M) if and only if in
any background coordinate chart (U ,Θ) the functions expressing u in terms
of the ‘normalized’ background coordinate frame {ρ∂Θµ} and associated dual
frame {ρ−1dΘµ} extend to elements of A(M).

For δ ∈ R we set Aδ(M) =
⋂
t<δ ρ

tA(M) and A−∞(M) =
⋃
δ∈RAδ(M).

We emphasize that ρδA(M) is a proper subset of Aδ(M); see Remark A.4
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below. Sections of class A−∞ are called conormal; classes analogous to A,
Aδ, and A−∞ have been employed elsewhere; see e.g. [20], [21], [23], [24].

We now define an important subset of A−∞(M), the polyhomogeneous
sections. First, we consider functions on a background coordinate chart
(U ,Θ). We say a complex-valued function f is polyhomogeneous on U
if

(a) there exist sequences si ∈ C and pi ∈ N0 with Re(si) non-decreasing
and diverging to +∞ as i→∞,

(b) there exist smooth functions f ip(θ), p = 0, . . . , pi, defined on an open

neighborhood of U , and

(c) for each k ∈ N there exists N ∈ N such that

f −
N∑
i=0

pi∑
p=0

ρsi(log ρ)pf ip ∈ ρkA(U),

where we extend each f ip to functions on U that are independent of ρ.

In this case we write

f ∼
∞∑
i=0

pi∑
p=0

ρsi(log ρ)pf ip.

Denote by Aphg(U) the collection of polyhomogeneous functions on U . We
remark that this definition is somewhat more general that those used in [3],
[4], [17], where si are assumed to be real; see [21].

We call a smooth section u of tensor bundle E on M polyhomogeneous
if in each background coordinate chart (U ,Θ) the functions that describe
the components of u with respect to the normalized background coordinate
frame (see Remark A.1) are in Aphg(U) and if the sequences {si}, {pi} are
the same in each chart. Thus in each background coordinate chart, we may
write

(A.2) u ∼
∞∑
i=0

pi∑
p=0

ρsi−r(log ρ)puip

for some matrix-valued functions uip; here r is the weight of the bundle
E. Note that in fact these matrix-valued functions are the expression in
coordinates of smooth sections of E|∂M .



i
i

“1-Lee” — 2018/1/24 — 11:58 — page 44 — #44 i
i

i
i

i
i

44 P. T. Allen, et al.

Let Aphg(M) denote the collection of polyhomogeneous tensor fields.
Note that Aphg(M) ⊆ A−∞(M); see Lemma A.5 below.

It is sometimes convenient to restrict attention to polyhomogeneous
fields with exponents si in a particular set; thus for S ⊆ C we denote by
ASphg(M) those elements of Aphg(M) for which the expansion (A.2) has
{si} ⊆ S.

We set Ck,αphg(M) = Ck,α(M) ∩ Aphg(M).

Remark A.2. The factor of ρ−r in (A.2) is motivated by the fact that
if the tensor bundle E has weight r then sections u satisfy |u|g = ρr|u|g.
This convention implies that if a tensor u has expansion (A.2) then |u|g
behaves as ρRe(s0)(log ρ)p0 for ρ small; see part (a) of Lemma A.5 below. We
further note that u ∈ AS+r

phg (M) precisely if the functions describing u in any

background coordinate chart (U ,Θ) are in ASphg(U).

Remark A.3.

(a) It follows directly from the definition that if u ∈ Aphg(M) then for any
δ ∈ R one may choose a finite set S ⊆ C such that u = ufin + urem with
ufin ∈ ASphg(M) and urem ∈ Aδ(M).

(b) Observe that polyhomogeneous expansions are unique in the sense that
if u = uphg + urem with uphg ∈ Aphg(M) and urem ∈ Aδ(M) for some
δ ∈ R, then the tensors uip of the terms ρsi(log ρ)puip with Re(si) < δ
are uniquely determined.

Remark A.4. It is helpful to have some examples to distinguish the various
regularity classes above.

(a) If s ∈ C then for any l ∈ N we have ρs(log ρ)l ∈ Aδ(M) if δ = Re(s),
but ρs(log ρ)l is not in ρδA(M).

(b) Furthermore, ρs(log ρ)l is polyhomogeneous, but is in Ck,αphg(M) only if
Re(s) > k + α.

(c) Finally, if ε > 0 and v ∈ C∞(M) is not constant along ∂M , then the
function ρε sin (v log ρ) is an element of both Aε(M) and Ck,α0 (M) for
all k and α, but is neither in ρεA(M) nor in Aphg(M).

The following lemma records several important relationships among these
regularity classes.
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Lemma A.5.

(a) If u ∈ Aphg(M) with leading exponent s0 in expansion (A.2), then u ∈
Aδ(M) for δ = Re(s0); thus

Aphg(M) ⊆ A−∞(M).

(b) If α ∈ [0, 1) and δ ∈ R then for tensor fields of weight r we have

Aphg(M) ∩ C0,α
δ (M) ⊆ ρδA(M) ∩ ρδ−rC0

phg(M).

(c) If k ∈ N0, α ∈ [0, 1), and δ′ < δ, then

Aδ(M) ⊆ ρδ′A(M) ⊆ Ck,αδ′ (M).

(d) If k ∈ N0 and α ∈ [0, 1) then for tensor fields of weight r we have

C0
phg(M) ⊆ Ck,αr (M).

(e) If u ∈ Ckphg(M) then there exists γ ∈ (0, 1) such that u ∈ Ck,γphg(M).

Proof. The first claim follows from Remarks A.4 and A.3.
To prove the remaining claims, first observe that in the image of a Möbius

parametrization Φp0 the defining function ρ is comparable to ρ0 = ρ(p0) and
|Φ∗p0u(x, y)| = ρr0|u(θ0 + ρ0x, ρ0y)|; thus for scalar functions |∂yΦ∗p0f(x, y)| ≈
|ρ∂ρf |Φ(x,y), etc. Claim (b) then follows by noting that the weight δ places
restrictions on the leading exponent of the polyhomogeneous expansion;
Hölder continuity implies that there can be no “leading log term” and thus
ρ−δ+ru extends continuously to M . The third claim follows from the defini-
tions of the spaces involved, while direct computation shows that C0,α(M) ⊆
C0,α
r (M) and the fourth claim follows from considering Möbius parametriza-

tions as above.
The final claim is due to the discreteness of the sequence {si} appearing

in the polyhomogeneous expansion of u. �

The following is an immediate consequence of Lemma A.5(b,d) and
Proposition 1.2.

Corollary A.6. Suppose that g ∈ Cmphg(M) is a Riemannian metric on M

for some m ≥ 1, and that |dρ|g = 1 along ∂M . Then g = ρ−2g ∈M k,α;m
weak for

all k ≥ m and for all α ∈ [0, 1).
Conversely if g ∈M k,α;m

weak for some m ≥ 1 and g ∈ Aphg(M), then g =
ρ2g ∈ Cmphg(M).
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A.2. Analysis of the indicial operator

We now restrict attention to the case where g ∈M k,α;2
weak ∩ Aphg(M), and thus

g = ρ2g ∈ C2
phg(M), and investigate the boundary regularity of solutions u

to (A.1).
We first construct from the indicial map Is(P), defined in (1.10), a differ-

ential operator which, in the polyhomogeneous setting, approximates P in
the ρ direction; see Lemma A.7 below. Following [21], we define the indicial
operator I(P) to be the unique dilation-invariant operator on ∂M × (0,∞)
satisfying ρ−sI(P)(ρsu) = Is(P)u for all smooth sections u of E|∂M .

In background coordinates Θ = (θ, ρ), in which P takes the form (1.9),
we have by direct computation that

(A.3) Is(P) =
(
s2a+ sb+ c

)
,

where we have set a = aρρ|ρ=0, b = bρ|ρ=0, and c = c|ρ=0. Thus the operator
I(P) is given by

(A.4) I(P) = a(ρ∂ρ)
2 + b(ρ∂ρ) + c.

We emphasize that the coefficient matrices a, b, c are the expressions in
coordinates of endomorphisms of E|∂M and thus are functions only of θ; we
furthermore note that the ellipticity of P implies that a is invertible.

Identifying, as above, the collar neighborhood C with ∂M × (0, ρ∗) we
extend I(P) to an operator I(P) on M by choosing a smooth cutoff function
ϕ : (0,∞)→ [0,∞) satisfying ϕ ≡ 1 on (0, 1

2ρ∗] and ϕ ≡ 0 for ρ ≥ 2
3ρ∗ and

setting I(P) = ϕ I(P). We furthermore defineR := P − I(P). The operator
I(P) approximates P in the following sense.

Lemma A.7. Suppose that g ∈M k,α;2
weak ∩ Aphg(M), and that P satisfies As-

sumption P. There exists γ ∈ (0, 1] such that if u ∈ Aδ(M) for some δ ∈ R,
then Ru ∈ Aδ+γ(M).

Proof. It suffices to work in that portion of a background coordinate chart
(U ,Θ) where I(P) = I(P). The claim then follows from carefully examining
the background coordinate expression (1.9) of P, which is a sum of

(a) terms of the form ρ f (ρ∂ρ)
k∂l1θ1 · · · ∂

lm
θm , where 1 ≤ l1 + · · ·+ lm and l1 +

· · ·+ lm + k ≤ 2 and f ∈ A(U), and

(b) the operator aρρ(ρ∂ρ)
2 + bρ(ρ∂ρ) + c.
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Operators of the first type clearly map Aδ(U) to Aδ+1(U). The polyhomo-
geneity of g, and thus of the coefficients of P, implies that for some γ ∈ (0, 1]
we can write

aρρ = a+ ργ ã, bρ = b+ ργ b̃, c = c+ ργ c̃,

with ã, b̃, c̃ ∈ A(U) and a, b, c as in (A.3). Thus aρρ(ρ∂ρ)
2 + b(ρ∂ρ) + c =

I(P) + J, where J takes Aδ(U) to Aδ+γ(U) for all δ ∈ R. �

Remark A.8. We remark that if {si} is the sequence of exponents ap-
pearing in the polyhomogeneous expansion of the coefficients of P, then the
constant γ appearing in the lemma is simply a lower bound on the “first
gap” in the sequence {Re(si)}.

The previous lemma suggests that the boundary behavior of solutions
to (A.1) can be understood by studying I(P). We proceed by first showing
that on the collar neighborhood C of ∂M , I(P) is comparable to the corre-
sponding operator in hyperbolic space. To this end, denote by Ĕ the tensor
bundle over (H, ğ) corresponding to the same representation of O(n+ 1) as
E, and define P̆ = P[ğ] to be the geometric operator on Ĕ given in coordi-
nates by the same formula as P. The operator P̆ is invariant under isometries
of (H, ğ); thus the indicial map Is(P̆) is translation-invariant along {y = 0}.
Consequently the characteristic exponents of P̆ and their multiplicities, as
well as the coefficients (in Cartesian coordinates) of the indicial operator
I(P̆), are constant as well.

Lemma A.9. Suppose g ∈M k,α;2
weak and P satisfies Assumption P.

(a) The characteristic exponents of P and their multiplicities are constant
along ∂M , and agree with those of P̆.

(b) Assume that g|∂M ∈ C l(∂M). Then for each of the finitely many coor-
dinate charts (U, θ) on ∂M used to construct the background coordinate
charts there exists an invertible matrix S ∈ C l(U) such that on U we
have

Is(P) = S−1Is(P̆)S.

(c) Assume that g|∂M ∈ C l(∂M), and let (U, θ) and S be as in point (b)
above. Then the restriction of I(P) to U × (0,∞) satisfies

I(P) = S−1I(P̆)S.
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Proof. The first claim is the content of Lemma 4.3 of [18], the proof of which
we summarize here. First, fix p̂ ∈ U ⊆ ∂M and use θ to identify U with an
open subset of Rn = {y = 0} ⊆ H. Through an affine change of coordinates
θ, we may arrange that p̂ corresponds to the origin and that gij = δij there.

The proof of the first claim follows by showing that Is(P) = Is(P̆) at the
origin. This, in turn, is obtained by carefully examining the various types of
terms which may appear in a geometric operator and showing that for each
type the difference between a term arising from g and the corresponding term
arising from ğ has vanishing indicial map. For example, the difference ten-
sor ∇− ∇̆ has components Eijk = ρ−1∂jρ(gilgkl − δilδkl) +O(ρ), and thus

the fact that gij = δij at the origin implies that the map u 7→ ρ∇u− ρ∇̆u
vanishes there.

The second claim relies on observing that the aforementioned affine
change of coordinates is based on the Gram-Schmidt algorithm and there-
fore consists of rational functions of the components of g|∂M . Thus at each
point the matrix taking the background coordinate frame to the standard
Cartesian coordinate frame is as regular as the metric g|∂M .

The third claim follows from the coordinate expressions for the indicial
map (A.3) and for the corresponding indicial operator (A.4). �

The previous lemma allows us to understand, in the polyhomogeneous
setting, solutions to I(P)u = f if f vanishes near the boundary. Let C ⊆ C
be the (finite) collection of characteristic exponents of P.

Lemma A.10. Suppose g ∈M k,α;2
weak ∩ Aphg(M), and suppose that P satis-

fies Assumption P. If w ∈ C∞(M) satisfies I(P)w = f with f vanishing on
the collar neighborhood Ca for some a ∈ (0, ρ∗), then w ∈ AC+r

phg (M), where
r is the weight of w.

Proof. It suffices to work in that part of the background coordinate chart
(U ,Θ) where I(P) = I(P) and f = 0. Working in coordinates, we view w
as a matrix-valued function; note that this involves a shift by r in the set
of exponents in polyhomogeneous expansion of w that we construct; see
Remark A.2.

In view of Lemma A.9, we have that I(P)w = 0 precisely if v = Sw is a
solution to

(A.5) I(P̆)v := ă(ρ∂ρ)
2v + b̆ρ∂ρv + c̆v = 0.

Note that the polyhomogeneity of g implies that g|∂M ∈ C∞(∂M) and thus
S is smooth.
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We now analyze (A.5), expressing it as the first order system

(A.6) ρ∂ρv = Av

by introducing the auxiliary variable w = ρ∂ρv and setting v = (v, w)t; here
A is the matrix of constants given by

A =

(
0 1

−ă−1c̆ −ă−1b̆

)
.

The eigenvalues of A are precisely the characteristic exponents of P̆
which, in view of Lemma A.9, agree with those of P. All solutions to (A.6)
take the form v = exp(A log ρ)v0, where v0 = v0(θ) is free. The entries of
the matrix exponential exp(A log ρ) are easily seen to be linear combinations
of ρs(log ρ)k with s ∈ C and non-negative integers k less than the dimension
of E; this follows from analyzing the exponential of the Jordan form of A
(see, for example, Chapter 3 of [25]). Consequently, if the free data v0 is
smooth in θ then the corresponding homogeneous solution lies in ACphg(U).

Finally, note that v, the first component of v, satisfies I(P̆)v = 0, and thus
w = S−1v ∈ ACphg(U) is the corresponding solution to I(P)w = 0. Adapting
the expansion to the normalized background coordinate frame yields the
result; see Remark A.2. �

We now define an operator G which we use below to study solutions to
I(P)u = f .

Proposition A.11. Suppose g ∈M k,α;2
weak ∩ Aphg(M), and suppose that P

satisfies Assumption P and has characteristic exponents C ⊆ C. Then there
exists an operator G : C∞(M)→ C∞(M) such that

(a) for a ∈ (0, ρ∗/2) we have that

(I(P) ◦ G)(f)|Ca = f |Ca ,

(b) for any δ ∈ R we have that f ∈ Aδ(M) implies G(f) ∈ Aδ(M), and

(c) for any S ⊆ C we have that f ∈ ASphg(M) implies G(f) ∈ AS∪(C+r)
phg (M),

where r is the weight of tensor field u.

Proof. Let ϕ be the same cutoff function used to define I(P). Restrict f ∈
C∞(M) to C, which we identify with ∂M × (0, ρ∗), and extend ϕf to f̃ ,
smoothly defined on ∂M × (0,∞), by f̃ = 0 for ρ ≥ ρ∗; note that f agrees
with f̃ on Ca for all a ≤ ρ∗/2.
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We now consider I(P)ũ = f̃ as a second-order linear ordinary differential
equation in ρ. Existence of a unique, smooth solution ũ, defined for all
ρ > 0, satisfying ũ|ρ=ρ∗

= 0 and ∂ρũ|ρ=ρ∗
= 0 is guaranteed by the classical

Cauchy-Lipschitz-Picard-Lindelöf theorem.
Note that ũ = 0 for all ρ ≥ 2

3ρ∗. Thus restricting ũ to C and then ex-
tending trivially we obtain u ∈ C∞(M) such that

I(P)u|Ca = f |Ca

for all 0 < a < 1
2ρ∗. Defining G by f 7→ u = G(f), the first claim of the propo-

sition holds by construction.
In order to verify the remaining claims, it suffices to study the behavior of

G(f) in that portion of a background coordinate chart (U ,Θ) where I(P) =
I(P). To this end, with U = U × (0, ρ∗), we study I(P)ũ = f̃ on U × (0,∞).

As in the proof of Lemma A.10, it suffices to study the model problem
I(P̆)v = f̆ , where v = Sũ and f̆ = Sf̃ for smooth S = S(θ). We write the
model as the first order system

(A.7) ρ∂ρv = Av + f

with v and A as before, and f = (0, ă−1f̆)t. The solution to (A.7) corre-
sponding to ũ must satisfy v|ρ=ρ∗

= 0 and thus is given by

(A.8) v(θ, ρ) = exp (A log ρ)

∫ ρ

ρ∗

exp (−A log σ)f(θ, σ)
1

σ
dσ.

In order to establish the second claim it suffices to consider the deriva-
tives ∂θiv and ρ∂ρv, as well as higher-order derivatives (ρ∂ρ)

l(∂θ)
mv. That

these are bounded by the corresponding derivatives of f follows from the
translation invariance of A and ă, and the identity ρ∂ρv = Av + f .

In the polyhomogeneous setting it suffices to understand the structure
of (A.8) in the case that A is a single Jordan block sI + N, where s an
eigenvalue of A and N is nilpotent, and that S is finite. In this case exp (Aτ)
is an upper-triangular matrix with eτs along the diagonal and entries of the
form eτsp(τ), with p some polynomial, above the diagonal. Taking τ = log ρ
it is straightforward to verify that if f ∈ ASphg(M), and hence f ∈ ASphg(U),

then v ∈ AS∪Cphg (U). The third claim follows from adapting the expansion to
a normalized frame. �
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Remark A.12. Lemma A.10 and Proposition A.11 imply that if I(P)u =
f , then u = G(f) + w, where w ∈ AC+r

phg (M) and I(P)w ∈ Aδ(M) for all
δ ∈ R.

Remark A.13. As is evident from the proofs of Lemma A.10 and Proposi-
tion A.11, the presence of logarithms in expansions of solutions to I(P)u = f
is a consequence of the algebraic structure of P, and the exponents appear-
ing in the expansion of f . In particular, logarithms appear either if two
characteristic exponents differ by an integer, or in the resonant case, if the
expansion of f includes a characteristic exponent.

A.3. Boundary regularity

In this subsection we prove the following boundary regularity theorem.

Theorem A.14. Suppose that g ∈M k,α;2
weak ∩ Aphg(M), P satisfies Assump-

tion P, and that f is polyhomogeneous. Suppose α ∈ (0, 1) and |δ − n
2 | < R,

where R is the indicial radius of P. If u ∈ C2,α
δ (M) is a solution to Pu = f ,

then u is polyhomogeneous.

We divide the proof of Theorem A.14 into two steps, showing first that
u is conormal and subsequently that it is polyhomogeneous. Conormality is
established by showing that, for V ∈ Vb, LV u is in the same weighted Hölder
space as u. As TM has weight −1, commuting LV into the equation Pu = f
leads to a loss of weight; this loss can be recovered using Proposition 5.6
if the indicial radius R is greater than 1/2; see e.g. [5, 20]. Here we follow
an alternate approach, obtaining bounds on LV by estimating difference
quotients via Proposition 5.2; cf. [4].

For V ∈ Vb, denote by ψV (ε) : M →M the diffeomorphism obtained by
flowing along integral curves of V for time ε. Since V is tangent to ∂M ,
and since M is compact, for each V ∈ Vb there exists some ε∗ > 0 such that
ψV (t) is defined when |ε| ≤ ε∗. Define the difference operator, acting on a
tensor field u, by ∆ε

V u = ψV (ε)∗u− u; thus

LV u =
d

dε
[ψV (ε)∗u]ε=0 = lim

ε→0

[
∆ε
V u

ε

]
.

We record some elementary facts regarding difference operators; while stated
for V ∈ Vb, they hold for any vector field V , provided ∆ε

V is well-defined.
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Lemma A.15. For each V ∈ Vb there exists ε∗ > 0 such that we have the
following.

(a) For each k ≥ 1 there exists a constant C such that for all u ∈ Ckδ (M)
we have

‖∆ε
V u‖Ck−1

δ (M) ≤ εC‖LV u‖Ck−1
δ (M)

for all ε ∈ (0, ε∗].

(b) For any k ≥ 1 and for any compact set K ⊆M there exists a constant
C such that if u ∈ Ckδ (M), then we have

‖∆ε
V u‖Ck−1

δ (K) ≤ εC‖u‖Ckδ (M)

for all ε ∈ (0, ε∗].

Proof. For any tensor field w, we may integrate LV w along the flow associ-
ated to V , obtaining

(A.9) ∆ε
V w =

∫ ε

0
ψV (σ)∗(LV w) dσ.

This implies that ‖∆ε
V w‖C0(M) ≤ εC‖LV w‖C0(M). The first claim then fol-

lows from differentiating (A.9) in background coordinates and observing
that |∆ε

V ρ| = O(ε), while the second claim is a consequence of ρ|K being
uniformly bounded away from zero. �

The following commutator estimates rely essentially on V being in Vb.

Lemma A.16. Suppose that (M, g) and P satisfy the hypotheses of Theo-
rem A.14, and that V ∈ Vb. Furthermore, let k ≥ 2.

(a) Let ε∗ > 0 be as in Lemma A.15. Then for any u ∈ Ckδ (M) we have

‖ [P,∆ε
V ]u‖Ck−2

δ (M) ≤ εC‖u‖Ckδ (M)

for all ε ∈ (0, ε∗].

(b) The commutator [P,LV ] is a uniformly degenerate operator and thus
for any u ∈ Ckδ (M) we have [P,LV ]u ∈ Ck−2

δ (M) and

‖[P,LV ]u‖Ck−2
δ (M) ≤ C‖u‖Ckδ (M).

Furthermore, if k ≥ 3 and Wu ∈ Ck−1
δ (M) for all W ∈ Vb, then

‖LW [P,LV ]u‖Ck−3
δ (M) ≤ C‖u‖Ckδ (M).
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Proof. In background coordinates (Θµ) we have∣∣δαµ − ∂µψV (ε)α
∣∣ = O(ε), |∂µ∂νψV (ε)α| = O(ε),

etc.; see the proof of Theorem D.5 in [19]. Directly inspecting the background
coordinate expression of

[P,∆ε
V ]u = P (ψV (ε)∗u)− ψV (ε)∗ (Pu)

leads to the first estimate.
The second claim follows from direct inspection of the commutator term,

together with fact that the coefficients of P are polyhomogeneous, and thus
conormal. �

We now use difference operators to establish conormality of solutions to
Pu = f .

Proposition A.17. Suppose that g ∈M k,α;2
weak ∩ Aphg(M) and that P satis-

fies Assumption P. Suppose furthermore that α ∈ (0, 1) and that |δ − n
2 | < R,

where R is the indicial radius of P. Finally, suppose u ∈ C2,α
δ (M) satisfies

Pu = f , with f polyhomogeneous. Then u ∈ Aδ(M); i.e. u is conormal.

Proof. We first note that f = Pu ∈ C0,α
δ (M) ∩ Aphg(M); thus by Lemma

A.5 we have f ∈ Ck,αδ (M) for all k. Lemma 5.6 implies that u ∈ Ck,αδ (M)
for all k as well.

Fixing V ∈ Vb, we see that ∆ε
V u satisfies

P(∆ε
V u) = [P,∆ε

V ]u+ ∆ε
V f.

Using Proposition 5.2 we have, for any k ≥ 2 and α ∈ (0, 1), that

‖∆ε
V u‖Ckδ (M) ≤ ‖∆ε

V u‖Ck,αδ (M)(A.10)

≤ C
(
‖ [P,∆ε

V ]u‖Ck−2,α
δ (M)

+‖∆ε
V f‖Ck−2,α

δ (M) + ‖∆ε
V u‖Ck,αδ (K)

)
≤ C

(
‖ [P,∆ε

V ]u‖Ck−1
δ (M)

+‖∆ε
V f‖Ck−1

δ (M) + ‖∆ε
V u‖Ck+1

δ (K)

)
for some compact setK⊆M . Using Lemma A.15(a) we have ‖∆ε

V f‖Ck−1
δ (M) =

O(ε). Furthermore, Lemma A.15(b) implies that ‖∆ε
V u‖Ck+1

δ (K) = O(ε), while
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Lemma A.16 implies that ‖ [P,∆ε
V ]u‖Ck−1

δ (M) = O(ε). Consequently, from

(A.10) we have ‖∆ε
V u‖Ckδ (M) = O(ε) and hence LV u ∈ Ckδ (M) for all k.

Proceeding by induction, we assume for some integer l that for any
{V1, . . . , Vm} ⊆ Vb we have wm = LV1

· · · LVmu ∈ Ckδ (M) for all k ≥ 0. Fixing
V ∈ Vb, we see that ∆ε

V wm satisfies

P(∆ε
V wm) = [P,∆ε

V ]wm + ∆ε
V (LV1

· · · LVlf) + ∆ε
V ([P,LV1

· · · LVl ]u).

Using Lemma A.16, we see that

[P,LV1
· · · LVm ]u ∈ Ckδ (M),

LV [P,LV1
· · · LVm ]u ∈ Ckδ (M)

for all k ≥ 0. We now invoke Proposition 5.2, obtaining estimates analogous
to (A.10) for ∆ε

V wm. Proceeding as above, we find LV wm ∈ Ckδ (M) for all
k ≥ 0. Thus by induction on m we obtain u ∈ Aδ(M). �

Proof of Theorem A.14. In view of Proposition A.17, we have that the so-
lution u to (A.1) is conormal; thus u ∈ Aδ(M) for some δ ∈ R.

Using Lemma A.7, we write P = I(P) +R and fix γ as in that lemma.
We proceed inductively, constructing a sequence of approximate solutions
uk such that uk ∈ ASkphg(M) ∩ Aδ(M) for some finite sets Sk ⊆ C, and such
that fk := f − Puk ∈ Aδ+kγ(M). We further arrange that rk := u− uk ∈
Aδ+kγ(M) and that rk+1 − rk ∈ Aδ+kγ(M) for sufficiently large k.

When k = 0 we set u0 = 0 and, as f = Pu ∈ Aδ(M), we have nothing
to prove. For convenience, we set S0 = C + r, the finite collection of charac-
teristic exponents of P, shifted by the weight r of u (see Remark A.2).

Suppose now that u = uk + rk satisfies the inductive hypothesis above.
The remainder rk satisfies

(A.11) Prk = fk.

Using Remark A.3, we can write fk = ffin
k + f rem

k , where ffin
k ∈ A

Tk
phg(M) ∩

Aδ+kγ(M) for some finite set

Tk ⊆ {s ∈ C | δ + kγ ≤ Re(s) ≤ δ + (k + 1)γ}

and f rem
k ∈ Aδ+(k+1)γ(M). We rewrite (A.11) as

I(P)rk = ffin
k + f rem

k −Rrk.
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Invoking Remark A.12, we have rk = rk+1 + vk + wk, where

rk+1 = G
(
f rem
k +Rrk

)
∈ Aδ+(k+1)γ(M),

vk = G
(
ffin
k

)
∈ ATk∪(C+r)

phg (M) ∩ Aδ+kγ(M),

and wk ∈ AC+r
phg (M).

We set uk+1 = uk + vk + wk so that u = uk+1 + rk+1. Let Sk+1 = Sk ∪ Tk
so that uk+1 ∈ ASk+1

phg (M). Since rk, rk+1, and vk are in Aδ+kγ(M), we have
wk ∈ Aδ+kγ(M) and therefore uk+1 − uk is in the same space. This ensures
that neither the exponents nor the log terms accumulate.

Finally, note that

fk+1 = fk − I(P)vk − I(P)wk −R(vk + wk).

By construction (see Proposition A.11), we have

I(P)vk − fk ∈ Aδ+(k+1)γ(M).

The remaining terms in fk+1 are easily seen to be in Aδ+(k+1)γ(M), which
completes the proof. �

A.4. Boundary regularity for nonlinear equations

The methods above can also be used to study the boundary regularity of
solutions to many nonlinear elliptic equations. Here we illustrate this by
showing that solutions to the Lichnerowicz equation (6.1) are polyhomoge-
neous when the metric and coefficient functions are polyhomogeneous; see
e.g. [4, 5, 11, 20, 21] for other results of this nature.

We suppose that g ∈M 2,α;1
weak with ρ2g ∈ C2

phg(M) and that the functions

A,B appearing in (6.1) are in ρC0
phg(M). Let φ be the solution to (6.1) guar-

anteed by the first part of Proposition 6.4. Note that u = φ− 1 ∈ Ck1 (M)
for all k.

Setting P = ∆g − (n+ 1), we see that u satisfies an equation of the form

(A.12) Pu = f(u)

for some function f . Since u vanishes near ∂M , there exists some ρ∗ > 0
such that on the collar neighborhood of the boundary Cρ∗ the function f
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may be represented by a uniformly and absolutely convergent series

(A.13) f(u) =

∞∑
l=0

alu
l

with coefficient functions satisfying

(A.14) a0, a1 ∈ ρC0
phg(M), and al ∈ C0

phg(M), l ≥ 2.

The polyhomogeneity of u, and hence φ, is a consequence of the following.

Proposition A.18. Suppose that g ∈M 2,α;1
weak with ρ2g ∈ C2

phg(M), that u

satisfies (A.12) and u ∈ Ck1 (M) for all k ≥ 0, and that f is a function sat-
isfying (A.13) and (A.14) in a collar neighborhood of the boundary. Then u
is polyhomogeneous.

Proof. We divide the proof in to two parts, first showing that the solution
is conormal and subsequently showing that it is polyhomogeneous.

In order to show u is conormal, we adapt the proof of Proposition A.17.
For any V ∈ Vb, we see that LV a0,LV a1 ∈ ρC0

phg(M) and LV al ∈ C0
phg(M)

if l ≥ 2. If w ∈ Ck1 (M) we have LV w ∈ Ck−1
0 (M); since f(u) ∈ Ck1 (M) by

(A.13) and (A.14) it follows that LV f(u) ∈ Ck−1
1 (M). Consequently, fixing

V ∈ Vb, we find that (A.10) holds with δ = 1 and f replaced by f(u). The
subsequent argument shows that LV u ∈ Ck1 (M) for all k ≥ 0.

Proceeding inductively, we assume that for any {V1, . . . , Vm} ⊆ Vb we
have wm = LV1

· · · LVmu ∈ Ck1 (M) for all k ≥ 0. Fix V ∈ Vb. The properties
(A.14) imply that

LV LV1
· · · LVmf(u) ∈ Ck1 (M)

for all k ≥ 0, and thus we may proceed exactly as in the proof of Proposi-
tion A.17, establishing that u is conormal.

To see that u is polyhomogeneous, we adapt the proof of Theorem A.14,
constructing inductively an approximating sequence uk ∈ ASkphg(M) ∩ A1(M)
for finite Sk ⊆ C, such that fk = f(uk)− Puk ∈ A1+kγ(M) and such that
rk = u− uk ∈ A1+kγ(M) with rk+1 − rk ∈ A1+kγ(M) when k is large. We
may assume that γ ∈ (0, 1].

Setting u0 = 0, the properties (A.14) imply that there is nothing to
prove; as before, we set S0 = C, the set of characteristic exponents of P.
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Working under the inductive hypothesis, we see that the remainder rk =
u− uk satisfies

Prk = fk + f(u)− f(uk).

Since uk ∈ ASkphg(M) ∩ A1(M) we have fk ∈ Aphg(M). Furthermore, by in-

ductive assumption we have fk ∈ A1+kγ(M). Thus we may write fk = ffin
k +

f rem
k , where ffin

k ∈ A
Tk
phg(M) ∩ A1+kγ(M) for some finite set

Tk ⊆ {s | 1 + kγ ≤ Re(s) ≤ 1 + (k + 1)γ}

and f rem
k ∈ A1+(k+1)γ(M).

We now analyze the difference f(u)− f(uk). By assumption, rk = u−
uk ∈ A1+kγ(M), and thus a1(u− uk) ∈ A1+(k+1)γ(M). For l ≥ 2 we have

ul − ulk ∈ A1+(k+1)γ(M), and therefore f(u)− f(uk) ∈ A1+(k+1)γ(M). Re-
writing the equation as

I(P)rk = ffin
k + f(u)− f(uk)−Rrk

and applying Remark A.12 we obtain rk = rk+1 + vk + wk, where

rk+1 = G
(
f rem
k + f(u)− f(uk)−Rrk

)
∈ A1+(k+1)γ(M),

vk = G
(
ffin
k

)
∈ ATk∪Cphg (M) ∩ A1+kγ(M),

and wk ∈ ACphg(M).

Proceeding as in the proof of Theorem A.14 completes the argument. �

Appendix B. Corrections to [18]

As pointed out to us by David Maxwell, Lemma 3.4(a) in [18] is incorrectly
stated. The following corrections need to be made to [18]:

Page 16: The formula displayed in Lemma 3.4(a) should be replaced by

 ∑
0≤j≤k

∥∥ρ−δ∇ju∥∥p
0,p;U

1/p

.
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Page 17: Inequality (3.6) should be replaced by

C−1
∑
i

ρ(pi)
−δp∥∥Φ∗iu

∥∥p
k,p;Br

≤ ‖u‖pk,p,δ ≤ C
∑
i

ρ(pi)
−δp∥∥Φ∗iu

∥∥p
k,p;Br

.

The proof of Lemma 3.5 can then be readily corrected by inserting the
exponent p in appropriate places.

Page 25: Two of the formulas near the top of the page need to be
changed as follows:
(c) u 7→ u⊗ ρ2g;
(d) u 7→ u⊗ ρ−2g−1.

Page 29: Each term in the first series of inequalities should be raised to
the pth power.

Page 30: Each term in the first series of inequalities should be raised
to the pth power; the second inequality is then justified by using the
elementary inequality (a+ b)p ≤ 2p−1(ap + bp).

Page 48: Lines 7–12 should be replaced by the following:
Then Lemma 6.1 implies that Pi is close to P̆ in the following sense:
For each δ ∈ R, 0 < α < 1, 1 < p <∞, and k such that m ≤ k ≤ l and
m < k + α ≤ l + β, there is a constant C (independent of r or i) such
that for all compactly supported u ∈ Ck,α,δ(Y1, Ĕ),

‖Piu− P̆ u‖k−m,α,δ ≤ Cr‖u‖k,α,δ, (6.5)

and for all compactly supported u ∈ Hk,p,δ(Y1, Ĕ),

‖Piu− P̆ u‖k−m,p,δ ≤ Cr‖u‖k,p,δ. (6.6)

Page 49: On line 13 from the bottom, “Proposition 5.8” should be
“Proposition 5.6”; and on line 11 from the bottom, “(6.5) implies (6.8)”
should be “(6.6) implies (6.8).”
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Metrics, Proc. Amer. Math. Soc., to appear.

[9] Paul Baird and Michael Eastwood, On functions with a conjugate, Ann.
Inst. Fourier 65 (2015), no. 1, 277–314.

[10] Yvonne Choquet-Bruhat, General relativity and the Einstein equations,
Oxford Mathematical Monographs, Oxford University Press, Oxford,
2009.
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