COMMUNICATIONS IN
ANALYSIS AND GEOMETRY
Volume 24, Number 1, 1-43, 2016

A new open form of the weak maximum
principle and geometric applications

Luis J. ALias, JULIANA F. R. MIRANDA, AND MARCO RIGOLI

The aim of this paper is to give various height estimates and to
establish some geometrical constraints for non-compact hypersur-
faces with constant mean curvature or, more generally, constant
higher order mean curvature into warped product manifolds. Re-
sults are sharp and agree with those in the compact case already
considered in the literature. The main technical tool of the paper
is a new form of the weak maximum principle for a very large class
of differential operators that, despite of its simplicity, reveals very
interesting for further applications.

1. Introduction

Let (M, (,)) be a, non necessarily complete, Riemannian manifold and con-
sider its Laplace-Beltrami operator A. We say that M satisfies the weak
maximum principle (WMP for short) for A if for each function u of class
(say) C% on M such that u* = sup,; u < +oo and each v < u* we have

(1.1) inf Au <0

Q,

with €2, the super level set
Oy ={reM:u(x) >~}

It is well known that the WMP is equivalent to the stochastic completeness
of the Brownian motion associated to A ( see [22]) and to the validity of
the Khas’minskii test (see [23] and [20]). In this paper we introduce still
another form of the WMP that is somehow localized on the open sets with
non-empty boundary of the manifold M. Specifically we prove a further
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equivalence with the following property that, from now on, we call the open
form of the WMP: for each open set 2 C M with 0S # 0, for each f € CO(R)
and for each v € C°(Q) N C%(Q) satisfying

Supq v < +00,

{ Av > f(v) on Q;

we have that

either  supv =supv or f(supv) <0.
Q o0 Q

As a matter of fact, we extend our investigation to a general class of dif-
ferential operators L = L, 7 x (see the precise definition in (2.3) below) that,
besides the Laplacian, naturally arise in geometric contexts: for instance,
this class includes the mean curvature operator and some of its variants;
the operators Lj associated to the Newton tensors of a two-sided hypersur-
face in a Riemannian manifold, and so on. As it will become apparent from
the statement of Theorem 2.8, this new open form of the WMP reminds
of the classical formulation of parabolicity given by Alfhors for Riemann
surfaces. In fact, introducing and appropriate notion, that we call strong
parabolicity, for the operator L at hand, we are able to formulate strong
parabolicity in a way that parallels Alfhors formulation. We note however
that strong parabolicity implies the more familar parabolicity on the con-
stancy of L-subharmonic functions bounded above, but the contrary may
fail. Nevertheless, we show that under the usual property: ” the sup of a
subsolution with a constant is still a subsolution”, the two notions are in
fact equivalent in an appropriate functional class. Note that the above prop-
erty is shared by a large class of operators as mentioned in Section 2. For
details see for instance [8] and [9].

Although the above equivalence is not hard to prove, this open form of
the WMP enables us to draw a number of new interesting geometric conclu-
sions. For instance, in Section 3 we give some applications to hypersurfaces in
warped product spaces as the following examples (for notations and details
see Section 3).

Corollary 3.5. Let (P, (,)p) be a complete n-dimensional Riemannian
manifold. Fiz an origin o € P and suppose that

(1.2) lim inf 28YBr

2 00,
r—+00 r
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where B, is the geodesic ball in P centered at o and with radius r. Let M =
R x, P and for u € C>®(P) let X(u) be a graph in M with H* = supp H < 0.
Assume that u and |Dulp are bounded above. Then either 3 (u) is a slice
{up} x P (with H(uy) = H* = H) or H(u*) < H*, with u* = supp u.

As an immediate consequence we deduce

Corollary 1.1. Let P" be a complete n-dimensional Riemannian manifold
satisfying condition (1.2) and consider M =R x, P" with o > 0. There ex-
ists no entire minimal graph (u) in M with w and |Du|p bounded above.

In the next corollary we consider the case of a graph over a horosphere in
hyperbolic space H"*1. In fact the result extends to a large class of manifolds
called pseudo-hyperbolic manifolds, according to the terminology introduced
by Tashiro [25]. These are obtained as warped product spaces of the form
R x,P", where the warping function is a positive solution, for some ¢ < 0,
of the ordinary differential equation ¢” 4+ co = 0 on R. Thus, either p(t) =
cosh(y/—ct) or p(t) = eV~ Note that if P" is Ricci flat then R x,P" is
Einstein with negative Ricci curvature, and if P" is flat then R x,P" is a
negatively curved space form. Tashiro terminology is due to the fact that
with suitable choices of the fiber, we obtain representations of the hyperbolic
space. To realize this (and for more details we refer to Montiel [18]), we
look at the hyperbolic space H"*! of constant sectional curvature —1, as
a hypersphere in the Lorentz-Minkowski space, precisely as a connected
component of the hyperquadric

{z € ]R’f“, (x,z)p = —1}

where (,) is the standard flat Lorentzian product in R"*2. Fix a € R"+?2
and consider the (closed, see [18] for this notion) conformal vector field

T, =a+ {(a,z)px, € A"

Depending on the casual character of a we have different foliations of H"+!
and hence different descriptions of it as a warped product space. Namely,
if a is timelike, H"*! is foliated by spheres and can be described as the
warped product RT xgu,¢ S™; if @ is lightlike the hyperbolic space is foli-
ated by horospheres and it can be viewed as R X R™ and finally if a is
spacelike the vector field T generates a foliation of H"*! by means of to-
tally geodesic hyperplanes and it can be represented as the warped product
R X cosh ¢ H™. Therefore, choosing P* = R" the Euclidean space and o(t) = €,
Corollary 1.1 gives the following
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Corollary 1.2. Let H"™! be the hyperbolic space. There exists no entire
minimal graph 3(u) over a horosphere with u and |Dulp bounded above.

We should remark that, in many instances, boundedness of u implies
that of |Dulp. This is certainly the case if o =1 and for Killing graphs.
Even if we require here only boundedness of u from above, in some of the
proofs below u will be automatically bounded on the set where boundedness
of |Dulp is needed. Thus this latter assumption can be dropped in many
cases. We have chosen the above version of the statements of the corollaries
for the sake of simplicity.

These results compare with some recent results on the half-space theorem
given by Rosenberg, Schulze and Spruck [24] and Mazet [21]. At this respect,
the foundational result was given by Hoffman and Meeks [16], who proved
that a proper minimal surface in R3 which lies on one side of a plane must be
a parallel plane; in other words, a proper minimal surface ¥ in (—oc, 0] x R?
must be a slice 2 = {c} x R?, ¢ < 0. They called this the half-space theorem.
Motivated by this fact, Rosenberg, Schulze and Spruck proved in [24] that,
if P is a complete recurrent Riemannian manifold with bounded sectional
curvature, then every proper minimal hypersurface 3 in (—o0c, 0] x P" must
be a slice ¥ = {¢} x P", ¢ < 0. They also proved that the same happens for
positive entire minimal graphs when P” is a complete Riemannian manifold
with nonnegative Ricci curvature and sectional curvatures bounded from
below. In a more general setting and following [21], if ¥ is a given hyper-
surface with constant mean curvature Hyp in an (n + 1)-dimensional ambient
space Mnﬂ, a half-space theorem with respect to ¥y says that hypersur-
faces ¥ with the same constant mean curvature Hy which lie on one side
of ¥y are classified. In this sense, our results can be seen as kind of half-
space theorems. For instance, it follows from Corollary 3.5 that if P" is a
complete n-dimensional Riemannian manifold satisfying condition (1.2) and
Y (u) is an entire graph with constant mean curvature H < 0 contained in
a lower half-space (—o00, a| x, P" and having supp |Dulp < +00, then either
Y (u) is a slice {ug} x P (with H(ug) = H) or H(u*) < H, with u* = supp u.
In particular, if ¢’ > 0 on (—o0, a|, there exists no entire graph with constant
mean curvature H < 0 contained in the lower half-space (—oo, a] x, P" and
having supp |Dulp < 400.

As another example of the type of applications that we can derive, we
have the following simple consequence of Theorem 3.6

Corollary 1.3. Let F: ¥ — H" = R x. R” be a stochastically complete
oriented hypersurface with constant mean curvature such that, for a correct
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orientation of the normal N, H > 0. Suppose that the height function h =
mr o F' is bounded above on X2,

h* =suph(x) < +oo.
s

Then H > 1. In particular if H € [0,1) the hypersurface cannot be contained
in a lower half-space (—oo,a] Xt R™ so that it must have at least one top
end.

Using Theorem 3.7 we can extend this result to the case of higher order
mean curvatures as follows.

Corollary 1.4. Let F: ¥ — H"" =R x. R" be a complete oriented hy-
persurface with sectional curvatures bounded from below and constant k-
mean curvature Hy # 0 for some 2 < k < n. Assume

sup |Hy| < +o0
x

and the existence of an elliptic point on X so that, for a correct orientation
of the normal N, Hy > 0. Suppose that for this orientation the angle © =
(O, N) <0 on X. Let h = g o F' be the height function and assume

h* = sup h(x) < 4o0.
)

Then Hy > 1. In particular if Hy € (0,1) the hypersurface cannot be con-
tained in a lower half-space (—00,al Xt R™ so that it must have at least one
top end.

On the other hand, in Section 4 we give some applications to hypersur-
faces in product spaces. For instance, the next result is a specific version
of Theorem 4.1 and it extends Theorem 3.5 of Alias and Dajczer [2] from
compact to complete hypersurfaces.

Theorem 1.5. Let F': 3" — R x P" be a complete hypersurface with con-
stant mean curvature H > 0. Assume that

B =sup® <0
)

and suppose that Kp > —a and H? > «, for some « > 0. Furthermore, as-
sume that the Weingarten operator A of X2 satisfies

[A(z)| < G(r(z))
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for some G € C*(]0, +00)) satisfying
(i) G(0) >0, (i) G'(t) >0 and (iii) 1/G(t) ¢ L'(+o0),

where r(x) denotes the distance in ¥ from some fized origin o.
If Q C X is an open set with O # O for which F(Q) is contained in a
slab and F(0Q) C Py = {0} x P", then

F(Q) [0, m} x P

In Corollary 4.2, assuming that X is parabolic and that Ricp > 0, we
obtain a version of Theorem 4.1 that compares directly with some work
of Cheng and Rosenberg [10] obtained in the compact case. This is some-
how expected since parabolicity often reveals the right generalization of the
topological assumption of compactness. This result and the above observa-
tion are generalized to higher order mean curvatures in Theorem 4.3 and in
Corollary 4.4 of Subsection 4.3.

We conclude this presentation of geometric results by recalling Theo-
rem 5.1 in Section 5, where we show, under very mild and, in a sense, local
assumptions, that a Killing graph with constant mean curvature has to be
indeed minimal. This generalizes some recent works of ours [6] where the
main assumption was of a global nature.

2. An equivalent form of the weak maximum principle

The aim of this section is to present another form of the weak maximum
principle which turns out to be very useful in geometric applications. We
focus our attention on the next general class of operators that we consider,
for instance, in [1] and [6]. We let T be a symmetric, 2-covariant tensor
field on a Riemannian manifold (M, (,)). Assume that, for some continuous
functions T_ and T on R{ = [0, +00), the tensor T satisfies the following
bounds

(2.1) 0<T (1) <T(YV,Y) < Ty (r)
for each Y € T, M, |Y| =1, and every x € 0B,, where B, denotes the geo-

desic ball of radius r centered at an origin o. Let ¢ : M x Ra“ — R(J{ be such
that (-, t) € CO(M) for each t € R}, and ¢(z,-) € C°(Ry) NCH(RT) for each
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r e M,RT =(0,+00), and

i) p(z,0) = 0 for every = € M,
(2.2) ii) p(z,t) >0 on M x RT;
iii) p(z,t) < A(x)t® on M x RT

for some § > 0 and A(z) € CO(M), A(x) > 0. Let X be a vector field on M.
For u € C'(M) we define

(2.3)  Lu= Lyrxu=div (yvurl@(;p, Vu)T(Vu, -)ﬁ> — (X, V)
in the weak sense, where # : T*M — TM denotes the musical isomorphism.

Remark 2.1. Note that the LHS inequality in (2.1) and requirement ii)
in (2.2) are ellipticity conditions for the operator L. As a matter of fact
properties (2.1) and (2.2) will not be used in proving the equivalence in
Theorem 2.5 below. On the other hand, they are basic in looking for sufficient
conditions to guarantee that the property expressed in Definition 2.2 below
holds on the manifold we are considering. See for instance Theorem 2 in
[6] or Section 6 in [1], or the other various results reported in [23]. In fact,
when ¢(z,t) =t it is enough to consider u € Lipy,.(M); the more restrictive
u € C1(M) enables us to deal with the non linear case. Furthermore, for
those theorems giving sufficient conditions in terms of the volume growth of
geodesic balls we can enlarge the class of admissible solutions to C°(M) N
Wl’Ha(M). This is due to the fact that the argument of proof of this kind

loc
of results is based only on the notion of weak solution.

In what follows we let g(x) € C°(M), q(z) > 0.

Definition 2.2. We say that the ¢-WMP (the ¢g-weak maximum principle)
holds on M for the operator L in (2.3) if, for each u € C*(M) with u* =
sup; u < +o0o and for each v € R with v < u*, we have

(2.4) i{rzlf{q(x)Lu} <0
in the weak sense, where
(2.5) Qy={reM:u(x) >~}

In case ¢(z) is a positive constant we will simply say that L satisfies the
WMP (the weak maximum principle).



8 L. J. Alias, J. F. R. Miranda, and M. Rigoli

We underline that when ¢(x) is bounded between two positive constants
the validity of the WMP is equivalent to the validity of the ¢-WMP. In fact,
it is easy to see that when ¢(x) is bounded from below by a positive constant,
then the ¢-WMP implies the WMP, while the converse occurs when ¢(x) is
bounded from above.

Remark 2.3. We recall that (2.4) in the weak sense expresses as follows:
for every € > 0

— u| " Lo(z, | Vu U U .
26) [ (Vo ol [VuDT(V0,90) + (X, V) < [

Q,

for some ¢ € C°(€2,), ¥ > 0, 9 # 0. On the other hand, the strict inequality

(2.7) isrzlf{q(x)Lu} <0

in the weak sense means that for some € > 0

e

1 —

~

for some ¢ € C(€2), ¢ >0, ¢ # 0.

The following fact seems worth mentioning. It extends Proposition 3.4
in [23] to general operators.

Proposition 2.4. Let (M,(,),,) and (N,(,)y) be non-compact Rieman-
nian manifolds, and assume that there exist compact sets A C M and B C N
and a Riemannian isometry F': M\ A — N \ B which preserves divergent
sequences in the ambient spaces, that is, {x} diverges in M if and only
if {F(x)} diverges in N. Let X be a vector field on M, T a symmetric
2-covariant tensor field on M satisfying (2.1) and ¢ as in (2.2) that define
the differential operator L, x on M; let Y, S, v be with the same properties
on N and define the differential operator Ly sy on N. Assume that

Y=FX, S=FT, ¢yt)=eF 'yt

on N\ B. Then the WMP holds on M for the operator L, 7 x if and only
if the WMP holds on N for the operator Ly sy .

Observe that the condition that {z} diverges in M if and only if { F'(zy)}
diverges in N makes sense for any divergent sequence in M even if F' is not
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globally defined on M because the sequence eventually leaves the compact
set A.

Proof of Proposition 2.4. Suppose that the WMP holds on M for the oper-
ator L, x. Let v € CY(N) with v* < +o00. Without loss of generality we
may assume that v* is not attained and strictly positive. Consider two
relatively compact domains K, Ko in M such that A C Ky C K| C K».
Choose a smooth cutoff function A : M — [0, 1] satisfying A =0 on K, A =
1 on M\ Ky, and define a function u € C}(M) by

[ MvoF), on M\ A;
(2.9) v { 0, on A.

We claim that v* = u* and that «* is not attained. By construction v* < u*.
On the other hand, let {7, } be a sequence in N such that v(y;,) * v*. Since v
does not attain v* the sequence {7, } is divergent, therefore for k sufficiently
large 7, lies outside B. By the assumption on F, {Zy} = {F~1(y,)} is a
divergent sequence in M. Thus u(Zy) = A(Tg)(v o F(Tk)) = v(y,,) for k suf-
ficiently large, showing that u(z;) ' v*, and v* = w*. Furthermore, u* is not
attained, indeed, u(x) =0 on A, and u(z) <v(F(z)) <v* =u* on M \ A,
thus u does not attain u*, as claimed. Thus we can fix v < v* sufficiently
close to v* such that

Yy ={yeN:uv(y) >y} C N\ (BUF(Ky\ A))

and consider F~1(3,) ={z € M\ A: (vo F)(z) >~}.
Since v* = u* > 0 we can suppose that v > 0 and it follows that

Qy={zeM:ulx)>~y}={zeM\A: Xz)(vo F)(x) >~}
In particular (vo F)(x) > v so that ., C F~}(X%,) .

The validity of the WMP on M, yields that, for each £ > 0 there exist
some ¢ € C°(€2,), ¥ > 0, 1 # 0 such that

/Flmszﬁ = /stzﬁ > —/m(\vu|1¢(a:, [Vu)T(Vu, Vi) + (X, Vi)
= —/ (IVul ™ (. IVul)T(Tu, V) + (X, Vu)))
Fo1(s,)
— —/ {|V(u o F 1Y Lo(FY(y), |V (uo FY)T(V(uo FY), V(i o F—l))}

~

—/E {(XoFfl,V(qufl)ﬂ;oF_l}.
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But for y € ¥, F~!(y) € M \ K>, hence

w(F~(y)) = (vo F)(F~(y) = v(y);
g=1PoF 1 e€CX(S,),¢>0,6#0;
XoF 1=Yand T(V(uo F71),Vp) = S(Vv, V).

Therefore, being I’ an isometry,

/Z Q> —/ (Vo Y (y, Vo)) S(Vo, V@) + (Y, Vv)§) .

vy Z’Y

This proves that the WMP holds for the operator Ly gy on N.

Repeating the same argument with M and N interchanged shows that
if WMP holds in N, so it holds in M (note that F~1: N\ B — M\ A is
a Riemannian isometry which maps divergent sequences to divergent se-
quences). O

We have the following:

Theorem 2.5. The q-WMP holds on M for the operator L if and only if
the open q-WMP holds on M, that is, for each f € C°(R), for each open set
Q C M with 0Q # 0, and for each v € C*(Q) NCH(Q) satisfying

(2.10) { i) q(x)Lv > f(v) on

i) supqg v < +00,

we have that either

(2.11) Sup v = sup v
Q o
or
(2.12) f(supv) <0.
Q

Remark 2.6. Observe that the ¢-WMP on M for the operator L is also
equivalent to the following dual statement: The ¢-WMP holds on M for the
operator L if and only if for each f € C°(R), for each open set 2 C M with
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00 # (), and for each v € CY(Q) N C(Q) satisfying

(2.13) { i) g(z)Lv < f(v) on Q;

ii) infov > —o0,

we have that either

(2.14) infv =info
Q o0

or

(2.15) f(igf v) > 0.

Proof of Theorem 2.5. Assume that the ¢-WMP holds for the operator L
on M and let f, v and € be as in the statement of the theorem. Suppose
that (2.11) is not satisfied, that is

(2.16) sup v > sup v.
Q 0

Fix e > 0 sufficiently small that

(2.17) supv — 2¢ > supv + 2¢
Q o0
and define
(2.18) Use = {x € Q:v(x) >supv — 2¢}.
Q

Note that Us. # (). Moreover, for every x € Us. one has from (2.17)

v(z) > supwv — 2e > supv + 2¢ > sup v,
Q o0 o

so that z € Q. That is, Us. C 2, and therefore
U, CUy CUy CQ,

where Uy is defined in a way similar to (2.18).
By adding, if necessary, a positive constant to v, we can suppose that
supq v > 2¢ and we let v = supg v — € > 0. Next we choose a smooth cut-off
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function ¢ : M — [0, 1] such that
Yp=1lonU: and ¢ =0on M)\ U,

and we define

x)v(z) on (,
(2.19) u(z) :{ v(@(o)

0on M\ Q.
Then u € CH(M), u* < +oco and
(2.20) Lu=Lv onU..
We claim that

(2.21) Q,Y:{xEM:u(x)>7}:U5:{:L‘€Q:v(x)>’y:sgpv—s}.

Clearly it suffices to show that (), C U.. For every x € 2, one has
u(x) >~ > 0. In particular, by (2.19), it follows that = € Q and v(x) > 0,
so that

v(z) > Y(x)v(x) =u(z) >~ = sgpv —e.

Since x € (2, this means that = € U..
Since for any constant « € R, L(v + «) = Lwv, using (2.20) and (2.10) we
deduce

Lu:L(v+a):Lv2q(1x) (v) on Q,.

In other words

q(x)Lu > f(v) on£,.

Applying the ¢-WMP to u we infer
0> iélf{q(m)Lu} > igI)lff(U).

But Q, = U. and thus, letting ¢ — 07 and using continuity of f we ob-
tain (2.12).

For the converse, assume the validity of the open ¢-WMP for L. We
reason by contradiction and we suppose that the ¢-WMP is false. Then,
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there exists u € C'(M) with u* < 400, and v < u* such that

(2.22) B = islllf{q(x)Lu} > 0.

This implies that « is non-constant and therefore, since 5 is increasing with
v, up to choosing « sufficiently near to u*, we can suppose that

0y ={zeM:u(x)=~}#0.

Set @ = Q, and v = ulg. Because of (2.22) and u* < +oo we have

(2.23)
supq v = u* < 4-00.

{ q(x)Lv > B on Q,
Since f(v) = > 0, alternative (2.12) cannot occur. However alternative
(2.11) cannot occur either because

supv = u* >y = supw.
Q o0

This yields the desired contradiction. U

Remark 2.7. Note that the above proof works for any of the choices of
the functional classes of the solutions that we have been considering in Re-
mark 2.1. Of course in Definition 2.2 we have to enlarge the functional class
accordingly.

A careful reading of the above proof yields the validity of the following
form of the theorem useful in applications.

Theorem 2.8. The q-WMP holds on M for the operator L if and only
if for each € RT, for each open set Q C M with OQ # (), and for each
v € CO(Q) NCHQ) satisfying

1) q(x)Lv > B on
(2.20) ) q(z)Lv > B

i) supq v < +00,
we have
(2.25) sup v = sup v.

Q o2
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2.1. Parabolicity and the weak maximum principle

The above discussion and the fact that, as explained in some detail in [23],
parabolicity for the Laplace-Beltrami operator A is equivalent to a certain
stronger form of the WMP, suggest to introduce the following

Definition 2.9. We say that on M the operator L as in (2.3) is strongly
parabolic (SP) if for each non constant u € C'(M) with u* < +oco and for
each v € R with v < u* we have

(2.26) inf{Lu} < 0.

It is immediate to compare this definition with the more familiar

Definition 2.10. We say that on M the operator L is parabolic if each
u € CY(M) with u* < 400 and satisfying Lu > 0 on M is constant.

It is clear that strong parabolicity of L implies parabolicity. The con-
verse is also true if we enlarge the functional class to Lipy,.(M) or C°(M) N
W1’1+5(M ) and we assume the validity of the following property:

loc

Property 2.11. For every open set 2 C M, if u € Lipy,.(Q2) or C°(Q) N
W1’1+6(Q) satisfies Lu > 0 on 2 then, for each fixed a € R, the function

loc

v(z) = max{u(x), a} satisfies Lv > 0 on

Indeed, assume Property 2.11 and the validity of Definition 2.10 with
u€eCO(M)N VV&;CH‘;(M). To see the validity of Definition 2.9 we reason
by contradiction and we suppose the existence of a non-constant u with

u* < 400 and v € R, v < u* such that
Lu>0

on €,.
Up to increasing v we may assume 0§, # (), because otherwise Q, = M
and the result is immediate. Consider the function

max{u(z),y + 52} on Q,
v+ %52 on M\ Q.

v(x) =

Then v* = u* < 400 and, because of Property 2.11 (on )

Lv>0 on M.
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By Definition 2.10 v is the constant 7 + “5= < u* = v*, contradiction.

We note that Property 2.11 is known to hold, for instance, for the
Laplacian and for operators of the form Lu = div(T(Vu, )#)— (X, Vu).
In particular for trace operators Lu = tr(7 o hess(u)) = div(T(Vu, )#) —

(div(T'), Vu). Furthermore Property 2.11 also holds for the class of operators
Ly ou = div(|Vu[P7Vu) — (VQ, Vu)

with p € (1,+00) and Q € C°°(M) a potential function (see Proposition 7.2
of [8] for a more general result).

Thus Property 2.11 is a sufficient condition for the equivalence between
parabolicity and strong parabolicity for the operator L either in the class
Lipyy. (M) or in C°(M) N Wﬁ)’CH‘S(M). It is worth wondering if it is also a
necessary condition.

As expected we have the following open version of the strong parabolicity
for the operator L.

Theorem 2.12. The strong parabolicity of the operator L as in Defini-
tion 2.9 is equivalent to the following open SP: for each f € C°(R), for each
open set . C M with 9Q # 0 and for each v € C°(Q) N CY(Y), non-constant
and satisfying

(2.27) { Lv > f(v) on Q,

supg v < +00

we have that either

(2.28) Sup v = supv
Q o0

or, for each € > 0
(2.29) i(rjlff(v) <0

where

U:={z€Q:v(x)>supv—e}.
Q

Note the minor, but essential, difference between conclusion (2.29) of
Theorem 2.12 and (2.12) of Theorem 2.5. The proof of the above theorem
is very similar to that of Theorem 2.5 and it is therefore left to the reader.
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As a consequence of Theorem 2.12 we deduce that, if the operator L is SP
on M, then for each open set 2 C M with 09 # () and for each non-constant
v € C%(Q) NCHN), satisfying

Lu >0 on €,
(2.30)

Supq v < +00
we have
(2.31) SuUp v = sup v.

Q o0

Interestingly enough, also the converse is true; that is, calling the above
property Ahlfors parabolicity, in strict analogy with Theorem 2.8 we have

Theorem 2.13. The operator L is SP on M if and only if it is Ahlfors
parabolic.

Proof. We only need to prove that Ahlfors parabolicity implies SP. We
reason by contradiction and we suppose the existence of a non-constant
u € CY(M) with u* < +oc and of v € R, < u* such that info_ Lu > 0, that
is,

Lu>0 on ,.

Since u is non-constant, by possibly increasing v we can suppose 0§, #
0. Let v = ulg_so that, for Q = Q,, v € C°(Q) NCL(Q), v is non-constant on
Q and it satisfies (2.30).

Hence, by (2.31),

u* = supv = supv = v
Q o0

contradiction. OJ

We have provided a number of sufficient conditions to guarantee the
strong parabolicity for the general operator L in (2.3). However, since in
the sequel we will only consider the case ¢(x,t) =t we report here the next
result valid for the linear case.

Theorem 2.14. Let (M,(,)) be a Riemannian manifold and L = Ly, 1 x
be as in (2.8), with p(x,t) =t. Assume the existence of v € C*(M) such
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that

(2.32)

v(z) = 400 as T — o0,
Ly <0 outside a compact set.

Then the operator L is strongly parabolic.

The proof is a minor modification of that of Theorem A in [1], and we
omit here the details. See also [9].

Remark 2.15. If Ly <0 in the weak sense outside a compact set for v €
CY(M) we need T to be positive definite. If v = f(r) we can use a different
method of proof as in [4] but we still need T' to be positive definite. In fact
in this case the class Lip,.(M) would work.

3. Geometric applications to hypersurfaces in warped
product spaces

Let M =1 x,P" be a warped product manifold, where I CR is a open
interval, (P™, (,)p) is a n-dimensional Riemannian manifold and ¢ : I — R™
is a smooth function. The product manifold I x,P" is endowed with the
metric

(3.1) (,) = dt* + o(t)*(, )p-

Each leaf P; = {t} x P, called here a slice, of the foliation t € I — P; of M
is a totally umbilical hypersurface with constant mean curvature. Its mean
curvature vector field H; is given by

(3.2) Hy = —H(t)0,

with H(t) = Qé;((tt)), and the higher order mean curvatures Hy(t) with respect

to —0; are given by

Given an isometrically immersed hypersurface

(3.3) F:Y" 5 M=1x,P"
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its height function h € C*°(X) is defined as h = 7 o F', where 7 denotes the
projection onto the factor I C R. On I we introduce the function

t
(3.4) o(t) = /t o(r)dr

for some fixed ty € I, and, when the hypersurface is two-sided, we let ©
denote the angle function © : ¥ — [—1, 1] given by

(3.5) © = (N, )

where N denotes the chosen global unit field normal to . A simple compu-
tation shows that

(3.6) IVh|?=1-0? onX.
3.1. Graphs in warped product spaces

Given a smooth function u : P — I C R, we consider the immersion F' : P —
M =1 x,P" given by the graph of u, that is, F(z) = (u(z),z), and we
denote by ¥(u) the image F'(P). The metric induced on P" from the warped
metric in the ambient space is given by

() = du® + o(u)*(, )

and the vector field

_ o(u) 1 5,
o T e+ (e -2)

defines a unit normal to the graph ¥(u) satisfying —1 < (N, 0;) < 0. The
mean curvature function H of ¥(u) with respect to this orientation is given
by

(3.8) divp Du = no(u) d(w) —H

o(u)? + |Dul3 o(u)? + |Dul3

Note that divp, D and | - [p are taken here with respect to the original metric
(,)p of P". We fix an origin o € P" and for uy = u(o) we set

(3.9) o(t) = / éf(l)
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Defining

(3.10) w(z) = d(u(x)),

a computation shows that w satisfies

Dw Mo~ (w))

| = oo () [ T
/14 [Dwl2 ’ 1+ [Dwlz

Note that the above change of variable has a geometric interpretation in
viewing the warped product metric as a metric conformal to the standard
product metric on J x P", where J C R is an open interval. See [3, Section
2.3] for complete details. We will refer to the operator in the LHS of (3.11)
as to the mean curvature operator on (P, (,)p).

We are ready to prove the next

(3.11)  divp - H

Theorem 3.1. Let (P",(,)p) be an n-dimensional Riemannian manifold
and assume that the WMP holds on P™ for the mean curvature operator. Let
M =1 x,P" and, for a smooth function v :P — I CR, let ¥(u) be a graph
in M with H* = supp H < 0. Assume that u and |Dulp are bounded above.
Then either ¥(u) is a slice Py, (with H(up) = H* = H) or H(u*) < H*,
with u* = supp u.

Proof. Assume that ¥(u) is not a slice, that is, u is non-constant. We reason
by contradiction and we suppose that H(u*) > H*. By continuity of H(t)
we can choose a regular value of u, v < u*, sufficiently near to v* such that
H(t) > H* for t € [y,u*]. Next we define w as in (3.10) and we observe that
w* = suppw = ¢(u*). Furthermore,

Qy={zeP:ulx)>v}=Q={zeP:w(x) > ¢(7)}

Since 7 is a regular value of u, 9Q # (.
The function w satisfies the equation

(3.12) dive | 2% | = no(u) ()

\/1+]Dw|12p

with
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Since H(x) < 0 we have

so that

’ \/1+ |Dwl3 ’ \/1+ |Dwl|3

On the other hand, observe that on 2 we have
H(u) > H* > H(z).
Since |Du|2 and o(u) are bounded on €2, so is

D 2
Dufz = DU
o(u)

Therefore there exists a positive constant C' such that

I C) RN
\/1+ |Dwl|2

and

divp (\/HD;”W> > C(H(u) — H(xz)) > C(H(u) — H*) > 0 on €,

supq w = w* < +00.
We now apply Theorem 2.5. Since H(u*) — H* > 0, alternative (2.12) cannot

occur. On the other hand, observe that

supw = w* > ¢(y) = sup w,
Q 0

and the other alternative cannot occur too. This gives the desired contra-
diction. 0

The following result is a direct consequence of Theorem 3.1.

Corollary 3.2. Let (P, (,)p) be an n-dimensional Riemannian manifold
and assume that the WMP holds on P™ for the mean curvature operator.
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Let M =1 x,P" and, for a smooth function u:P — I CR, let %(u) be a
minimal graph in M. Assume that u and |Dulp are bounded above. Then
either X (u) is a slice Py, (with o'(up) = 0) or o' (u*) < 0, with u* = supp u.

In the next result we estimate H from below.

Theorem 3.3. Let (P",(,)p) be an n-dimensional Riemannian manifold
and assume that the WMP holds on P™ for the mean curvature operator,
and let U C P be an open subset with OU # (. Let M = I x,P" and for
u € CO(U) NC>®(U) with u(U) C I, let S(u) be a graph in M with supy H <
0. Assume that uw and |Dulp are bounded above. If supy u > supgy u then
H(supy u) < supy H.

Proof. Since supy; u > supgy u, we know that w is non-constant. We reason
by contradiction and we suppose that H(sup;, v) > sup;, H. Now we proceed
as in the proof of Theorem 3.1 by choosing v < sup;, u, sufficiently near to
supy, u such that H(t) < supy H for t € [, supy u] and Q, C U, where

Oy ={z el u(x) >~} O

Corollary 3.4. Let (P",(,)p) be an n-dimensional Riemannian manifold
and assume that the WMP holds on P™ for the mean curvature operator,
and let U C P be an open subset with OU # 0. Let M = I x,P™ with ¢’ > 0,
and for u € CO(U) N C>®(U) with u(U) C I, let X(u) be a minimal graph in
M. Assume that u and |Dulp are bounded above. Then supy u = Supgy u.

In the results above we have assumed the validity of the WMP for the
mean curvature operator. A sufficient condition for this is given by the com-
pleteness of the Riemannian manifold (P, (,)p) together with the following
volume growth condition

1 1B
(3.13) lim inf —2 027 <

2 +o0,
r—-+00 r

where B, is the geodesic ball in P centered at o and with radius r. To see this
fact apply Theorem 4.1 in [23] with u =0 =0, =1 and ¢(t) = t/V1 + 2.
Therefore, as another application of Theorem 3.1 we have the following
result.

Corollary 3.5. Let (P",(,)p) be a complete n-dimensional Riemannian
manifold. Fiz an origin o € P and suppose that condition (3.13) holds. Let
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M =R x,P" and for u e C®(P) let X(u) be a graph in M with H* =
supp H < 0. Assume that v and |Dulp are bounded above. Then either ¥(u)
is a slice Py, (with H(up) = H* = H) or H(u*) < H*, with u* = supp u.

See Corollary 1.2 in the Introduction for an interesting application to
entire minimal graphs in the hyperbolic space, as well as the interpretation
of our results as kind of half-space theorems.

3.2. Hypersurfaces with constant mean curvature or higher
order mean curvature

We begin with the case of constant mean curvature. In our next result we
only require the validity of the WMP for the Laplace-Beltrami operator,
which is equivalent to the stochastic completeness of the manifold [22].

Theorem 3.6. Let F': X — I x,P" be a stochastically complete, constant
mean curvature hypersurface such that, for a correct orientation of the nor-
mal N, H > 0. Suppose that the height function h is bounded above on 3. If
7 € R is such that H(7) > H and H'(t) >0 fort > 7, then h(z) < T on X.

Proof. We reason by contradiction and suppose that h* > 7. Observe that h
cannot be constant on . Otherwise h = h* and F(X) is the slice {h*} x P"
with constant mean curvature H = H(h*). But H is non decreasing for ¢ > 7,
and h* > 7 implies H = H(h*) > H(7), contradicting the hypothesis H <
H(T).

Therefore, h is non constant and we can choose a regular value 7y, with
T < 109 < h*, so that 9Q,, # (), where

Q, ={reX:h(x) >}
From (22) of Proposition 6 in [5] we have
Ao (h) =no(h)(H(h) + ©H).

Because of the assumptions on H and H', on Q. we have g(h) > o(79) > 0
and H(h) > H(ro) > H(r) > H. Since H > 0, then OH > —H and

H(h) + OH > H(h) — H > H(r) — H > 0,

so that
Ac(h) > no(m)(H(mo) — H) on Q.
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From (3.4), o(t) is an increasing function and therefore
Aoirpy ={x €X:0(h(x)) > 0(10)} =Qr, and  IAy(7) = Q.
We set Q = Ay, and v = o (h)|g, so that
Av > no(19)(H(mo) —H) >0 on

and

supv = o(h*) < +o0.
Q
Applying Theorem 2.5, either H(mp) — H <0 or supgv = supggv. But
H(m9) > H > H and supgv = o(h*) > o(19) = supgq v, obtaining the de-
sired contradiction. O

We now focus our attention on higher order mean curvatures. First we
recall their definition and some useful facts. We let A denote the Weingarten
operator in the direction of . Its eigenvalues Ay, ..., A, are called the prin-
cipal curvatures (in the N direction) of the two-sided hypersurface X. Their
elementary symmetric functions S, k =0,...,n, Sg = 1, define the k-mean
curvatures of the hypersurface by the formula

—1
n
m- (1) s

Thus Hy = H is the mean curvature, H,, is the Gauss-Kronecker curvature,
and Hy is, when the ambient space is Einstein, a multiple of the scalar
curvature modulo an additive constant. The Newton tensors associated to
the immersion are inductively defined by
Py=1, Py=S5xI—AoP 4,
where [ is the identity on TX. Note, for further use, that
trP, = (n—k)Sg, trAo P, = (k+1)Sky1.

Associated to each globally defined Newton tensor Py : T — T , we con-
sider the second order differential operator Ly : C*°(X) — C*°(X) given by

Liu = tr(Pyg o hess(u)).
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In particular, Ly is the Laplace-Beltrami operator. Observe that
Liu = div(Pg(Vu)) — (div Py, Vu).

This implies that Ly is elliptic if and only if Py is positive definite.

Note that the ellipticity of the operator L; is guaranteed by the assump-
tion Ho > 0. Indeed, if this happens the mean curvature does not vanish on
3, because of the basic inequality H? > Hs. Therefore, the immersion is
automatically two-sided and furthermore

n
n?HY =Y A+ n(n—1)Hy > A}
j=1

for every i = 1,...,n, and thus the eigenvalues p1 ; of Py satisfy p1,; = nHy —
A; > 0 for every i up to a chosen N so that Hy > 0. This shows ellipticity
of L. Regarding L; when j > 2, we will assume the existence of an elliptic
point in X, that is, a point p € ¥ at which the Weingarten operator A has
positive eigenvalues with respect to an appropriate orientation. By Lemma
1 in [19], the existence of p implies that if Hy > 0 everywhere on ¥ then the
same holds for H;, j =1,...,k —1, and

(3.14) H>H?> >/ Y>H%50 oy,
with equality at any stage only at umbilical points. In particular, the hyper-
surface is two-sided. Moreover, by Proposition 3.2 in [7] we also know that
each operator L; is elliptic for j < k — 1. Observe that the existence of an
elliptic point is not guaranteed, in general, even in the compact case. For
instance, it is clear that totally geodesic spheres and Clifford tori in S"+!
are examples of compact isoparametric hypersurfaces without elliptic points.
On the contrary, it is not difficult to see that every compact hypersurface in
an open hemisphere has elliptic points.

In what follows with Kj; we shall indicate the sectional curvature of a
Riemannian manifold M. In order to guarantee the validity of the WMP for
the type of operators that we will use in the next result, which are trace type
operators that cannot be put in divergence form, one needs to go through
the validity of the strong maximum principle for them via a lower bound
assumption on K. This could have been done also in Theorem 3.6 relaxing
the assumption on Ky, to the Ricci curvature of X.

Theorem 3.7. Let F': ¥ — I x,P" be a complete, constant k-mean cur-
vature hypersurface for some 2 < k < n with supsy, |Hi| < +00. Assume the
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existence of an elliptic point on ¥ so that, for a correct orientation of the
normal N, Hy, > 0. Suppose

Kx(z) > —GX(r(x))

for some G € CH(R") satisfying

NGO0) >0, W)G(H) >0 i) Gtt) ¢ L} (+00).

Assume that H(t) > 0 and that there exists T € R such that H(T) > H;/k,
with H' >0 for t > 7, and let Q; = {x € X : h(x) > 7}. If the height func-
tion h is bounded above on X, then either supg © >0 or Q; =0 (that is,
h(z) <1 onX).

Proof. Assume that 2, # () and by contradiction suppose that © < 0 on ..
For the time being, assume the validity of the WMP on X for the operator
L1 defined on C?(¥) functions by

(3.15) Li_1u = tr(Py_y o hess(u)),
where
k—1 ch
5 _ -1 k-1-j|1 Qi P.
Pt JZO o M IerE;,

with ¢, = (n —k)(}) = (k + 1)(19-7-1)

Since Q; # 0, then h* > 7. If h is constant on X, then h = h* and F(X)
is the slice {h*} x P* with k-mean curvature Hj = H(h*)*. But H is non
decreasing for t > 7, and h* > 7 implies

Hf = H(h*) > H(r),

1
which contradicts the hypothesis H(7) > H,*. Hence, we can suppose that
h is non constant and we therefore can fix a regular value 7 < 79 < h* for
which 0Q, # (. Note that since 2, C Q; then © < 0 on Q. Hence, on Q,

the operator Pr_1 becomes

k-1
~ - Cl_ 1 .
Prot = Pho = (-1 == H(R) " IOTF;.
j=0 J
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Therefore, because of the equation following (34) in [5], we have
(3.16) Ly_10(h) = cr_10(h) (H(h)k + (—l)k_l@ka) on Q.

Because of the assumptions on H and H’', on Q,, we have o(h) > o(m9) >
0 and H(h)¥ > H(r0)* > H(7)* > Hy. Since Hj, > 0, then (—1)*~10FH, >
—H;, and

H(h)* + (=" 'O H, > H(h)* — Hy > H(r0)* — Hi > 0,
so that

Li_10(h) > cx_10(r0)(H(70)* — Hp)  on Q.

From (3.4), o(t) is an increasing function and therefore
Aoiry ={z € B :0(h(z)) > 0(10)} = Q7 and  OAy(5)) = 0.
We set Q = A,y and v = o(h)|g, so that
Li_1v > cp_10(m0)(H(m0)* — Hi) >0 on Q

and

supv = o(h*) < +o0.
Q
Applying Theorem 2.5, either H(79)" — Hy < 0, which is impossible, or
Supq v = supyn v, which is also impossible because of supgv = o(h*) >
o(19) = supgq v. This gives the desired contradiction.
It remains to prove the validity of the WMP on ¥ for £;_;. In the
assumptions of the Theorem we know that

1/k

(3.17) H>H>m/r >0, j=1,.. k-1

Since H(h) > 0 on %, Py_1 is positive definite. Furthermore we have

k—
Pk 1 Z @|]'H k l_jHj
7=0

H(h)*~ on ¥,
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and

k—1
tr(Pr-1) < ce1 »_ H(h)* I HS.
j=0
Hence from the request

sup [Hy| < 400
b
using (3.17) we have
(3.18) 0 < tr(Pp_1)(z) <A

on X, for some positive constant A.
By the assumption on the sectional curvature of X, using Theorem 3 in
[4], we deduce that the —=1——-WMP holds on X for the operator L;_;.

tr(Pi—1(z))
However, because of (3.18), ! is bounded from below by a positive

tr(75k,1(:r:)) ~
constant and therefore the WMP holds for £;_;. O

Remark 3.8. Theorem 3.7 complements Theorem 6.2 of [5] and it extends
the first part of Proposition 4 of [12] to the non-compact case.

4. Geometric applications to hypersurfaces in product spaces

In what follows we shall consider the case of a Riemannian product R x P".
From now on, if the angle function © of a two-sided hypersurface does not
change sign, the orientation N will be chosen so that © < 0. Observe that if
the hypersurface is a local graph over P", then either © > 0 or © < 0. Thus,
requiring © not to change sign is an assumption weaker than that of being
a local graph.

4.1. Hypersurfaces with constant mean curvature

We begin by considering the case of constant mean curvature. Equation (3.8)
of Theorem 3.1 of [2] shows that if F': ¥ — R x P" is a two-sided hyper-
surface with constant mean curvature H and

(4.1) ¢o=hH+0
then

(4.2) Ap=—6 (\A|2 — nH? + Ricp(N, N)) .
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Here A is the Weingarten operator of the hypersurface and N denotes the
projection of N onto the fiber P, that is,

N = (N,9,)d, + N.
In particular,
(4.3) IN|2=|Vh]*<1.
We also have
(4.4) Ah =nHO.

Recalling that the WMP for A on ¥ is equivalent to the stochastic
completeness of (X, (,)), we have

Theorem 4.1. Let F : X" — R x P" be a stochastically complete hypersur-
face with constant mean curvature H > 0. Suppose that for some o > 0

(4.5) Ricp > —na
and
(4.6) H? > a.

Let Q C X be an open set with O # 0 for which F(2) is contained in a slab
and F(0Q2) C Py = {0} x P". If

(4.7) B =supO <0

Q
then

1+ p)H .
(4.8) F(Q) C [0, (m—)a} x P".

In particular, this happens for every relatively compact set Q) C X with 0 #
0 such that F(0Q2) C Py = {0} x P and 8 = supg © < 0.
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Proof. For any § > 0 such that
O _ 2
a<a+-—-<H
n

let us consider the function

H? —a—6/n
—— h.
H

a+6/n
i h=0+

(4.9) Y=¢—
Then using (4.2) and (4.4) we obtain
A = —O(|A> — nH? + Ricp(N, N) + na + 6).
From (4.5), using also (4.3) and the fact that o > 0, we have
Ricp(N,N) > —na|N|2 = —na|Vh?> > —na  on X.
Since |A|? > nH?, this yields Ay > —©6 on X, and by (4.7) we have
A >—-05>—56>0 on Q.
We define v = 1|g. Then, since F(£2) is contained in a slab we deduce

Av > =6 > 0 on
(4.10)

supg v < +0o0.

Since ¥ is stochastically complete and alternative (2.12) of Theorem 2.5
cannot occur, we obtain

sup v = supv.
Q o0

But F(0Q) C {0} x P" so that h = 0 on 99 and then v = ¢ = © < 3 on 91,
so that

B > supv = supw.

o0 Q
We thus have
H? —a—6/n H? —a—6/n
B>v=¢v=0+ 7 h>-1+ 7 h on
That is,
A+/H
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for each § > 0 such that o < a+d/n < H?. Letting 6 — 0" we conclude

(1+B8)H

(4.11) he) <

on .

On the other hand, from (4.4) and (4.7)
Ah<nH{B <0 on{

and since F(§2) is contained in a slab, the function w = hlg is bounded
below. Reasoning as above, using now the dual statement in Remark 2.6, we
deduce

infw = infw = 0.
Q o0

that is

(4.12) h(z) >0 on Q.

Putting (4.11) and (4.12) together we obtain (4.8).
The last statement follows from the fact that, being €2 relatively compact,
F(€) is contained in a slab. O

In Theorem 4.1 if we assume that Y is parabolic for the Laplace-Beltrami
operator A, then (4.7) can be relaxed to

© <0 onf,

conclusion (4.8) holding with no changes. To see this, simply observe that
since /3 could be 0, instead of (4.10) we have

Av >0 on €
(4.13)

Supq v < +0o0.
By Ahlfors parabolicity either

(4.14) SUp v = supv
Q o0
or v is constant on €2, and in this latter case (4.14) still holds. The rest of

the proof is as in Theorem 4.1. The same applies to the reasoning for the
lower bound h(z) > 0.
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Next we observe that also the ”limit” case a = 0, in other words Ricp >
0, can be easily treated. Indeed, fix & > 0 sufficiently small that (4.6) holds.
Then (4.5) is obviously true with & instead of a.. Applying Theorem 4.1 and
letting & | 0T instead of (4.8) we deduce the improved height estimate

FQ) [0,(1 +ﬁ);] X P,

Thus putting together the above observations, we have that if we strengthen
the assumption of stochastic completeness to parabolicity for the operator
A and we require Ricp > 0 we can get rid of (4.6) and relax assumption (4.7)
to ©® < 0 on 2 to obtain the height estimate

(4.15) F(Q) [o, IH < P,

In other words we have

Corollary 4.2. Let F : X" — R x P" be a parabolic hypersurface with con-
stant mean curvature H > 0 and assume Ricp > 0. Let 0 C X be an open
set with OQ £ 0 for which F(Q) is contained in a slab and F(9Q) C Py =
{0} xP". If © <0 on Q then

F(Q) C [ ] x P".

1
0. —
"H

This result directly compares with the height estimates obtained by
Cheng and Rosenberg, for ¥ compact, in [10] (see also [15]).

4.2. Some remarks about the stochastic completeness condition
and alternative statements of Theorem 4.1

Related to Theorem 4.1, it is worth pointing out that there are geometric
conditions that imply the stochastic completeness of X" or, equivalently, the
validity of the WMP for the Laplace operator. For instance, as proved by
Grigor’yan in [13] (see also [14, Theorem 9.1]), completeness of X" and the
volume growth condition

r

(4.16) ¢ L' (+00),

log vol B,

where B, is the geodesic ball in X" centered at a fixed origin and with radius
r, imply the validity of the WMP for A on X". Condition (4.16) holds, in
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particular, if

log vol B, -

(4.17) lim inf +00.

r—-+oo 7”2

Therefore, Theorem 4.1 remains true if one changes stochastic completeness
by completeness and either condition (4.16) or condition (4.17).

On the other hand, if we assume instead of Ricp > —na in Theorem 4.1
that

(4.18) Kp > —a

for some a > 0, then obviously Ricp > —na. Moreover, from the Gauss equa-
tion for the hypersurface ¥ we have that

Ks(X,Y)=K(X,Y)+ (AX, X)(AY,Y) — (AX,Y)?
> K(X,Y) - 2|A]%

where {X, Y} is an orthonormal basis for an arbitrary 2-plane tangent to X.
Here K(X,Y) denotes the sectional curvature in the ambient space R x P"
of the 2-plane spanned by {X,Y}. Observe that

F(va) = KP(X7Y)|X A }A/|27

where X and Y denote the projections of X and Y onto the fiber P”, re-
spectively, that is,

X =(X,0)0,+X and Y =(Y,0)0,+Y.

Then, using that
IXAYP<|XAY2=1
we obtain that K(X,Y) > —a and hence

(4.19) Ks(X,Y) > —a —2|A]%

Therefore, fixing an origin o € ¥ and denoting by r(x) the distance from o
in X%, if

(4.20) [A(z)] < G(r(z))
we conclude from (4.19) that the radial sectional curvatures from o satisfy

(4.21) Kx(z) > —a — 2G(r(x))>.
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Therefore, if " is complete and we assume G € C'([0, +00)) satisfying
(i) G(0) >0, (ii) G'(t) >0 and (iii) 1/G(t) ¢ L'(+00)

by Theorem 3 in [4] the Omori-Yau maximum principle (hence the WMP)
holds on ¥ for A. As a consequence, Theorem 4.1 remains true if one changes
stochastic completeness and condition (4.5) on the Ricci curvature of P" by
completeness, condition (4.18) on the sectional curvature of P", and condi-
tion (4.20) on the growth of the second fundamental form of X", where G
satisfies the above requirements.

Finally, another way to obtain stochastic completeness of " in Theo-
rem 4.1 is by applying Khas'minskii test [17], which states that a Rieman-
nian manifold is stochastically complete if it supports a C? function v such
that v(z) — 400 as x — oo and satisfying, for some positive constant A > 0,
A~ < Ay outside a compact subset. It follows from here that Theorem 4.1
remains true if one changes stochastic completeness by the condition that
h:¥" — R goes to +00 as  — oo (with no completeness assumption). Ac-
tually, since H > 0 is constant, it follows from (4.4) that

Ah <nH < +oco.

Therefore, by Khas’'minskii test with v = h, we derive the stochastic com-
pleteness of .

4.3. Hypersurfaces with constant higher order mean curvature

Next result extends Theorem 4.1 to higher order mean curvatures.

Theorem 4.3. Let F : X" — R xP" be an immersed hypersurface with
constant, non-zero, k-mean curvature Hy, for some k= 2,...,n and with
an elliptic point. Chosen the normal N so that Hy > 0, suppose that for
some o > 0

(4.22) Kp > —a

and, having set H | = supy, Hy_1(x),

k+1

(4.23) H," > aHj_,

Suppose that the WMP holds on X for the operator Ly_1. Let 2 C X be an
open set with OQ # () for which F () is contained in a slab and F(09Q) C
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Py = {0} x P, If

(4.24) B =supO <0
0
then
1 H
(4.25) F(Q) c |0, % x P
" —aH;_,

Proof. Let us consider the function

¢=H'"h+e.
We know from equation (4.1) in Proposition 4.1 in [5] that
(4.26) Li_1h = c,—1HyO,

where ¢;_1 = k‘(Z) On the other hand, since Hj is constant from Lemma
7.4 in [5] we also have

n
(4.27) L, 1©6=-0 <k> (nHyHy — (n — k)Hy11)
n
-0 Z ,U,k_l’if(v]p(Ei7 N)|El A\ N’2
i=1
Here the pjp_;;’s are the eigenvalues of Py_;, {E1,...,E,} is a local or-

thonormal frame on ¥ diagonalizing A, and the symbol ~ denotes projection
onto the fiber P of a vector field on the product space R x P™, that is, in
our case

N =(N,3,)8;+N and E;=(E;d)0,+F; i=1,...,n.

Recall that Lj_; is elliptic or, equivalently, the eigenvalues fi—1,; are all
positive. It follows from (4.26) and (4.27) that

k41

Ly 16=—© (Z) (nHyHy — (n — k)Hypq — kH,* )

n
— 0 pp—1,iKe(Ei, N)|E; A NJ2.
i=1



A new open form of the weak maximum principle 35

Using Garding inequalities,

k+1 k

ket ket
nHiHy, — kH,* >nH,* —kH,* =(n—kH_ "

-
e
-

hence
Et1 Et1
nHlHk - k‘Hkk - (n - k‘)Hk_H > (TL - k‘)(Hkk - Hk—f—l) > 0.
Therefore,
n
(4.28) Li-1¢ > =0 pp—1,Kp(Ei, N)|E; A NJ%.

i=1
For any § > 0 such that
k1
aHp_ | <aH;_;+6 < H*
let us consider the function

oH} +96
4.9 —p— k1 Ty
(4:29) v=9 Hy, O+ Hj,

Then using (4.26) and (4.28) we obtain

(430) Ly v > -0 Z uk,l,iKp(Ei, N)’EZ A N’z — @ck,l(aH;_l + (5)
i=1

Observe that

(4.31) |E; AN|? = |Vh|> = (E;, Vh)> < |[Vh|? < 1.

From (4.22), using also (4.31), the fact that o > 0 and each 1, > 0, we
have

n n
> p1iKp(Ei, N Ei ANP > =) ppo1,i| VAP > —atr(Pe_y)
P i=1

= —acp_1Hp1 > —acp_1 Hy_ ;.
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That is,

n
(4.32) > p—1iKp(Ei, N)|Ei AN > —acy_1 Hy .
i=1

Putting together (4.30) and (4.32), and using (4.24), we finally obtain

(4.33) Ly 1% > —¢;_ 100 > —cp_146  on Q.

We define v = v|g. Then, since F'(§2) is contained in a slab we deduce

Lj_1v> —cp_186 > 0 on €
supg v < +00.

Since the WMP holds on ¥ for Li_; and alternative (2.12) of Theorem 2.5
cannot occur we have

Sup v = supv.
Q o
But F(09) C {0} x P™ so that h = 0 on 92 and then v =1 = © < 3 on 99,
so that
B > supv = supu.
o0 Q
We thus have

h>-—-1+ — h on €.

that is,

h(z) < — ) on )
H,* —aH} | —0

k1
for each 0 > 0 such that aH; | <aH;_, +0 < H,* . Letting § — 0t we
conclude

(4.34) h(z) < M on €.

 H,b —aH},
On the other hand, from (4.24) and (4.26)

Li_1h<c,_1Hpp<0 on,
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and we conclude as in Theorem 4.1 that
(4.35) h(z) >0 on Q.
Putting (4.34) and (4.35) together we obtain (4.25). O

The following version of Theorem 4.3 for the “limit” case a = 0 can be
obtained with a reasoning similar to that used to prove Corollary 4.2.

Corollary 4.4. Let F :¥" — R x P" be an immersed hypersurface with
constant k-mean curvature Hy, for some k=2,...,n and with an elliptic
point (in particular, Hy # 0), and assume Kp > 0. Chosen the normal N so
that Hy, > 0, assume that X is Ly_1 parabolic. Let 2 C X be an open set with
O # O for which F(Q) is contained in a slab and F(02) C Py = {0} x P".
If © <0 on €2 then

1
F(Q)c [0,— | xP".
Hy

4.4. Alternative statements of Theorem 4.3
As in the case of Theorem 4.1, one can give alternative statements of The-
orem 4.3 under appropriate geometric conditions which imply the validity
of the WMP on ¥ for the operator L;_q. For instance, assume that X is
complete and that, for a fixed origin o € 3,
(4.36) [A(z)] < G(r(z)),
where r(z) denotes the distance from o in ¥ and G € C*(]0, +00)) satisfies

(i) G(0) >0, (ii) G'(t) >0 and (iii) 1/G(t) € L*(+00).

It then follows (see the proof of (4.19)) that the radial sectional curvatures
from o satisfy

(4.37) Ks(z) > —a — 2G(r(z))>.

Now observe that (4.37), completeness of ¥ and the fact that Hy_1(z) >0
on ¥ imply, by Theorem 3 in [4], the validity of the ¢-Omori-Yau maximum
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principle on ¥ for Lg_1, with

1

al@) = ch—1Hp—1(z)

In particular, the validity of the ¢-WMP on ¥ for Lj_;. However, since
Hj,_1(z) is bounded from above on X by (4.23), then ¢(z) is bounded from
below by a positive constant, and by the observation after Definition 2.2
this implies that the validity of the WMP for L;_1 on X. As a consequence,
Theorem 4.3 remains true if one replaces the validity of the WMP on X
for the operator L;_1 by the completeness of ¥ and condition (4.36) on the
growth of its second fundamental form.

On the other hand, the key to give another alternative statement of
Theorem 4.1 in subsection 4.2 was to apply Khas'minskii criterium for the
stochastic completeness of X. In Theorem A of [1] we proved that a similar
test yields the validity of the WMP for a wide class of operators including
the Li_1’s operators considered above. In particular, Theorem A in [1] with
q(z) =1 and L = Lj_; states that the WMP holds on ¥ for the operator
Li_1 if 3 supports a C? function ~ such that v(z) — +o00 as  — oo and
L;_1v < B outside a compact subset for some constant B > 0. It follows
from here that Theorem 4.3 remains true if one changes the validity of the
WMP on ¥ for the operator L;_1 by the condition that h : 3" — R goes to
+00 as * — oo (with no completeness assumption). In fact, since Hy > 0 is
constant, it follows from (4.26) that

Li_1h < c_1Hp < +oo.

Therefore, choosing v = h we derive the the validity of the WMP on X for
the operator Lj_q

5. Geometric applications to Killing graphs

We now consider the case when that the (n + 1)-dimensional manifold M
is endowed with a non-singular Killing vector field Y with complete flow
lines and integrable orthogonal distribution. Let PP be a fixed integral leaf.
Note that the leaves of the foliation are totally geodesic hypersurfaces of
M. The flow ® : R x P — M generated by Y takes isometrically P = Py to
the leaf Py = ®4(P) for any s € R, where &5 = ®(s,-). We now consider an
immersion F : P — M of the form

(5.1) F(x) = Fy(x) = ®(u(x), )
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for some smooth function u : P — R. In this case the hypersurface F(P) is
called the Killing graph of u [11]. Since Y is non-singular we can define
v = |Y|72 > 0. The unit normal to the graph is given by

1
V(@) + [Dul?(x)

where D denotes the covariant derivative on [P, and where, for simplicity of
notation, we are denoting by v and Y the restrictions of v and Y on P along
F. The Killing graph F' has constant mean curvature H, in the direction of
the normal N, if and only if (see[6])

(5.2) N(z) = (V@)Y (2) = Py(r), (Du(z)))

D
(5.3) Lu = divieg /5 (;) —nH on P,

where,

(5.4) W = /v + |Du|?

and L is the operator

. (Du D~y Du

Here div is the divergence on IP. We have the following:

Theorem 5.1. Let M be a complete Riemannian manifold endowed with
a complete non-singular Killing field Y and let P be an integral leaf of the
Killing foliation. Let F = F,, : P — M be a Killing graph with constant mean
curvature H > 0. Assume that

(5.6) sup |Y] < 400
P
and
lo Y
(5.7) hminfM < +o0,

R—+o00 R?

where Br = Br(0) stands for the geodesic ball in P centered at a fixed origin
o with geodesic radius R.
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If there exists a reqular value T of u such that u is bounded above on
some connected component of the super level

Q={zeX:ux) >}
then the Killing graph is minimal.

Proof. First of all, we derive the validity of the WMP for the operator L
of (5.5) on P as an application of Theorem 3.2 of [6]. To apply Theorem 3.2
of [6] we observe that P is complete and, following the notation of Section 3
of [6], we let ¢(x) =log /v —log |Y ()| and we choose h to be the
metric on P, so that h_ and h+ are both identically equal to 1. Define

t
Y(w)+ 82
Then ¢ clearly satisfies i), ii) and iii) in (3.3) of [6] with

90($7t) =

=1 and A(z)=[Y ().

Observe that the structure conditions (3.3) of [6] are nothing but our condi-
tions (2.2). Therefore, assumption (3.4) of [6] is guaranteed by (5.6). Follow-
ing again the notation of Theorem 3.2 of [6], choose ¢ = 0 and p = 0, so that
7 = —2. Then, assumption (3.8) of [6] corresponds to our condition (5.7).
Therefore, it follows from Theorem 3.2 of [6] that for each function u € C*(P)
such that u* = supp u < +00 and each v < u* we have

inf Lu <0, with Q,={zeP:u(x)>n~}
In other words, we obtain the validity of the WMP for the operator L of (5.5)
on P.
Let Q be the connected component of {2, on which u is bounded above.
Note that ) # 9Q C {z € P : u(z) = 7}. Set v = ulg. By contradiction, sup-
pose H > 0. From (5.3)

{ Lv=nH >0 on €;

Supq v < +00.

Applying Theorem 2.5 and noting that, since H > 0, alternative (2.12) can
not occur, we deduce that

SUpv = Supv =T
Q o0
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so that w =7 on Q. Hence F,(z) = ®(7,2) CP; on Q. Thus Q with the
induced metric is isometric to an open set of P> which is totally geodesic in
M. Therefore H = 0, which is a contradiction. U

From the above theorem we deduce the following corollary related to the
results given in [6].

Corollary 5.2. In the assumptions of Theorem 5.1 if u is bounded above
then the Killing graph F, : P — M is minimal.
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