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Orientability in Yang–Mills theory over
nonorientable surfaces

Nan-Kuo Ho, Chiu-Chu Melissa Liu and Daniel Ramras

The first two authors have constructed a gauge-equivariant Morse
stratification on the space of connections on a principal U(n)-
bundle over a connected, closed, nonorientable surface Σ. This
space can be identified with the real locus of the space of con-
nections on the pullback of this bundle over the orientable double
cover of Σ. In this context, the normal bundles to the Morse strata
are real vector bundles. We show that these bundles, and their
associated homotopy orbit bundles, are orientable for any n when
Σ is not homeomorphic to the Klein bottle, and for n ≤ 3 when
Σ is the Klein bottle. We also derive similar orientability results
when the structure group is SU(n).

1. Introduction

Consider a finite stratification {Aμ} of a manifold S. If each stratum Aμ is
a locally closed submanifold of S with codimension dμ, and the index set is
partially ordered so that for any λ,

Āλ ⊂
⋃

μ≥λ

Aμ

holds, then {Aμ} is called a Morse stratification. A Morse stratification gives
a Morse polynomial Mt(S; K) =

∑
tdμPt(Aμ; K), where Pt(−; K) denotes

the Poincaré polynomial with coefficients in the field K. The Morse inequal-
ities state that there exists a polynomial RK(t) with nonnegative coefficients
such that

Mt(S; K) = Pt(S; K) + (1 + t)RK(t).

Under fairly general conditions, the Morse inequalities hold for K = Z2. If,
moreover, the normal bundle Nμ to each stratum Aμ is orientable, then these
Morse inequalities hold for any coefficient field K.

Atiyah and Bott studied the moduli space of flat G-connections over
a Riemann surface via this Morse theoretical approach when the structure
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group G is compact and connected. One of their main results is the compu-
tation of the G-equivariant Poincaré series P G

t (Aflat; K) for the space Aflat
of flat connections on a principal bundle over a Riemann surface, where G
is the gauge group. They used the Yang–Mills functional, which is invariant
under the action of the gauge group, as a Morse-type function and con-
structed a gauge equivariant Morse stratification {Aμ} on the space A of all
connections on a principal bundle over a Riemann surface. The space Aflat
of flat connections sits inside of the unique open stratum Ass and is a defor-
mation retract of Ass via the Yang–Mills flow [5, 22]. Thus, Aflat and Ass
are homotopy equivalent, and P G

t (Aflat; K) = P G
t (Ass; K). With this Morse

stratification, one can write down the G-equivariant Morse series of the space
A of all connections,

MG
t (A; K) =

∑

μ∈I

tdμP G
t (Aμ; K),

and the G-equivariant Morse inequalities

MG
t (A; K) = P G

t (A; K) + (1 + t)RK(t),

where dμ is the codimension of the stratum Aμ, I is the index set of the
stratification and RK(t) is a power series with nonnegative coefficients. In
their construction, the normal bundles Nμ are complex vector bundles, thus
orientable, so K can be any field. In order to compute the G-equivariant
Poincaré series P G

t (Ass; K), one needs four ingredients: P G
t (A; K), dμ, RK(t)

and P G
t (Aμ; K) for all Aμ �= Ass. Since the space A of all connections over

a Riemann surface is an infinite-dimensional complex affine space and thus
contractible, P G

t (A; K) is just Pt(BG; K), the Poincaré series of the classify-
ing space of G. As for P G

t (Aμ), Atiyah and Bott found reduction formulas [1,
Proposition 7.12] that reduce the question to smaller groups. The Morse
index dμ can be computed by Riemann–Roch (see [1, Equation (7.15)]).
Most importantly, they showed that this stratification is G-equivariantly
perfect [1, Theorem 7.14], i.e., RK(t) = 0, and

Pt(BG; K) = P G
t (A; K) =

∑

μ∈I

tdμP G
t (Aμ; K).

In the end, this method produces a recursive formula for P G
t (Ass; K).

The first two authors defined a Yang–Mills functional on the space of
connections over any nonorientable surface Σ in [12]. Using this Yang–Mills
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functional, they constructed a G-equivariant Morse stratification on the
space of connections over Σ. To be precise, consider the orientable double
cover π : Σ̃ → Σ, and let P̃ = π∗P over Σ̃ denote the pullback of a prin-
cipal bundle P over Σ. The nontrivial deck transformation of Σ̃ induces
an involution on the space Ã of connections of P̃ whose fixed point set is
exactly the space A of connections of P . Ho and Liu define the Yang–Mills
functional L on A to be the restriction of the Yang–Mills functional L̃ on
the fixed point set of Ã. The absolute minimum of L is zero, achieved by
flat connections on P . The gradient flow of L defines a G-equivariant Morse
stratification {Aμ} on A. Indeed, the Morse stratification {Aμ} is just the
intersection of A with the Morse stratification {Ãμ}. This procedure also
tells us that the normal bundle Nμ to each stratum Aμ in A is the fixed
locus of the normal bundle Ñμ to each stratum Ãμ in Ã, which is com-
plex (we will discuss in detail the various involutions on vector bundles in
Section 3). In other words, the normal bundle Nμ to each Morse stratum
Aμ is a G-equivariant real vector bundle and hence is not automatically
orientable.

The G-equivariant Morse series of this stratification {Aμ} is

MG
t (A; K) =

∑

μ∈I

tdμP G
t (Aμ; K).

Since the Yang–Mills strata admit gauge-invariant tubular neighborhoods
(see [23] for a construction), one can use the stratification to obtain the
G-equivariant Morse inequalities

MG
t (A; K) = P G

t (A; K) + (1 + t)RK(t).

A priori, we cannot assume orientability of the normal bundles Nμ, so
the Morse inequalities holds only for K = Z2. To compute the Poincaré
series P G

t (Ass; K), we again need four ingredients: P G
t (A; K), dμ, RK(t) and

P G
t (Aμ; K) for all Aμ �= Ass. Reduction formulas for P G

t (Aμ; K) and a for-
mula for dμ were given in [12, 13]. On the other hand, the computation
of P G

t (A; K) is rather difficult when K = Z2 due to the existence of two-
torsion elements in integral cohomology (see [12, Section 5.3; 13, Section
2] for more details) and one is encouraged to consider rational coefficients.
Hence we need to establish orientability of the normal bundles.

Let XhG denote the homotopy orbit space EG ×G X. Then (Nμ)hG is
also a real vector bundle over (Aμ)hG . In this paper, we fix the structure
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group of the principal bundle P to be the unitary group U(n) or the special
unitary group SU(n). Our main result is:

Theorem 1.1. Suppose that either (i) χ(Σ) = 0 (so that Σ is homeomor-
phic to the Klein bottle) and n ≤ 3, or (ii) χ(Σ) �= 0 and n is any positive
integer. Then (Nμ)hG is an orientable vector bundle over (Aμ)hG for all μ.
As a consequence, Nμ is an orientable vector bundle over Aμ for all μ.

In [14], the first two authors discuss how far this stratification is from
being perfect, i.e., what the power series RK(t) looks like. They define
the notion of antiperfection, which leads to some conjectural formulas for
P G

t (Ass; K).
Thomas Baird [4] has recently proven the formula conjectured in [14] for

the G-equivariant Poincaré series of the space of flat U(3)-connections over
a nonorientable surface. His argument relies on Yang–Mills theory, and in
particular uses our orientability results. Thus Baird’s work may be viewed
as a concrete application of the results in this paper.

2. Preliminaries

Let Σ̃ be a Riemann surface. Let Pn,k

Σ̃
denote the degree k principal U(n)-

bundle on Σ̃. Let ρ : U(n) → GL(n, C) be the fundamental representation,
and let E = Pn,k

Σ̃
×ρ C

n be the associated complex vector bundle over Σ̃.
Then E is a rank n, degree k complex vector bundle equipped with a Her-
mitian metric h, and the unitary frame bundle U(E, h) of the Hermitian
vector bundle (E, h) is isomorphic to Pn,k

Σ̃
as a C∞ principal U(n)-bundle.

2.1. Hermitian, (0, 1)-, and (1, 0)-connections

Let A(Pn,k

Σ̃
) be the space of U(n)-connections on Pn,k

Σ̃
, which can be iden-

tified with A(E, h), the space of Hermitian connections on (E, h) (connec-
tions on E which are compatible with the Hermitian structure h, cf. [26,
p.76]) . It is a complex affine space whose vector space of translations is
Ω1

Σ̃
(adPn,k

Σ̃
), where the complex structure is given by the Hodge star ∗ (cf.

[1]). Let C(E) denote the space of (0, 1)-connections ∂̄ : Ω0
Σ̃
(E) → Ω0,1

Σ̃
(E),

and let C′(E) denote the space of (1, 0)-connections ∂ : Ω0
Σ̃
(E) → Ω1,0

Σ̃
(E).

Recall that a (0, 1)-connection (resp. (1, 0)-connection) defines a holomor-
phic (resp. anti-holomorphic) structure on E if and only if ∂̄2 = 0 (resp. ∂2 =
0) (cf. [7, Section 2.2.2]); now Ω0,2

Σ̃
= 0 (resp. Ω2,0

Σ̃
= 0) since dimC Σ̃ = 1,

so the integrability condition ∂̄2 = 0 (resp. ∂2 = 0) holds automatically. The
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local holomorphic (resp. anti-holomorphic) sections are solutions to ∂̄s = 0
(resp. ∂s = 0). C(E) and C′(E) are complex affine spaces whose vector spaces
of translations are Ω0,1

Σ̃
(End(E)) and Ω1,0

Σ̃
(End(E)), respectively (cf. [1]).

Given a Hermitian connection ∇ : Ω0
Σ̃
(E) → Ω1

Σ̃
(E), let ∇′ : Ω0

Σ̃
(E) →

Ω1,0
Σ̃

(E) and ∇′′ : Ω0
Σ̃
(E) → Ω0,1

Σ̃
(E) be the (1, 0) and (0, 1) parts of ∇.

Then ∇ �→ ∇′′ and ∇ �→ ∇′ define isomorphisms j : A(Pn,k

Σ̃
) → C(E) and

j′ : A(Pn,k

Σ̃
) → C′(E) of real affine spaces. Their differentials

j∗ : Ω1
Σ̃(adPn,k

Σ̃
) → Ω0,1

Σ̃
(EndE), j′

∗ : Ω1
Σ̃(adPn,k

Σ̃
) → Ω1,0

Σ̃
(EndE),

are complex linear and conjugate linear, respectively. More explicitly, j∗
and j′

∗ are C∞(Σ̃, R)-linear, so they are induced by real vector bundle
maps j̃ : T ∗

Σ̃
⊗ adPn,k

Σ̃
→ (T ∗

Σ̃
)0,1 ⊗ EndE and j̃′ : T ∗

Σ̃
⊗ adPn,k

Σ̃
→ (T ∗

Σ̃
)1,0 ⊗

EndE, respectively. Given any point x ∈ Σ̃, let dz = dx + idy be a local basis
of (T ∗

Σ̃
)1,0
p and let X, Y ∈ u(n). Then X + iY ∈ gl(n, C), and

j̃(Xdx + Y dy) = 1
2(X + iY )dz̄, j̃′(Xdx + Y dy) = 1

2(X − iY )dz.

The complex structure on (T ∗
Σ̃

⊗ adPn,k

Σ̃
)x is given by the Hodge star:

∗(Xdx + Y dy) = −Y dx + Xdy. It is straightforward to check that j̃ is com-
plex linear and j̃′ is conjugate linear.

Given a (0, 1)-connection ∂̄ on a Hermitian vector bundle (E, h) over Σ̃,
there is a unique connection ∇ on E which is compatible with h and such that
∇′′ = ∂̄ (see, e.g., [26, p.78]). We denote this canonical Hermitian connection
by ∇h,∂̄ . The map j′ ◦ j−1 : C(E) → C′(E) is given by ∂̄ �→ (∇h,∂̄)′, where
(∇h,∂̄)′ is the (1, 0)-part of ∇h,∂̄ .

Let E∨ be the complex dual of E (see, e.g., [20, pp.168–169]). Then E∨

is a rank n, degree −k complex vector bundle equipped with a Hermitian
metric h∨ induced by h. More explicitly, if {e1, . . . , en} is a local orthonor-
mal frame of the Hermitian vector bundle (E, h), then its dual coframe
{e∨

1 , . . . , e∨
n} is a local orthonormal frame of the Hermitian vector bun-

dle (E∨, h∨). The map v �→ h(·, v) defines a conjugate linear bundle map
E → E∨ which induces an isomorphism Ih : (E, h) ∼= (E∨, h∨) of Hermitian
vector bundles. We have U(E∨, h∨) ∼= U(E, h) ∼= Pn,k

Σ̃
.

A (0, 1)-connection ∂̄ on E induces a (0, 1)-connection ∂̄∨ on E∨ and a
(1, 0)-connection ∂∨ on E∨. This gives a map j1 : C(E) → C′(E∨). The map
v �→ h(·, v) defines an isomorphism E ∼= E∨ of C∞ complex vector bundles,
which induces an isomorphism j2 : C′(E) → C′(E∨) of complex affine spaces.
It is straightforward to check that j′ ◦ j−1 = j−1

2 ◦ j1 : C(E) → C′(E).
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2.2. Gauge groups

Let GL(E) be the frame bundle of the complex vector bundle E. Let U(E, h)
be the unitary frame bundle of the Hermitian vector bundle (E, h) as in the
previous subsection. Then GL(E) is a principal GL(n, C)-bundle over Σ̃,
and U(E, h) is a principal U(n)-bundle over Σ̃. Let Aut(E) be the (infinite-
dimensional) group of complex vector bundle isomorphisms E → E, and
let Aut(E, h) be the (infinite-dimensional) group of Hermitian bundle iso-
morphisms (E, h) → (E, h). (See [1, Section 2] for details.) Then Aut(E)
∼= Aut GL(E) and Aut(E, h) ∼= AutU(E, h); Aut(E, h) is a subgroup of
Aut(E).

Aut(E) acts on C(E) by u · ∂̄ = u ◦ ∂̄ ◦ u−1 and Aut(E, h) acts on A(E, h)
by u · ∇ = u ◦ ∇ ◦ u−1. More explicitly, relative to a local orthonormal frame,
a (0, 1)-connection on E is of the form

∂̄ = ∂̄0 + B,

where ∂̄0 is the usual Cauchy–Riemann operator and B is a gl(n, C)-valued
(0, 1)-form; a unitary connection is of the form

∇ = d + A,

where d is the usual exterior derivative and A is an u(n)-valued 1-form. An
element u in the gauge group Aut(E) is locally a GL(n, C)-valued function,
and acts on the form B by

(2.1) B �→ uBu−1 − (∂̄0u)u−1,

an element u in the gauge group Aut(E, h) is locally a U(n)-valued function,
and acts on the form A by

(2.2) A �→ uAu−1 − (du)u−1.

In particular, if u ∈ GL(n, C) (resp. U(n)) is a constant gauge transforma-
tion, then it acts on B (resp. A) by B �→ uBu−1 (resp. A �→ uAu−1).

Given u ∈ Aut(E) and x ∈ Σ̃, ux : Ex → Ex is a complex linear iso-
morphism for all x ∈ Σ̃. The dual of ux is a complex linear isomorphism
(ux)∨ : (Ex)∨ → (Ex)∨ = (E∨)x. It induces a complex linear isomorphism

(ux)∨ : (Ex)∨ → (Ex)∨ ∼= (E∨)x.
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Define u∨ ∈ Aut(E∨) by (u∨)x = (ux)∨. Then u → u∨ defines a group homo-
morphism Aut(E) → Aut(E∨). The isomorphism Ih : E ∼= E∨ allows us to
identify Aut(E) with Aut(E∨). We let Ĩh : Aut(E) → Aut(E∨) be this h-
dependent identification, and let φh : Aut(E) → Aut(E) be defined by u �→
Ĩh(u∨). Then φh can be described explicitly as follows. Let u ∈ Aut(E), and
let A ∈ GL(n, C) be the matrix of ux : Ex → Ex with respect to an orthonor-
mal basis of (Ex, hx). Then φh(u)x = (At)−1. Note that φh : Aut(E) →
Aut(E) is an involution, and the fixed locus Aut(E)φh = Aut(E, h).

3. Involution

Let Σ be a closed nonorientable surface, and let π : Σ̃ → Σ be its orientable
double cover. Then Σ̃ is a Riemann surface, and the nontrivial deck trans-
formation is an anti-holomorphic, anti-symplectic involution τ : Σ̃ → Σ̃ such
that π ◦ τ = π.

3.1. The action of τ on holomorphic structures

There is an anti-holomorphic, anti-symplectic map τA : A(E, h) → A(τ∗E,
τ∗h) given by ∇ �→ τ∗∇. Note that τ∗Pn,k

Σ̃
∼= Pn,−k

Σ̃
, so A(τ∗E, τ∗h) ∼=

A(Pn,−k

Σ̃
). We have

(τ∗∇)′ = τ∗(∇′′), (τ∗∇)′′ = τ∗(∇′),

so there are maps

τ∗ : C(E) → C′(τ∗E), C(τ∗E) → C′(E), ∂̄ �→ τ∗∂̄,

τ∗ : C′(E) → C(τ∗E), C′(τ∗E) → C(E), ∂ �→ τ∗∂,

such that τ∗ ◦ τ∗ is the identity map.
Define τC := j ◦ τA ◦ j−1 = τ∗ ◦ j′ ◦ j−1 : C(E) → C(τ∗E). Then τC is

given by ∂̄ �→ τ∗(∇h,∂̄)′. In the rest of this subsection, we study the effect of
τC on the Harder–Narasimhan filtration.

Let E denote E equipped with a (0, 1)-connection (holomorphic struc-
ture), so that E can be viewed as a point in C(E). Let

0 = E0 ⊂ E1 ⊂ · · · ⊂ Er = E

be the Harder–Narasimhan filtration, so Ej/Ej−1 is semi-stable. For j =
1, . . . , r, set

Dj = Ej/Ej−1, nj = rankC Dj , kj = deg Dj .
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The Atiyah–Bott type of E is

(3.1) μ(E) =
(k1

n1
, . . . ,

k1

n1︸ ︷︷ ︸
n1

, . . . ,
kr

nr
, . . . ,

kr

nr︸ ︷︷ ︸
nr

)
, where

k1

n1
> · · · >

kr

nr
.

Recall that rankC E = n and deg E = k. Let

In,k =

{(k1

n1
, . . . ,

k1

n1︸ ︷︷ ︸
n1

, . . . ,
kr

nr
, . . . ,

kr

nr︸ ︷︷ ︸
nr

) ∣∣∣
k1

n1
> · · · >

kr

nr
,

r∑

j=1

nj = n,

r∑

j=1

kj = k

}
,

and for μ ∈ In,k let Cμ = {E ∈ C(E)
∣∣∣ μ(E) = μ}. The Harder–Narasimhan

strata of C(E) are {Cμ | μ ∈ In,k} (cf. [1, Section 7]).
Using the isomorphism Ih : E ∼= E∨ defined in Section 2.1, we may iden-

tify C(τ∗E) with C(τ∗E∨). Then τC : C(E) → C(τ∗E∨) is given by E �→ τ∗E∨,
where E , E∨, τ∗E∨ are holomorphic vector bundles over Σ̃, while E∨ is an
anti-holomorphic vector bundle over Σ̃.

For j = 0, . . . , r, define a holomorphic subbundle (E∨)−j of E∨ by
(
(E∨)−j

)
x

= {α ∈ E∨
x | α(v) = 0 ∀v ∈ (Ej)x}.

Then (E∨)−j = (E/Ej)∨. The Harder–Narasimhan filtration of E∨ ∈ C(E∨)
is given by

0 = (E∨)−r ⊂ (E∨)−(r−1) ⊂ · · · ⊂ (E∨)−1 ⊂ (E∨)0 = E∨.

Notice that
(E∨)−i/(E∨)−(i+1)

∼= (Ei+1/Ei)∨ = (Di+1)∨.

For j = 1, . . . , r, set Hj = (E∨)−(r−j)/(E∨)−(r−j+1). Then

Hj
∼= (Dr+1−j)∨, rankC Hj = nr+1−j , deg Hj = −kr+1−j .

Hence the Atiyah–Bott type of E∨ is

μ =
(
−kr

nr
, . . . ,−kr

nr︸ ︷︷ ︸
nr

, . . . ,−k1

n1
, . . . ,−k1

n1︸ ︷︷ ︸
n1

)
, where − kr

nr
> · · · > −k1

n1
.
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For j = 0, . . . , r, define a holomorphic subbundle τC(E)−j of τC(E) =
τ∗E∨ by τC(E)−j = τ∗(E∨)−j . The Harder–Narasimhan filtration of τC(E)
is given by

0 = τC(E)−r ⊂ τC(E)−(r−1) ⊂ · · · ⊂ τC(E)0 = τC(E).

For j = 1, . . . , r, let Kj = τC(E)−(r−j)/τC(E)−(r−j+1). Then

Kj
∼= τ∗Hj

∼= τ∗(Dr+1−j)∨ = τC(Dr+1−j),

and

rankC Kj = nr+1−j , deg Kj = −kr+1−j .

The Atiyah–Bott type of τC(E) is

μ =
(
−kr

nr
, . . . ,−kr

nr︸ ︷︷ ︸
nr

, . . . ,−k1

n1
, . . . ,−k1

n1︸ ︷︷ ︸
n1

)
.

From the above discussion, we conclude:

Lemma 3.1. Let τC : C(E) → C(τ∗E) ∼= C(τ∗E∨) be defined as above, and
define τC : Aut(E) → Aut(τ∗E) by u �→ τ∗φh(u), where φh is defined as in
Section 2.2. Define τ0 : In,k → In,−k by

(k1

n1
, . . . ,

k1

n1︸ ︷︷ ︸
n1

, . . . ,
kr

nr
, . . . ,

kr

nr︸ ︷︷ ︸
nr

)
�→

(
−kr

nr
, . . . ,−kr

nr︸ ︷︷ ︸
nr

, . . . ,−k1

n1
, . . . ,−k1

n1︸ ︷︷ ︸
n1

)
,

Then

1. τC : C(E) → C(τ∗E) ∼= C(τ∗E∨) maps Cμ bijectively to Cτ0(μ).

2. τC is equivariant with respect to the Aut(E)-action on C(E) and
Aut(τ∗E)-action on C(τ∗E), i.e.,

τC(u · ∂̄) = τC(u) · τC(∂̄), u ∈ Aut(E), ∂̄ ∈ C(E).
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3.2. The degree zero case

Let P → Σ be a principal U(n)-bundle, and let P̃ = π∗P be the pull back
principal U(n)-bundle on Σ̃. We first review some facts about P̃ (see
[12, Section 3.2] for details). The pull back bundle P̃ ∼= Pn,0

Σ̃
∼= Σ̃ × U(n) is

topologically trivial. We wish to describe an involution τ̃ : P̃ → P̃ which is
U(n)-equivariant, covers the involution τ : Σ̃ → Σ̃, and satisfies P = P̃ /τ̃s.
Fixing a trivialization P̃ ∼= Σ̃ × U(n), any such involution must be given
by τ̃s : Σ̃ × U(n) → Σ̃ × U(n), (x, h) �→ (τ(x), s(x)h), for some C∞ map s :
Σ̃ → U(n) satisfying s(τ(x)) = s(x)−1.

The topological type of a principal U(n)-bundle P → Σ is classified by
c1(P ) ∈ H2(Σ; Z) ∼= Z/2Z. Let Pn,+

Σ and Pn,−
Σ denote the principal U(n)-

bundles on Σ with c1 = 0 and c1 = 1 in Z/2Z, respectively. Let τε be the
involution on Pn,0

Σ̃
= Σ̃ × U(n) defined by a constant map s(x) = ε ∈ U(n).

We must have ε2 = In, so det ε = ±1. Then Pn,0
Σ̃

/τε
∼= Pn,±

Σ if det ε = ±1. We
choose ε± to be the diagonal matrix diag(±1, 1, . . . , 1), and define τ± = τε± .
Then Pn,0

Σ̃
/τ± ∼= Pn,±

Σ .
Let E = Pn,0

Σ̃
×ρ C

n ∼= Σ̃ × C
n, where ρ : U(n) → GL(n, C) is the funda-

mental representation. Then τ± induces an involution τ± : E ∼= Σ̃ × C
n →

E ∼= Σ̃ × C
n given by (x, v) �→ (τ(x), ε±v). The two involutions τ+, τ− give

two isomorphisms τ∗E ∼= E, which induce isomorphisms

A(E, h) ∼= A(τ∗E, τ∗h), C(E) ∼= C(τ∗E), Aut(E) ∼= Aut(τ∗E).

Therefore, we have involutions

τ±
A : A(E, h) → A(E, h), τ±

C : C(E) → C(E), τ±
C : Aut(E) → Aut(E),

and τ±
C : C(E) → C(E) is Aut(E)-equivariant with respect to the Aut(E)-

action on C(E). We have

A(Pn,±
Σ ) = A(E, h)τ±

A ∼= C(E)τ±
C , Aut(Pn,±

Σ ) ∼= Aut(E, h)τ±
C ,

where Aut(E, h) ⊂ Aut(E) is the group of unitary gauge transformations of
the Hermitian vector bundle (E, h). The following two equivariant pairs are
isomorphic:

(
A(Pn,±

Σ ), Aut(Pn,±
Σ )

)
∼=

(
C(E)τ±

C , Aut(E, h)τ±
C

)
.
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3.3. SU(n)-connections

Let Qn
Σ → Σ be a principal SU(n)-bundle. Then Qn

Σ is topologically trivial.
We fix a trivialization Qn

Σ
∼= Σ × SU(n), which allows us to identify the space

A(Qn
Σ) of connections on Qn

Σ with the vector space of su(n)-valued 1-forms
on Σ. Let Pn,+

Σ
∼= Σ × U(n) be the trivial U(n)-bundle on Σ, as before. The

short exact sequence of vector spaces

0 → su(n) → u(n) Tr→ u(1) → 1

induces a short exact sequence of infinite-dimensional vector spaces

0 → A(Qn
Σ) → A(Pn,+

Σ ) Tr→ A(P 1,+
Σ ) → 0.

The Yang–Mills functional on A(Qn
Σ) is the restriction of the Yang–Mills

functional on A(Pn,+
Σ ). The Morse stratifications on A(Pn,+

Σ ) and on A(Qn
Σ)

are given by

A(Pn,+
Σ ) =

⋃

μ∈I

Aμ, A(Qn
Σ) =

⋃

μ∈I

A′
μ,

where A′
μ = Aμ ∩ A(Qn

Σ) is nonempty for any μ ∈ I. Given μ ∈ I such that
Aμ �= Ass, let Nμ (resp. N

′
μ) be the normal bundle of Aμ (resp. A′

μ) in
A(Pn,+

Σ ) (resp. A(Qn
Σ)). Let ιμ : A′

μ ↪→ Aμ be the inclusion. Then N
′
μ =

ι∗μNμ. Therefore, if Nμ is an orientable real vector bundle over Aμ then
N

′
μ is an orientable real vector bundle over A′

μ.
The short exact sequence of Lie groups

1 → SU(n) → U(n) det→ U(1) → 1

induces a short exact sequence of infinite-dimensional gauge groups

1 → Map(Σ, SU(n)) → Map(Σ, U(n)) → Map(Σ, U(1)) → 1

or equivalently,

(3.2) 1 → Aut(Qn
Σ) → Aut(Pn,+

Σ ) → Aut(P 1,+
Σ ) → 1.
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In particular, G′ := Aut(Qn
Σ) is a subgroup of G := Aut(Pn,+

Σ ); indeed G′ is
a closed, normal subgroup of G. We have the following diagram:

EG ×G′ N
′
μ −−−−→ EG ×G′ Nμ −−−−→ EG ×G Nμ⏐⏐�

⏐⏐�
⏐⏐�

EG ×G′ A′
μ −−−−→ EG ×G′ Aμ −−−−→ EG ×G Aμ,

which can be identified with

(N′
μ)hG′ −−−−→ (Nμ)hG′ −−−−→ (Nμ)hG⏐⏐�

⏐⏐�
⏐⏐�

(A′
μ)hG′

ιμ−−−−→ (Aμ)hG′
qμ−−−−→ (Aμ)hG ,

where

(Nμ)hG′ = q∗
μ ((Nμ)hG) , (N′

μ)hG′ = ι∗μ ((Nμ)hG′) .

Therefore, if (Nμ)hG is an orientable vector bundle over (Aμ)hG then (N′
μ)hG′

is an orientable vector bundle over (A′
μ)hG′ .

From the above discussion, if Theorem 1.1 holds for U(n) then it holds
for SU(n). In the remainder of this paper, we prove Theorem 1.1 for U(n).

4. Reduction

Let Σ denote a closed, nonorientable surface. In this section, we reduce
the question of orientability for normal bundles of Morse strata in A(Pn,±

Σ )
to the question of orientability for certain real vector bundles Vn,k over
the representation varieties associated to central Yang–Mills connections
on Pn,k

Σ̃
.

The reduction will pass through a variety of gauge-theoretical spaces,
most of which are not CW complexes. Hence one needs to be careful in
applying the usual bundle-theoretical arguments. In the end, however, we
will show that the normal bundle to each Morse stratum Aμ, when con-
sidered equivariantly as a bundle over (Aμ)hG , is pulled back under a weak
equivalence from a bundle over the homotopy orbit space (Nμ/G0)hU(n) (here
Nμ denotes the set of type μ Yang–Mills connections). These representa-
tion varieties are analytical sets [12], and their homotopy orbit spaces are
triangulable by results of Illman [11]. The fact that the normal bundle is
pulled back from a bundle over a CW complex will allow us to use standard
bundle-theoretical arguments. At the end of this section we will summarize
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the arguments to follow, so as to make the overall strategy of the reduction
clear and the proof rigorous.

4.1. Reduction to Levi subgroups

On the stratum Cμ, where μ is as in Equation (3.1), we will proceed to reduce
the U(n)-gauge group to a Levi subgroup corresponding to U(n1) × · · · ×
U(nr). Our arguments follow [1, Section 7] closely.

Let Fμ denote the space of all C∞ filtrations of type μ. The Harder–
Narasimhan filtration provides a continuous map p : Cμ → Fμ. Let Eμ ∈ Fμ

be a fixed C∞ filtration of E and let Bμ = p−1(Eμ). We choose splittings of
the filtration Eμ to obtain a direct sum decomposition E0

μ = D1 ⊕ · · · ⊕ Dr

of E, and let B0
μ ⊂ Bμ be the space of complex structures compatible with

the direct sum decomposition E0
μ. The inclusion B0

μ ↪→ Bμ splits the fibration
Bμ → B0

μ, which has a vector space as fiber. Hence this inclusion is a weak
equivalence. Since Cμ is the extension of the Aut(Eμ)-space Bμ to a Aut(E)-
space, we have a homeomorphism of homotopy orbit spaces (Cμ)hAut(E)

∼=
(Bμ)hAut(Eμ). Thus

(Cμ)hAut(E)
∼= (Bμ)hAut(Eμ) ∼ (B0

μ)hAut(E0
μ)

∼=
r∏

j=1

Css(Di)hAut(Di).

Let Ñμ → Cμ be the normal bundle of Cμ in C(E). Given E ∈ B0
μ ⊂ Cμ,

E is a direct sum of holomorphic subbundles D1, . . . ,Dr, and

(Ñμ)E =
⊕

i<j

H1(Σ̃,Hom(Di,Dj)).

The Harder–Narasimhan filtration is again a continuous map p : Cτ0(μ) →
Fτ0(μ). We have τ∗Eμ ∈ Fτ0(μ). Let Bτ0(μ) = p−1(τ∗Eμ) and let B0

τ0(μ) be the
space of complex structures compatible with the direct sum decomposition
τ∗(E0

μ) = τ∗D1 ⊕ · · · ⊕ τ∗Dr. Then τ(B0
μ) = B0

τ0(μ).
Given a holomorphic vector bundle V → Σ̃, let O(V) be the sheaf of local

holomorphic sections on V. Then for i = 0, 1,

(4.1) H i
∂̄(Σ̃,V) ∼= H i(Σ̃,O(V)) ∼= Ȟ i({Uα},O(V)),

where H i
∂̄
(Σ̃,V) is the Dolbeault cohomology of the holomorphic vector

bundle V, H i(Σ̃,O(V)) is the sheaf cohomology of the sheaf O(V), and
Ȟ i({Uα},O(V)) is the Čech cohomology with coefficient in the sheaf O(V)
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for a good cover {Uα} of Σ̃. Let H i(Σ̃,V) denote any of the three cohomology
groups in (4.1).

Let Ñτ0(μ) → Cτ0(μ) be the normal bundle of Cτ0(μ) in C(τ∗E). Then
τC(E) = τC(D1) ⊕ · · · ⊕ τC(Dr), and

(Ñτ0(μ))τC(E) =
⊕

i<j

H1
(
Σ̃,Hom(τC(Dj), τC(Di))

)
.

Now, τ∗ induces an anti-holomorphic map from the holomorphic vec-
tor bundle Hom(Di,Dj) to the anti-holomorphic bundle τ∗Hom(Di,Dj) =
τ∗Hom(D∨

j ,D∨
i ). So τ induces an isomorphism of holomorphic vector

bundles

Hom(Di,Dj)
∼=−→ τ∗Hom(D∨

j ,D∨
i ) = Hom(τ∗D∨

j , τ∗D∨
i )

= Hom(τC(Dj), τC(Di)).

Given a local holomorphic section of s of Hom(Di,Dj)|U , where U is
an open subset of Σ̃, we let τ(s) denote the local holomorphic section of
τ∗Hom(Di,Dj)

∣∣∣
τ(U)

defined by τ(s)(z) = s(τ(z)). Then τ defines a conju-

gate linear map between Čech complexes associated to Hom(Di,Dj) and
τ∗Hom(Di,Dj) = Hom(τC(Dj), τC(Di)), and this in turn induces a conju-
gate linear map

τ : H1(Σ̃,Hom(Di,Dj)) → H1
(
Σ̃,Hom(τC(Dj), τC(Di))

)
.

The direct sum of these maps (over i < j) is the conjugate linear map
(Nμ)E → (Nτ0(μ))τC(E) induced by τC : C(E) → C(τ∗E).

4.2. Degree zero case

We now specialize to the degree zero case (see [12, Section 7] for details).
Let Σ


0 be a Riemann surface of genus  ≥ 0. Let Σ

1 be the connected

sum of Σ

0 and RP

2, and let Σ

2 be the connected sum of Σ


0 and a Klein
bottle. Any closed connected surface is of the form Σ


i , where  ≥ 0 and
i = 0, 1, 2. Σ


i is orientable if and only if i = 0. Define

I0
n =

{
μ = (ν, 0, . . . , 0︸ ︷︷ ︸

n0

, τ0(ν))
∣∣∣ν =

(k1

n1
, . . . ,

k1

n1︸ ︷︷ ︸
n1

, . . . ,
kr

nr
, . . . ,

kr

nr︸ ︷︷ ︸
nr

)
∈ In′,k,

n0 > 0, 2n′ + n0 = n,
k1

n1
> · · · >

kr

nr
> 0

}
,
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Ii,±
n =

{
μ = (ν, τ0(ν))

∣∣∣ν =
(k1

n1
, . . . ,

k1

n1︸ ︷︷ ︸
n1

, . . . ,
kr

nr
, . . . ,

kr

nr︸ ︷︷ ︸
nr

)
∈ In′,k

2n′ = n, (−1)n′i+k = ±1,
k1

n1
> · · · >

kr

nr
> 0

}
,

where i = 1, 2. Then Iτ0
n,0 = I0

n ∪ Ii,+
n ∪ Ii,−

n . To simplify notation, we set

σ(μ) = (−1)n′i+k

for any μ ∈ I0
n.

We have Σ = Σ

i for some  ≥ 0 and i = 1, 2, and Σ̃ = Σ2
+i−1

0 . Let E =
Pn,0

Σ̃
×ρ C

n ∼= Σ̃ × C
n. The involution τ± : E −→ E defines an isomorphism

φ± : E
∼=−→ τ∗E. We have τ±

C : C(E) → C(E). Suppose that μ ∈ In,0, and Cτ±
C

μ

is nonempty. Then μ ∈ I0
n ∪ Ii,±

n , so μ is of the form

μ = (ν, 0, . . . , 0︸ ︷︷ ︸
n0

, τ0(ν)), ν =
(k1

n1
, . . . ,

k1

n1︸ ︷︷ ︸
n1

, . . . ,
kr

nr
, . . . ,

kr

nr︸ ︷︷ ︸
nr

)
∈ In′,k,

where n0 ≥ 0. There exist C∞ subbundles D0, . . . , Dr of E such that

1) For i = 0, . . . , r, rankC Di = ni, deg Di = ki, where k0 = 0.

2) E = D1 ⊕ · · · ⊕ Dr ⊕ D0 ⊕ τ∗Dr ⊕ · · · ⊕ τ∗D1.

3) τ± preserves D0 and switches Di with τ∗Di for i = 1, . . . , r.

Let

E0
μ = D1 ⊕ · · · ⊕ Dr ⊕ D0 ⊕ τ∗Dr ⊕ · · · ⊕ τ∗D1,

and define B0
μ as in Section 4.1. Then τ±

C acts on B0
μ by

D1 ⊕ · · · ⊕ Dr ⊕ D0 ⊕ D−r ⊕ · · · ⊕ D−1

�→ τC(D−1) ⊕ · · · ⊕ τC(D−r) ⊕ τ
±σ(μ)
C (D0) ⊕ τC(Dr) ⊕ · · · ⊕ τC(D1).

Let Css(Di) ⊂ C(Di) be the semistable stratum. Any element in the fixed
locus (B0

μ)τ±
C is of the form

D1 ⊕ · · · ⊕ Dr ⊕ D0 ⊕ τC(Dr) ⊕ · · · τC(D1),
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where Di ∈ Css(Di) for i = 1, . . . , r, and D0 ∈ Css(D0)τ
±σ(μ)
C . Therefore,

(B0
μ)τ±

C ∼= Css(D0)τ
±σ(μ)
C ×

r∏

i=1

Css(Di).

Now, τ±
C acts on

Aut(E0
μ) = Aut(D1) × · · · × Aut(Dr) × Aut(D0) × Aut(τ∗Dr)

× · · · × Aut(τ∗D1)

by

(u1, . . . , ur, u0, u−r, . . . , u−1)

�→ (τC(u−1), . . . , τC(u−r), τ
±σ(μ)
C (u0), τC(ur), . . . , τC(u1)).

To simplify notation, we write Gμ = Aut(E0
μ)τ±

C . Then we have

Gμ
∼= Aut(D0)τ

±σ(μ)
C ×

r∏

i=1

Aut(Di).

Let Aμ ⊂ A(Pn,±
Σ ) be the equivariant Morse stratum that corresponds

to Cτ±
C

μ ⊂ C(E)τ±
C . As in the orientable case, the inclusion i : (B0

μ)τ±
C ↪→ Cτ±

C
μ

induces a weak homotopy equivalence
(
(B0

μ)τ±
C

)

hGμ

∼−→
(
Cτ±

C
μ

)

h(Aut(E)τ
±
C )

.

We now have a sequence of maps (where ∼ denotes a weak homotopy equiv-
alence)

(Aμ)hAut(P n,±
Σ )

∼=
(
Cτ±

C
μ

)
h(Aut(E,h)τ

±
C )

∼←−
(
Cτ±

C
μ

)
h(Aut(E)τ

±
C )

∼←−
(
(B0

μ)τ±
C

)

hGμ

∼=
(
Css(D0)τ

±σ(μ)
C

)

h
(
Aut(D0)τ

±σ(μ)
C

) ×
r∏

j=1

Css(Di)hAut(Di).

When μ ∈ Ii,±
n , we do not have the first factor Css(D0).

Let Ñμ be the normal bundle of Cμ in C(E). Given

E = D1 ⊕ · · · ⊕ Dr ⊕ D0 ⊕ τC(Dr) ⊕ · · · ⊕ τC(D1) ∈ (B0
μ)τ±

C ,
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we have

(Ñμ)E = H1(Σ̃, End′′(E))

=
⊕

0<i<j

H1
(
Σ̃,Hom(Di,Dj)

)
⊕

⊕

0<i<j

H1
(
Σ̃,Hom(τC(Dj), τC(Di)

)

⊕
⊕

0<i,j

H1
(
Σ̃,Hom(Di, τC(Dj))

)

⊕
⊕

i>0

H1
(
Σ̃,Hom(Di,D0)

)
⊕

⊕

i>0

H1
(
Σ̃,Hom(D0, τC(Di))

)
.

By the discussion of Section 4.1, τ induces conjugate linear maps of
complex vector spaces:

H1(Σ̃,Hom(Di,Dj)) → H1(Σ̃,Hom(τC(Dj), τC(Di))), and its inverse,

H1(Σ̃,Hom(Di, τC(Dj)) → H1(Σ̃,Hom(Dj , τC(Di)),

H1(Σ̃,Hom(Di,D0)) → H1(Σ̃,Hom(D0, τC(Di))), and its inverse.

Let Nμ be the normal bundle of Aμ in A(Pn,±
Σ ), or equivalently, the

normal bundle of Cτ±
C

μ in C(E)τ±
C . Then

(Nμ)E = H1(Σ̃, End′′(E))τ

(4.2)

∼=
⊕

0<i<j

H1
(
Σ̃,Hom(Di,Dj)

)
⊕

⊕

0<i<j

H1
(
Σ̃,Hom(Di, τC(Dj))

)

⊕
⊕

i>0

H1
(
Σ̃,Hom(Di, τC(Di))

)τ
⊕

⊕

i>0

H1
(
Σ̃,Hom(Di,D0)

)

Let i : (B0
μ)τ±

C ↪→ Cτ±
C

μ denote the inclusion map. By (4.2), i∗Nμ =
N

C
μ ⊕ N

R
μ , where

(NC
μ)E =

⊕

0<i<j

H1
(
Σ̃,Hom(Di,Dj)

)
⊕

⊕

0<i<j

H1
(
Σ̃,Hom(Di, τC(Dj))

)

⊕
⊕

i>0

H1
(
Σ̃,Hom(Di,D0)

)
;

(NR
μ)E =

⊕

i>0

H1
(
Σ̃,Hom(Di, τC(Di))

)τ
.
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Note that (NC
μ)hGμ

→
(
(B0

μ)τ±
C

)

hGμ

is a complex vector bundle, thus an

oriented real vector bundle. Hence orientability of i∗Nμ is equivalent to
orientability of the real vector bundle

(NR
μ)hGμ

→
(
(B0

μ)τ±
C

)

hGμ

=
(
Css(D0)τ

±σ(μ)
C

)

h
(
Aut(D0)τ

±σ(μ)
C

)

×
r∏

i=1

Css(Di)hAut(Di).

We have

N
R
μ =

r⊕

i=1

Vi, (Vi)E = H1(Σ̃,Hom(Di, τC(Di)))τ .

Let D be a rank n, degree k > 0 complex vector bundle over Σ̃. Let Vn,k

be the Aut(D)-equivariant real vector bundle over Css(D) whose fiber at D
is H1(Σ̃,Hom(D, τC(D))τ .

The following result will be a direct consequence of Lemma 4.2 (the
g̃ = 0 case) and Theorem 4.2 (the g̃ > 0 case) in Section 4.3 below.

Theorem 4.1. Let D be a rank n, degree k > 0 complex vector bundle
over a Riemann surface of genus g̃. If n = 1 or g̃ �= 1 then (Vn,k)hAut(D) →
Css(D)hAut(D) is orientable.

Suppose that Σ is diffeomorphic to the Klein bottle, so that its orientable
double cover Σ̃ is a Riemann surface of genus g̃ = 1. Note that

Iτ0
2 = {(k,−k) | k ∈ Z≥0}, Iτ0

3 = {(k, 0,−k) | k ∈ Z≥0}.

The k = 0 case corresponds to open strata whose normal bundles are of
rank zero. From the above discussion, when μ = (k,−k) or (k, 0,−k), where
k > 0, we have

(NR
μ)E = H1(Σ̃,Hom(D1, τC(D1)))τ ,

where D1 is a rank 1, degree k holomorphic bundle over Σ̃. Therefore
Theorem 4.1 implies Theorem 1.1, our main orientability theorem.

4.3. Reduction to representation varieties

We consider the following equivariant real vector bundles:

1. The Aut(E)-equivariant vector bundle Vn,k → Css(E).
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2. The Aut(E, h)-equivariant vector bundle Vn,k → Css(E), or equiva-
lently, the G̃-equivariant vector bundle Vn,k → Ass(P

n,k

Σ̃
), where G̃ =

Aut(Pn,k

Σ̃
) and Ass(P

n,k

Σ̃
) is the open Morse stratum.

3. The G̃-equivariant vector bundle i∗n,kVn,k → Nss(P
n,k

Σ̃
), where in,k :

Nss(P
n,k

Σ̃
) ↪→ Ass(P

n,k

Σ̃
) is the inclusion of the space of central

Yang–Mills connections on Pn,k

Σ̃
.

The inclusion Aut(E, h) ⊂ Aut(E) is a homotopy equivalence; Ass(P
n,k

Σ̃
)

is the stable manifold of Nss(P
n,k

Σ̃
), and the gradient flow of the Yang–

Mills functional gives a G̃-equivariant deformation retraction Ass(P
n,k

Σ̃
) →

Nss(P
n,k

Σ̃
). Therefore (Vn,k)hAut(E) → Css(E)hAut(E) is orientable if and only

if (i∗n,kVn,k)hG̃ → Nss(P
n,k

Σ̃
)hG̃ is orientable.

We fix a base point x0 ∈ Σ̃, and let ev : G̃ → U(n) be the evaluation
at x0. Then ev is a surjective group homomorphism, and the kernel G̃0
is the based gauge group. Therefore, G̃0 is a normal subgroup of G̃, and
G̃/G̃0 = U(n). The group G̃0 acts freely on Nss(P

n,k

Σ̃
). Let g̃ be the genus of

Σ̃. The representation variety of central Yang–Mills connections on Pn,k

Σ̃
is

given by

X g̃,0
YM(U(n)) k

n
,..., k

n
= {V ∈ U(n)2g̃ | m(V ) = e−2π

√
−1k/nIn},

where m(a1, b1, . . . , ag̃, bg̃) =
∏g̃

i=1[ai, bi]. (See [12, Section 6.1] for the
definition of X g̃,0

YM(U(n))μ for a general Atiyah–Bott type μ.) There is a
homeomorphism

Nss(P
n,k

Σ̃
)/G̃0 ∼= X g̃,0

YM(U(n)) k

n
,..., k

n
.

The G̃-equivariant vector bundle i∗n,kVn,k over Nss(P
n,k

Σ̃
) descends to a U(n)-

equivariant vector bundle Vn,k over X g̃,0
YM(U(n)) k

n
,..., k

n
. Therefore, orientabil-

ity of (i∗n,kVn,k)hG̃ → Nss(P
n,k

Σ̃
)hG̃ will follow from orientability of the bundle

(Vn,k)hU(n) → (X g̃,0
YM(U(n)) k

n
,..., k

n
)hU(n).

We will need the following lemma regarding orientability of equivariant
vector bundles.

Lemma 4.1. Let G be a compact, connected Lie group and let X be a para-
compact G-space. Then a G-equivariant real vector bundle W → X is ori-
entable if and only if the vector bundle EG ×G W → EG ×G X is orientable.
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Proof. Since W is the restriction of WhG to a fiber of the projection XhG →
BG, the “if” direction is immediate. Now assume W is orientable. Then
det W → X is trivial, and it will suffice to show that

det(EG ×G W ) ∼= EG ×G (det W ) −→ EG ×G X

is trivial. Since X is paracompact and G is compact, we may choose a
G-equivariant metric on detW . The set det(W )1 of length-one vectors in
det(W ) ∼= X × R is homeomorphic to X

∐
X, so there is a section s : X →

det(W ) with image in det(W )1.
We claim that s is G-equivariant. Fix x ∈ X, g ∈ G. Since G is con-

nected, there exists a path gt from g to e, yielding paths s(gt · x) and
gt · s(x) from s(g · x) and g · s(x) to s(x). By G-invariance of the metric,
these paths lie in det(W )1, so s(g · x) and g · s(x) lie in the same path
component of det(W )1 ∼= X

∐
X. Since both points are in the fiber over

g · x, we have s(g · x) = g · s(x). The map EG × X → EG ×G det(W ) given
by (e, x) �→ [e, s(x)] now factors through EG ×G X, giving a nowhere-zero
section of this line bundle. �

Since U(n) is compact and connected, to show that

(Vn,k)hU(n) →
(
X g̃,0

YM(U(n)) k

n
,..., k

n

)

hU(n)

is orientable it suffices, by Lemma 4.1, to show that

Vn,k → X g̃,0
YM(U(n)) k

n
,..., k

n

is orientable.
When g̃ = 0, the definition of X g̃,0

YM(U(n)) k

n
,..., k

n
degenerates (the reader

may wish to compare with the general definition given in [12, Section 6.1])
and we find that X0,0

YM(U(n)) k

n
,..., k

n
is a single point when k is a multiple of

n, and is empty otherwise.

Lemma 4.2.

X0,0
YM(U(n)) k

n
,..., k

n
=

{
{V ∈ U(n)0|V = e−2π

√
−1k/nIn} = {In}, k

n ∈ Z,

∅, k
n /∈ Z.

So Vn,k → X0,0
YM(U(n)) k

n
,..., k

n
is orientable whenever X0,0

YM(U(n)) k

n
,..., k

n
is

nonempty.

We will prove the following.
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Theorem 4.2. Let k > 0. The real vector bundle Vn,k → X g̃,0
YM(U(n)) k

n
,..., k

n

is orientable when n = 1 or g̃ ≥ 2.

We now explain how exactly we deduce Theorem 1.1 from Lemma 4.2,
Theorem 4.2 and the previous results and arguments in this section. We
must be careful due to the fact that many of the maps we have been consid-
ering are only weak homotopy equivalences. In particular, if f : X → Y is a
weak homotopy equivalence and V → Y is a real vector bundle, orientabil-
ity of f∗(V ) does not necessarily imply orientability of V (although by the
Bundle Homotopy Theorem [17, Section 4.9], this implication does hold for
homotopy equivalences).

We need to prove orientability of the normal bundle (Nμ)hG over (Aμ)hG .
Letting i : Nμ ↪→ Aμ denote the inclusion of the critical set, this bundle is
isomorphic to the pullback of the bundle i∗((Nμ)hG) under the retraction
r : Aμ → Nμ provided by the Yang–Mills flow (because i and r are homotopy
inverses). Moreover, i∗((Nμ)hG) is the pull back of a bundle WhU(n) over the
representation variety (Nμ/G0)hU(n) (this reduction to the representation
variety is analogous to the argument in Section 4.3). By the results in [12,
Sections 6, 7], Aμ/G0 is an analytic set, and hence admits a U(n)-equivariant
triangulation [11]. Thus the homotopy orbit space is a CW complex, and to
prove Theorem 1.1 we now just need to prove orientability of the bundle
WhU(n) over the CW complex (Nμ/G0)hU(n).

The various weak equivalences exhibited in this section provide a weak
equivalence (

(B0
μ)τ±

C

)

hAut0μ

∼−→ (Nμ/G0)hU(n).

By a standard CW approximation argument (for example, pull back over the
singular complex of ((B0

μ)τ±
C )hAut0μ), orientability of the bundle WhU(n) →

(Nμ/G0)hU(n) is implied by orientability of the pullback of this bundle to
((B0

μ)τ±
C )hAut0μ ; note that this pullback is just the restriction of (Nμ)hG to

((B0
μ)τ±

C )hAut0μ . Finally, we have seen that orientability of this restricted bun-
dle is implied by Theorem 4.1, which follows from Theorem 4.2. In the
subsequent sections, we will prove Theorem 4.2 by explicitly examining the
restrictions of the bundle Vn,k (see Theorem 4.2) to loops generating the fun-
damental group of X g̃,0

YM(U(n)) k

n
,..., k

n
. Note that X g̃,0

YM(U(n)) k

n
,..., k

n
is again an

analytic set, hence triangulable (here we do not need an equivariant trian-
gulation, so the classical result of �Lojasiewicz [19] suffices).

Remark 4.1. For the main applications we have in mind (e.g., the Morse
inequalities mentioned in the introduction), it is not strictly necessary to
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prove orientability of the normal bundles to the Yang–Mills strata; one sim-
ply needs Thom isomorphisms describing how each critical set contributes to
the cohomology of the space AhG . We now explain how to deduce these iso-
morphisms without resorting to Illman’s equivariant triangulability results,
or even the nonequivariant result of �Lojasiewicz.

The partial ordering on the Yang–Mills strata defined by Atiyah and
Bott [1, Section 7] can be refined to a linear ordering in which the union of
each initial segment is open (see [23] for details). Let AI denote the union
of the strata in some initial segment I in this ordering (so AI an open
neighborhood of Ass) and let Aμ be the next stratum. Then, by excising
the complement of a gauge-invariant tubular neighborhood (see [23]) and
applying the Thom Isomorphism Theorem to the (orientable) normal bundle
(Nμ)hG , one obtains isomorphisms

(4.3) H∗
G(AI ∪ Aμ,AI) ∼= H∗

G(Nμ, (Nμ)0)
∼= H

∗−c(μ)
G (Aμ),

where (Nμ)0 denotes the complement of the zero section and c(μ) is the
dimension of Nμ. The isomorphism between the first and third terms is
what we need in order to compute equivariant cohomology.

Rather than applying the Thom Isomorphism directly to (Nμ)hG , one
may instead pull back over a CW approximation f : X → (Aμ)hG . Since f
is a weak equivalence and both Nμ and the complement of its zero section
fiber over Aμ, we have an isomorphism

H∗
hG(f∗

Nμ, (f∗
Nμ)0)

∼= H∗
hG(Nμ, (Nμ)0).

To establish an isomorphism between the first and third terms in (4.3), we
need only deduce orientability of f∗(Nμ). This follows from Theorem 4.2
by applying CW approximations throughout the previous argument; in fact
we only need to know that the bundle Vn,k in Theorem 4.2 is orientable
after pulling back over a CW approximation α : K


→ X g̃,0
YM(U(n)) k

n
,..., k

n
. We

will show in subsequent sections that Vn,k is orientable along loops {γi}
generating the fundamental group of X g̃,0

YM(U(n)) k

n
,..., k

n
. Choosing γ′

i : S1 →
K such that α ◦ γ′

i � γi, the Bundle Homotopy Theorem [17, Section 4.9]
implies that α∗Vn,k is orientable along the loops γ′

i, which generate π1K.
Since K is a CW complex, this implies (see Remark 6.1) that α∗Vn,k is
orientable, as desired. In this approach, we do not need to use the fact that
X g̃,0

YM(U(n)) k

n
,..., k

n
is triangulable.
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5. Fundamental groups

Our orientability argument requires a calculation of fundamental groups.

Proposition 5.1. For g̃ ≥ 2, the map det induces an isomorphism

π1

(
X g̃,0

YM(U(n)) k

n
,..., k

n

)
det∗−→ π1(X

g̃,0
YM(U(1))k) ∼= Z

2g̃.

Proof. We may assume n � 2. We first introduce some notation. Let Pm,k =
Pm,k

Σ̃
; note that det(Pn,k) = P 1,k. Let A(m, k) = A(Pm,k) be the space of

U(m)-connections on Pm,k, let G(m, k) = Aut(Pm,k) be the gauge group,
and let G0(m, k) ⊂ G(m, k) be the base gauge group. Let C(m, k) be the
space of holomorphic structures on Em,k, the rank m, degree k complex
vector bundle over Σ̃. Let Css(m, k) ⊂ C(m, k) be the semi-stable stratum.

Recall that Trace: u(n) → u(1) is the derivative of the determinant map
det: U(n) → U(1) at the identity. Clearly, it is ad-invariant and it induces a
map ad (Pn,k) → ad (P 1,k), and thus a map Tr : A(n, k) → A(1, k). The map
Tr sends a Yang–Mills U(n)-connection to a Yang–Mills U(1)-connection.
Since all Yang–Mills U(1)-connection are central, the map Tr descends to
a map

det : X g̃,0
YM(U(n)) k

n
,..., k

n
→ X g̃,0

YM(U(1))k

(recall that det(expM) = exp(TrM),∀M ∈ u(n)). In other words, we have
a commuting diagram:

N k

n
,..., k

n

Tr−−−−→ Nk⏐⏐�hol

⏐⏐�hol

X g̃,0
YM(U(n)) k

n
,..., k

n

det−−−−→ X g̃,0
YM(U(1))k.

The determinant map U(n) → U(1) also induces a homomorphism φ :
G0(n, k) → G0(1, k), and the map Tr : A(n, k) → A(1, k) is φ-equivariant. In
particular, the map Tr : N k

n
,..., k

n
→ Nk is φ-equivariant, and we have a well-

defined map

Tr : EG0(n, k) ×G0(n,k) N k

n
,..., k

n
−→ EG0(1, k) ×G0(1,k) Nk,

which we may identify up to homotopy with the determinant map

det : X g̃,0
YM(U(n)) k

n
,..., k

n
→ X g̃,0

YM(U(1))k.
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Moreover, the Yang–Mills flow provides a gauge-equivariant deformation
retraction from the space Css(m, k) of semi-stable bundles to the critical set
N k

m
,..., k

m
[22], so it suffices to show that the map

(5.1) π1
(
EG0(n, k) ×G0(n,k) Css(n, k)

) Tr∗−→ π1
(
EG0(1, k) ×G0(1,k) Css(1, k)

)

is an isomorphism.
We have an induced map of fibration sequences

(5.2) Css(n, k) ��

��

EG0(n, k) ×G0(n,k) Css(n, k) ��

��

BG0(n, k)

��
Css(1, k) �� EG0(1, k) ×G0(1,k) Css(1, k) �� BG0(1, k),

and we claim that both fibers are simply connected. For n = 1, all criti-
cal connections are minimal, i.e., there is only one stratum and thus the
set of minimal Yang–Mills connections is a deformation retraction of the
total space A(1, k), which is an affine space. Thus, Css(1, k) = A(1, k) is con-
tractible. Since both n and g̃ are at least 2, the complement of Css(n, k) in
the contractible space A(n, k) may be stratified by submanifolds of (finite)
real codimension at least 2(g̃ − 1)(n − 1) + 2 � 4. Transversality arguments
(as in [24, Section 4] or [6]) now apply to prove simple connectivity.

Since both π1 and π0 of Css(1, k) and Css(n, k) are trivial, we may now
identify the map (5.1) with the map π1(BG0(n, k)) c→ π1(BG0(1, k)) induced
by diagram (5.2). By Atiyah and Bott [1, Section 2], we have homotopy
equivalences BG0(m, k) � MapP m,k

∗ (Σ̃, BU(m)) for any m, where MapP m,k

∗
denotes the subspace of based maps which induce the bundle Pm,k. Hence
we may identify the map c with the determinant map

(5.3) π1(MapP n,k

∗ (Σ̃, BU(n))) −→ π1(MapP 1,k

∗ (Σ̃, BU(1))).

The splitting U(1) → U(n) of det : U(n) → U(1) induces a splitting

(5.4) Map∗(Σ̃, BU(1)) i−→ Map∗(Σ̃, BU(n))

of the determinant map Map∗(Σ̃, BU(n)) −→ Map∗(Σ̃, BU(1)), and hence
after restricting to components (recall that det(Pn,k) = P 1,k) we obtain
splittings of the maps (5.3). This implies that the maps (5.3) are surjective.

To prove that the maps (5.3) are also injective, it suffices to show that
their domain and range are isomorphic to Z

2g̃. Note that Σ̃ is the mapping
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cone of the attaching map η for its 2–cell, so we have a homotopy cofiber
sequence S1 η→

∨
2g̃ S1 → Σ̃. For any m � 1, applying Map∗(−, BU(m)) to

this sequence gives the fibration sequence
(5.5)

Map∗(Σ̃, BU(m)) r−→ Map∗

( ∨

2g̃

S1, BU(m)
)

s−→ Map∗(S
1, BU(m)).

We have Map∗(
∨

2g̃ S1, BU(m)) = (ΩBU(m))2g̃ � U(m)2g̃ and similarly
Map∗(S1, BU(m)) � U(m), so the fundamental groups of these spaces are
Z

2g̃ and Z, respectively. Since the attaching map η can be written as a
product of commutators, so can the induced map

s∗ : π1Map∗

( ∨

2g̃

S1, BU(m)
)

−→ π1 Map∗(S
1, BU(m)).

Since these groups are abelian, we see that s∗ = 0.
Now, a classifying map for Pm,k gives each space in (5.5) a basepoint,

and the resulting long exact sequence in homotopy is, in part,

π2ΩBU(m) = 0 −→ π1 MapP m,k

∗ (Σ̃, BU(m)) r∗−→ Z
2g̃ s∗=0−−−→ Z.

Hence r∗ is an isomorphism, which completes the proof. �

6. Symmetric representation varieties

In Section 4, we reduced our main theorem (Theorem 1.1) to the orientability
of a real vector bundle Vn,k over the representation variety

X2
+i−1,0
YM (U(n)) k

n
,..., k

n

of the central Yang–Mills U(n)-connection on the orientable double cover
Σ2
+i−1

0 of the nonorientable surface Σ

i (Theorem 4.2). In this section, we

will use Proposition 5.1 to write down:

(i) loops in X2
+i−1,0
YM (U(n)) k

n
,..., k

n
that generate the fundamental group of

X2
+i−1,0
YM (U(n)) k

n
,..., k

n
, and

(ii) lifts of these loops under the surjective continuous map

Φ
,i : Z
,i
YM(U(n)) k

n
,..., k

n
−→ X2
+i−1,0

YM (U(n)) k

n
,..., k

n

from the symmetric representation variety.
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To prove Theorem 4.2, it suffices to examine the orientability of the
restrictions of the pull back bundle Wn,k = (Φ
,i)∗Vn,k to the loops in (ii).
This will be carried out in Section 7.

6.1. Review of symmetric representation varieties

We recall definitions and some properties of symmetric representation
varieties introduced in [12].

Given V = (a1, b1, . . . , a
, b
) ∈ U(n)2
, let m(V ) =
∏


i=1[ai, bi]. For inte-
gers k, n, where n > 0, we introduce symmetric representation varieties:

Z
,1
YM(U(n)) k

n
,..., k

n
=

{
(V, c, V ′, c′,−2

√
−1π

k

n
In)|V, V ′ ∈ U(n)2
, c, c′ ∈ U(n),

m(V ) = e−π
√

−1k/nIncc′, m(V ′) = eπ
√

−1k/nInc′c
}
,

Z
,2
YM(U(n)) k

n
,..., k

n
=

{
(V, d, c, V ′, d′, c′,−2

√
−1π

k

n
In) | V, V ′ ∈ U(n)2
,

d, c, d′, c′ ∈ U(n),m(V ) = e−π
√

−1k/nIncd′c−1d,

m(V ′) = eπ
√

−1k/nInc′d(c′)−1d′}.

In particular, we have homeomorphisms

Z
,1
YM(U(1))k =

{
(V, c, V ′, c′,−2

√
−1πk) | V, V ′ ∈ U(1)2
,

c, c′ ∈ U(1), cc′ = (−1)k
} ∼= U(1)4
+1,

Z
,2
YM(U(1))k =

{
(V, d, c, V ′, d′, c′,−2

√
−1πk) | V, V ′ ∈ U(1)2
,

d, c, d′, c′ ∈ U(1), dd′ = (−1)k
} ∼= U(1)4
+3.

Given g ∈ U(n) and V = (a1, b1, . . . , a
, b
) ∈ U(n)2
, let

gV g−1 = (ga1g
−1, gb1g

−1, . . . , ga
g
−1, gb
g

−1).

With this notation, U(n)2 acts on Z
,i
YM(U(n)) k

n
,..., k

n
by

(g1, g2) · (V, c, V ′, c′,−2
√

−1π
k

n
In)

= (g1V g−1
1 , g1cg

−1
2 , g2V

′g−1
2 , g2c

′g−1
1 ,−2

√
−1π

k

n
In),

(g1, g2) · (V, d, c, V ′, d′, c′,−2
√

−1π
k

n
In)

= (g1V g−1
1 , g1dg−1

1 , g1cg
−1
2 , g2V

′g−1
2 , g2d

′g−1
2 , g2c

′g−1
1 ,−2

√
−1π

k

n
In).
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Define Φ
,i : U(n)2(2
+i) × u(n) → U(n)2(2
+i−1) × u(n) by

Φ
,1(V, c, V ′, c′, X) = (V, cr(V ′)c−1, X),

Φ
,2(V, d, c, V ′, d′, c′, X) = (V, d−1cr(V ′)c−1d, d−1, cc′, X),

where r(a1, b1, . . . , a
, b
) = (b
, a
, . . . , b1, a1). Then

Φ
,i(Z
,i
YM(U(n)) k

n
,..., k

n
) = X2
+i−1,0

YM (U(n)) k

n
,..., k

n
.

6.2. Maps and vector bundles

In this subsection, i = 1, 2, and n, k are positive integers.
Given a rank n, degree k holomorphic vector bundle D over Σ̃, τC(D) is a

rank n, degree −k holomorphic vector bundle over Σ̃, and Hom(D, τC(D)) =
D∨ ⊗ τC(D) is a degree −2k, rank n2 holomorphic vector bundle over Σ̃. The
map D �→ τC(D) defines

(6.1) τ : Z
,i
YM(U(n)) k

n
,..., k

n
→ Z
,i

YM(U(n))− k

n
,...,− k

n
.

The map D �→ Hom(D, τC(D)) defines

(6.2) φ : Z
,i
YM(U(n)) k

n
,..., k

n
→ Z
,i

YM(U(n2))− 2k

n
,...,− 2k

n
.

The map M �→ τC(M∨) = τ∗M defines

(6.3) τ̂ : Z
,i
YM(U(n2))− 2k

n
,...,− 2k

n
→ Z
,i

YM(U(n2))− 2k

n
,...,− 2k

n
.

There is a map U(n) × U(n) → U(n2) given by (A, B) �→ A ⊗ B. More
explicitly,

(A ⊗ B)ij,pq = AipBjq, 1 ≤ i, j, p, q ≤ n.

Note that In ⊗ In = In2 . In particular, when n = 1, this map is the multi-
plication: U(1) × U(1) → U(1), (c1, c2) �→ c1c2.

We introduce some notation.

(i) Given A = (Aij) ∈ U(n), let Ā = (Āij) be the complex conjugate of A.
Then Ā = (At)−1.

(ii) We define a complex linear involution T on C
n ⊗ C

n ∼= C
n2

by
T (u ⊗ v) = v ⊗ u for u, v ∈ C

n. Then T ∈ O(n2) ⊂ U(n2). We have

Tij,pq = δiqδpj , T = T t = T−1, (TCT−1)ij,pq = Cji,qp.
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(iii) Define an involution

fT : Z
,i
YM(U(n2))− 2k

n
,...,− 2k

n
→ Z
,i

YM(U(n2))− 2k

n
,...,− 2k

n

by
(

V, c, V ′, c′, 4
√

−1π
k

n
In2

)
�→ (In2 , T ) ·

(
V, c, V ′, c′, 4

√
−1π

k

n
In2

)
,

(
V, d, c, V ′, d′, c′, 4

√
−1π

k

n
In2

)
�→ (In2 , T ) ·

(
V, d, c, V ′, d′, c′, 4

√
−1π

k

n
In2

)
.

More explicitly,

fT

(
V, c, V ′, c′, 4

√
−1π

k

n
In2

)

=
(

V, cT−1, TV ′T−1, T c′, 4
√

−1π
k

n
In2

)
,

fT

(
V, d, c, V ′, d′, c′, 4

√
−1π

k

n
In2

)

=
(

V, d, cT−1, TV ′T−1, Td′T−1, T c′, 4
√

−1π
k

n
In2

)
.

(iv) Given V = (a1, b1, . . . , a
, b
) and V ′ = (a′
1, b

′
1, . . . , a

′

, b

′

) in U(1)2
,

define

V V ′ = (a1a
′
1, b1b

′
1, . . . , a
a

′

, b
b

′

) ∈ U(1)2
.

(v) Given V = (a1, b1, . . . , a
, b
) and V ′ = (a′
1, b

′
1, . . . , a

′

, b

′

) in U(n)2
,

define

V ⊗ V ′ = (a1 ⊗ a′
1, b1 ⊗ b′

1, . . . , a
 ⊗ a′

, b
 ⊗ b′


) ∈ U(n2)2
.

(vi) Given V = (a1, b1, . . . , a
, b
) ∈ U(n)2
, define

V̄ = (ā1, b̄1, . . . , ā
, b̄
) ∈ U(n)2
.

It is straightforward to check that for A, B ∈ U(n),

(6.4) A ⊗ B = Ā ⊗ B̄,

(6.5) T (A ⊗ B)T−1 = B ⊗ A.
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If A, B are diagonal with respect to the standard basis {ei | i = 1, . . . , n} of
C

n, then A ⊗ B is diagonal with respect to the basis {ei ⊗ ej | i, j = 1, . . . , n}
of C

n2
.

With the above notation, we have the following explicit description of
the maps τ , φ, τ̂ in (6.1), (6.2), (6.3), respectively.

The involution τ : Z
,i
YM(U(n)) k

n
,..., k

n
→ Z
,i

YM(U(n))− k

n
,...,− k

n
is given by

(
V, c, V ′, c′,−2

√
−1π

k

n
In

)
�→

(
V ′, c′, V, c, 2

√
−1π

k

n
In

)
, i = 1,

(
V, d, c, V ′, d′, c′,−2

√
−1π

k

n
In

)
�→

(
V ′, d′, c′, V, d, c, 2

√
−1π

k

n
In

)
,

i = 2.

The map φ : Z
,i
YM(U(n)) k

n
,..., k

n
→ Z
,i

YM(U(n2))− 2k

n
,...,− 2k

n
is given by

(
V, c, V ′, c′,−2

√
−1π

k

n
In

)

�→
(

V̄ ⊗ V ′, c̄ ⊗ c′, V̄ ′ ⊗ V, c̄′ ⊗ c, 4
√

−1π
k

n
In2

)
, i = 1,

(
V, d, c, V ′, d′, c′,−2

√
−1π

k

n
In

)

�→
(

V̄ ⊗ V ′, d̄ ⊗ d′, c̄ ⊗ c′, V̄ ′ ⊗ V, d̄′ ⊗ d, c̄′ ⊗ c, 4
√

−1π
k

n
In2

)
, i = 2.

Letting φT = fT ◦ φ, we see that φ and φT define the same map to the
quotient of Z
,i

YM(U(n2))− 2k

n
,...,− 2k

n
by U(n2)2. We have

(6.6)

φT

(
V, c, V ′, c′,−2

√
−1π

k

n
In

)

=
(

V̄ ⊗ V ′,
(
c̄ ⊗ c′) T, V ⊗ V̄ ′,

(
c ⊗ c̄′) T, 4

√
−1π

k

n
In2

)
, i = 1,

(6.7)

φT

(
V, d, c, V ′, d′, c′,−2

√
−1π

k

n
In

)

=
(

V̄ ⊗ V ′, d̄ ⊗ d′,
(
c̄ ⊗ c′) T, V ⊗ V̄ ′, d ⊗ d̄′,

(
c ⊗ c̄′) T, 4

√
−1π

k

n
In2

)
,

i = 2.
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The involution τ̂ : Z
,i
YM(U(n2))− 2k

n
,...,− 2k

n
→ Z
,i

YM(U(n2))− 2k

n
,...,− 2k

n
is given

by

(
V, c, V ′, c′, 4

√
−1π

k

n
In2

)
�→

(
V̄ ′, c̄′, V̄ , c̄, 4

√
−1π

k

n
In2

)
, i = 1,

(
V, d, c, V ′, d′, c′, 4

√
−1π

k

n
In2

)
�→

(
V̄ ′, d̄′, c̄′, V̄ , d̄, c̄, 4

√
−1π

k

n
In2

)
,

i = 2.

Let Z
,i
YM(U(n2))τ̂

− 2k

n
,...,− 2k

n

be the fixed locus of τ̂ . Then

φT

(
Z
,i

YM(U(n)) k

n
,..., k

n

)
⊂ Z
,i

YM(U(n2))τ̂
− 2k

n
,...,− 2k

n

.

In particular, when n = 1, we have c̄ = c−1 and d̄ = d−1. The involution
τ : Z
,i

YM(U(1))k → Z
,i
YM(U(1))−k is given by

(V, c, V ′, (−1)k c̄,−2
√

−1πk) �→ (V ′, (−1)k c̄, V, c, 2
√

−1πk), i = 1,

(V, d, c, V ′, (−1)kd̄, c′,−2
√

−1πk) �→ (V ′, (−1)kd̄, c′, V, d, c, 2
√

−1πk),
i = 2.

The map φ = φT : Z
,i
YM(U(1))k → Z
,i

YM(U(1))−2k is given by

(V, c, V ′, (−1)k c̄,−2
√

−1πk)

�→ (V̄ V ′, (−1)k c̄2, V̄ ′V, (−1)kc2, 4
√

−1πk), i = 1,

(V, d, c, V ′, (−1)kd̄, c′,−2
√

−1πk)

�→ (V̄ V ′, (−1)kd̄2, c̄c′, V̄ ′V, (−1)kd2, c̄′c, 4
√

−1πk), i = 2.

The involution τ̂ : Z
,1
YM(U(1))−2k → Z
,1

YM(U(1))−2k is given by

(V, c, V ′, c̄, 4
√

−1πk) �→ (V̄ ′, c, V̄ , c̄, 4
√

−1πk), i = 1,

(V, d, c, V ′, d̄, c′, 4
√

−1πk) �→ (V̄ ′, d, c̄′, V̄ , d̄, c̄, 4
√

−1πk), i = 2.

Definition 6.1. When k > 0, let Un,k → Z
,i
YM(U(n2))− 2k

n
,...,− 2k

n
be the

complex vector bundle whose fiber at M is H1(Σ̃,M), where M is a
polystable holomorphic vector bundle of rank n2, degree −2nk.
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From the discussion in Section 4.1, the involution τ : Σ̃ → Σ̃ induces a
conjugate linear map

τ̂ : (Un,k)M = H1(Σ̃,M) → (Un,k)τ̂(M) = H1(Σ̃, τ∗M).

So the involution τ̂ on Z
,i
YM(U(n2))− 2k

n
,...,− 2k

n
lifts to an involution τ̂ on Un,k,

and the fixed locus U τ̂
n,k is a real vector bundle over Z
,i

YM(U(n2))τ̂
− 2k

n
,...,− 2k

n

.
We have

φ∗
T U τ̂

n,k = Wn,k,

rankRWn,k = rankRU τ̂
n,k = rankC Un,k = 2nk + n2(2 + i − 2).

Definition 6.2. When k = 0, let Uvir
n → Z
,i

YM(U(n2))0,...,0 = Z
,i
flat(U(n2))

be the virtual complex vector bundle whose fiber at M is H1(Σ̃,M) −
H0(Σ̃,M), where M is a polystable holomorphic vector bundle of rank n2,
degree 0.

The involution τ : Σ̃ → Σ̃ induces a conjugate linear map

τ̂ : (Uvir
n )M = H1(Σ̃,M) − H0(Σ̃,M) →

(Uvir
n )τ̂(M) = H1(Σ̃, τ̂(M)) − H0(Σ̃, τ̂(M)).

Z
,i
flat(U(n2)) lifts to an involution τ̂ on Uvir

n , and the fixed locus (Uvir
n )τ̂ is a

virtual real vector bundle over Z
,i
flat(U(n2))τ̂ of rank n2(2 + i − 2).

6.3. Loops in the symmetric representation variety

Let

Ψ : X2
+i−1,0
YM (U(n)) k

n
,..., k

n
−→ X2
+i−1,0

YM (U(1))k

be as in Proposition 5.1. In particular, Ψ is the identity map when n = 1.
Given V = (a1, b1, . . . , a
, b
) ∈ U(n)2
, define

det(V ) = (det(a1), det(b1), . . . ,det(a
), det(b
)) ∈ U(1)2
.
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Then Ψ ◦ Φ
,i : Z
,i
YM(U(n)) k

n
,..., k

n
−→ X2
+i−1,0

YM (U(1))k
∼= U(1)2(2
+i−1) is

given by

Ψ ◦ Φ
,1(V, c, V ′, c′, X) =
(
det(V ), det(r(V ′)), Tr(X)

)
,

(6.8)

Ψ ◦ Φ
,2(V, d, c, V ′, d′, c′, X) =
(
det(V ), det(r(V ′)), det(d)−1, det(cc′), Tr(X)

)
.

(6.9)

In the rest of this subsection, we write Φ instead of Φ
,i.

Remark 6.1. The following observation will be useful. Let M be a CW
complex, and let E → M be a real vector bundle. Then E is orientable if and
only if w1(E) = 0, or equivalently, γ ∩ w1(E) = 0 for all γ ∈ H1(M ; Z/2Z).
(Recall here that orientability is equivalent, over any base, to triviality of the
determinant line bundle, and line bundles over a CW complex X are classified
by w1 ∈ H1(X; Z/2Z) ∼= [X, RP

∞ = K(Z/2Z, 1)].) Now suppose that π1(M)
is a free abelian group generated by loops γ1, . . . , γr. Then the γi represent
generators for H1(X; Z/2Z), so E is orientable if and only if [γi] ∩ w1(E) = 0
for i = 1, . . . , r, or equivalently, E

∣∣
γi

is orientable for i = 1, . . . , r.

6.3.1. n = 1, i = 1 When  = 0, X0,0(U(1))k,...,k consists of a single point.
We may assume  ≥ 1. For i = 1, . . . , , let αi, βi, α′

i and β′
i be loops on Σ̃

which generate the fundamental group of Σ̃ = Σ2

0 , i.e., the holonomies along

αi, βi, α′
i and β′

i are ai, bi, a′
i and b′

i, respectively. Let α̃i : S1 → Z
,1
YM(U(1))k

be the loop defined by

ai = e
√

−1θ, aj = 1, j �= i; bj = a′
j = b′

j = 1, j = 1, . . . , ;

c = c′ =
√

−1
k
, X = −2

√
−1πk.

We define α̃′
i, β̃j , β̃′

j similarly. Then Φ ◦ α̃i : S1 → X2
,0
YM (U(1))k is a loop

defined by

ai = e
√

−1θ, aj = 1, j �= i, bj = 1, j = 1, . . . , 2, X = −2
√

−1πk.

Thus the 4 loops

(6.10) Φ ◦ α̃i, Φ ◦ β̃i, Φ ◦ α̃′
i, Φ ◦ β̃′

i, i = 1, . . . , ,

generate the fundamental group of X2
,0
YM (U(1))k

∼= U(1)4
.
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To show that V1,k → X2
,0
YM (U(1))k is orientable, it suffices to show that

its restriction to each of the 4 loops in (6.10) is orientable, or equivalently:

Proposition 6.1. Let  ≥ 1. The restriction of W1,k → Z
,1
YM(U(1))k to

each of the following 4 loops is orientable:

α̃i, β̃i, α̃′
i, β̃′

i, i = 1, . . . , .

Proof. See Section 7.3. �
6.3.2. n = 1, i = 2 In this subsection, we assume that  ≥ 0. For i =
1, . . . , , the holonomies along αi, βi, α′

i and β′
i are ai, bi, a′

i and b′
i respec-

tively. Let γ be the curve from p+ to p−, γ′ be the curve from p− to
p+, δ be the loop starting at p+, and δ′ be the loop starting at p− i.e.,
the holonomies along γ, γ′, δ, δ′ are c, c′, d, d′, respectively. The fundamental
group of Σ̃ = Σ2
+1

0 is generated by the 4 + 2 loops

αi, βi, α
′
i, β

′
i, i = 1, . . . , , δ, γγ′.

In particular, when  = 0, the fundamental group of Σ1
0

∼= S1 × S1 is gener-
ated by δ and γγ′.

Let α̃i : S1 → Z
,2
YM(U(1))k be the loop defined by

ai = e
√

−1θ, aj = 1 if j �= i, bj = a′
j = b′

j = 1, j = 1, . . . , ,

c = c′ = 1, d =
√

−1
k+1

, d′ =
√

−1
k−1

, X = −2
√

−1πk.

We define β̃i, α̃′
i, β̃′

i similarly.

Let δ̃ : S1 → Z
,2
YM(U(1))k be the loop defined by

d =
√

−1
k+1

e−
√

−1θ, d′ =
√

−1
k−1

e
√

−1θ, c = c′ = 1,

aj = bj = a′
j = b′

j = 1, j = 1, . . . , , X = −2
√

−1πk.

Let γ̃ : S1 → Z
,2
YM(U(1))k be the loop defined by

c = e
√

−1θ, c′ = 1, d =
√

−1
k+1

, d′ =
√

−1
k−1

,

aj = bj = a′
j = b′

j = 1, j = 1, . . . , , X = −2
√

−1πk.

Then Φ ◦ α̃i : S1 → X2
+1,0
YM (U(1))k is a loop defined by

ai = e
√

−1θ, aj = 1 if j /∈ {i, 2 + 1}, a2
+1 = (
√

−1)−k−1,

bj = 1, j = 1, . . . , 2 + 1, X = −2
√

−1πk;
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Φ ◦ δ̃ : S1 → X2
+1,0
YM (U(1))k is a loop defined by

aj = bj = 1, j = 1, . . . , 2,

a2
+1 = (
√

−1)−k−1e
√

−1θ, b2
+1 = 1, X = −2
√

−1πk;

and Φ ◦ γ̃ : S1 → X2
+1,0
YM (U(1))k is a loop defined by

aj = bj = 1, j = 1, . . . , 2,

a2
+1 = (
√

−1)−k−1, b2
+1 = e
√

−1θ, X = −2
√

−1πk.

Thus the (4 + 2) loops

(6.11) Φ ◦ α̃i, Φ ◦ β̃i, Φ ◦ α̃′
i, Φ ◦ β̃′

i, i = 1, . . . , , Φ ◦ δ̃, Φ ◦ γ̃

generate the fundamental group of X2
+1,0
YM (U(1))k

∼= U(1)4
+2.
To show that V1,k → X2
+1,0

YM (U(1))k is orientable, it suffices to show
that its restriction to each of the (4 + 2) loops in (6.11) is orientable, or
equivalently:

Proposition 6.2. Let  ≥ 0. The restriction of W1,k → Z
,2
YM(U(1))k to

each of the following (4 + 2) loops is orientable:

α̃i, β̃i, α̃′
i, β̃′

i, i = 1, . . . , , δ̃, γ̃.

Proof. See Section 7.4. �

6.3.3. n > 1, i = 1 Let  ≥ 1. Let αi, βi, α′
i, β′

i be defined in Section
6.3.1, so that the holonomies along αi, βi, α′

i, β′
i are ai, bi, a′

i, b′
i ∈ U(n),

respectively.
Let aθ = diag(e

√
−1θ, 1, . . . , 1︸ ︷︷ ︸

n−1

) ∈ U(n). By Goto’s commutator theorem,

the map G2 → G defined by (a, b) �→ [a, b] is surjective if G is semisimple
(cf. [16, Theorem 9.2]). So there exist a, b ∈ SU(n) such that

[a, b] = e2π
√

−1k/nIn ∈ SU(n).

Let α̃i : S1 → Z
,1
YM(U(n)) k

n
,..., k

n
be the loop defined by

ai = aθ, bi = In, a′
i = a, b′

i = b,

aj = bj = a′
j = b′

j = In for j �= i, c = c′ = e
π

√
−1k

2n In, X = −2
√

−1π
k

n
In.
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We define β̃i, α̃′
i, β̃′

i similarly. From (6.8) it is clear that the fundamental
group of X2
,0

YM (U(1))k
∼= U(1)4
 is generated by the following 4 loops:

Ψ ◦ Φ ◦ α̃i, Ψ ◦ Φ ◦ β̃i, Ψ ◦ Φ ◦ α̃′
i, Ψ ◦ Φ ◦ β̃′

i, i = 1, . . . , .

By Proposition 5.1, the fundamental group of X2
,0
YM (U(n)) k

n
,..., k

n
is generated

by the following 4 loops:

(6.12) Φ ◦ α̃i, Φ ◦ β̃i, Φ ◦ α̃′
i, Φ ◦ β̃′

i, i = 1, . . . , .

To show that Vn,k → X2
,0
YM (U(n)) k

n
,..., k

n
is orientable, it suffices to show that

its restriction to each of the 4 loops in (6.12) is orientable, or equivalently:

Proposition 6.3. Let  ≥ 1 and let n > 1. The restriction of the vector
bundle Wn,k → Z
,1

YM(U(n)) k

n
,..., k

n
to each of the following 4 loops is

orientable:

α̃i, β̃i, α̃′
i, β̃′

i, i = 1, . . . , .

Proof. See Section 7.3. �

6.3.4. n > 1, i = 2 Let  ≥ 1. Let αi, βi, α′
i, β′

i, δ, δ′, γ, γ′ be defined as
in Section 6.3.2, so that the holonomies along αi, βi, α′

i, β′
i, δ, δ′, γ, γ′ are

ai, bi, a′
i, b′

i, d, d′, c, c′ ∈ U(n), respectively. Define a, b, aθ as in Section
6.3.3, so that [a, b] = e2

√
−1πk/nIn.

Let α̃i : S1 → Z
,2
YM(U(n)) k

n
,..., k

n
be the loop defined by

ai = aθ, bi = In, a′
i = a, b′

i = b,

aj = bj = a′
j = b′

j = In for j �= i, c = c′ = In,

d =
√

−1e
π

√
−1k

2n In, d′ = −
√

−1e
π

√
−1k

2n In, X = −2
√

−1π
k

n
In.

We define β̃i, α̃′
i, β̃′

i similarly.

Let δ̃ : S1 → Z
,2
YM(U(n)) k

n
,..., k

n
be the loop defined by

a1 = b1 = In, a′
1 = a, b′

1 = b, d =
√

−1e
π

√
−1k

2n āθ, d
′ = −

√
−1e

π
√

−1k

2n aθ,

c = c′ = In, aj = bj = a′
j = b′

j = In, j = 2, . . . , , X = −2
√

−1π
k

n
In.
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Let γ̃ : S1 → Z
,2
YM(U(n)) k

n
,..., k

n
be the loop defined by

a1 = b1 = In, a′
1 = a, b′

1 = b, c = aθ, c′ = In,

d =
√

−1e
π

√
−1k

2n In, d′ = −
√

−1e
π

√
−1k

2n In,

aj = bj = a′
j = b′

j = In, j = 2, . . . , , X = −2
√

−1π
k

n
In.

From (6.9), it is clear that the following 4 + 2 loops generate the
fundamental group of X2
+1,0

YM (U(1))k
∼= U(1)4
+2:

Ψ ◦ Φ ◦ α̃i, Ψ ◦ Φ ◦ β̃i, Ψ ◦ Φ ◦ α̃′
i, Ψ ◦ Φ ◦ β̃′

i, i = 1, . . . , ,

Ψ ◦ Φ ◦ δ̃, Ψ ◦ Φ ◦ γ̃.

By Proposition 5.1, the fundamental group of X2
+1,0
YM (U(n)) k

n
,..., k

n
is

generated by the following 4 + 2 loops:

(6.13) Φ ◦ α̃i, Φ ◦ β̃i, Φ ◦ α̃′
i, Φ ◦ β̃′

i, i = 1, . . . , , Φ ◦ δ̃, Φ ◦ γ̃.

To show that Vn,k → X2
+1,0
YM (U(n)) k

n
,..., k

n
is orientable, it suffices to show

that its restriction to each of the (4 + 2) loops in (6.13) is orientable, or
equivalently:

Proposition 6.4. Let  ≥ 1 and let n > 1. The restriction of the vector
bundle Wn,k → Z
,2

YM(U(n)) k

n
,..., k

n
to each of the following (4 + 2) loops is

orientable:
α̃i, β̃i, α̃′

i, β̃′
i, i = 1, . . . , , δ̃, γ̃.

Proof. See Section 7.4. �

7. Orientability along loops

Our approach is similar to that in the proof of [9, Proposition 8.1.4]. Let
γ : S1 → Z
,i

YM(U(n)) k

n
,..., k

n
be any of the loops in Propositions 6.1–6.4. We

need to show that E := γ∗Wn,k is an orientable real vector bundle over S1.
The fiber of E over θ ∈ S1 is given by Eθ = H1(Σ̃,Mθ)τθ , where Mθ is
an S1-family of holomorphic vector bundles over Σ̃. Our strategy is to use
degeneration and normalization of the Riemann surface Σ̃ to show that E ∼=
EC ⊕ ER, where EC is a complex vector bundle over S1, and ER is a (pos-
sibly zero, possibly virtual) real vector bundle which we can describe very
explicitly. The explicit description of ER allows us to compute w1(ER) = 0.



Orientability in Yang–Mills theory 939

7.1. Degeneration of the Riemann surface

We degenerate the smooth Riemann surface Σ̃ = Σ2
+i−1
0 to a nodal Riemann

surface C with three irreducible components C+, C0 and C−, where C± ∼=
Σ


0, C0 ∼= Σ0
i and C0 intersects C± at a node p±. More precisely, consider a

family of Riemann surfaces Σ̃t, where t ∈ I = [0, 1], such that

(i) Σ̃1 = Σ̃, Σ̃0 = C.

(ii) Σ̃t is smooth for 0 < t ≤ 1.

(iii) There is a family of anti-holomorphic involutions τt : Σ̃t → Σ̃t, such
that

τ0(C±) = C∓, τ0(p±) = p∓, τ0(C0) = C0, τ1 = τ.

The i = 1 and 2 cases are shown in figures 1 and 2, respectively. In figures 1
and 2, τt(q±) = q∓, τt(r±) = r∓, τt(ε±) = ε∓. Note that our loops start from
p±, so the loop α1 (resp. α′

1) contains the path from p+ to q+ (resp. from
p− to q−) and its inverse; the loop β1 (resp. β′

1) contains the path from p+

Figure 1: Degeneration of Σ̃

1 = Σ2


0 .
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Figure 2: Degeneration of Σ̃

2 = Σ2
+1

0 .

to r+ (resp. from p− to r−) and its inverse. In the degeneration t → 0, the
loop ε± shrinks to the point p±, respectively.

In Sections 7.3 and 7.4 we will degenerate the family Mθ together with
the base Σ̃ to obtain an S1-family of vector bundles Mθ,0 → Σ̃0 = C. Then
we will reduce the orientability of E → S1 to the orientability of E0 → S1

whose fiber over θ ∈ S1 is H1(C,Mθ,0)τθ,0 .

7.2. Normalization

Let C+, C0, C− and C be defined as in Section 7.1. The normalization C̃ of C
is a disconnected smooth Riemann surface which can be identified with the
disjoint union of C+, C0 and C−. There is a normalization map ν̃ : C̃ → C,
identifying a point on C± to a point in C0 (which becomes the node p±).
We will use the following lemma to study the orientability of E0 → S1.

Lemma 7.1. Let M → C be a holomorphic vector bundle of rank r. Let
M+ → C+, M0 → C0 and M− → C− be the restrictions of M to C+, C0
and C−, respectively. Then we have a long exact sequence of complex vector
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spaces:

0 → H0(C,M) → H0(C+,M+) ⊕ H0(C0,M0) ⊕ H0(C−,M−)(7.1)

→ C
r
p+

⊕ C
r
p−

→ H1(C,M)

→ H1(C+,M+) ⊕ H1(C0,M0) ⊕ H1(C−,M−) → 0.

Proof. Let ι+ : C+ ↪→ C, ι0 : C0 ↪→ C and ι− : C− ↪→ C be inclusion maps,
and let ν : C̃ → C be the normalization map. Then

ν∗OC̃ = ι+∗OC+ ⊕ ι0∗OC0 ⊕ ι−∗OC− .

We have a short exact sequence of sheaves on C (known as the normalization
sequence):

(7.2) 0 → OC → ι+∗OC+ ⊕ ι0∗OC0 ⊕ ι−∗OC− → Op+ ⊕ Op− → 0.

(See, e.g., [15, p.81].) Twisting the normalization sequence (7.2) by M, we
obtain a short exact sequence of sheaves on C:

(7.3) 0 → M → ι+∗M+ ⊕ ι0∗M0 ⊕ ι−∗M− → O⊕r
p+

⊕ O⊕r
p−

→ 0.

The long exact sequence of cohomology groups associated to (7.3) is
(7.4)

0 → H0(C,M) → H0(C, ι+∗M+) ⊕ H0(C, ι0∗M0) ⊕ H0(C, ι−∗M−)

→ C
r
p+

⊕ C
r
p−

→ H1(C,M)

→ H1(C, ι+∗M+) ⊕ H1(C, ι0∗M0) ⊕ H1(C, ι−∗M−) → 0.

For k = 0, 1, we have

Hk(C, ι±∗M±) = Hk(C±,M±), Hk(C, ι0∗M0) = Hk(C0,M0).

So (7.4) is equivalent to (7.1). �

7.3. The i = 1 case

Proof of Propositions 6.1 and 6.3. We will show that α̃∗
jWn,k → S1 is

orientable, j = 1, . . . , . The other loops β̃j , α̃
′
j , β̃

′
j are similar.
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Note that α̃∗
jWn,k = (φT ◦ α̃j)∗U τ̂

n,k. We have

α̃j(θ) =
(

Vθ, e
√

−1πk/2nIn, V ′, e
√

−1πk/2nIn,−2π
√

−1
k

n
In

)
,

where Vθ, V
′ ∈ U(n)2
. Note that this is also true for the n = 1 case. The loop

φT ◦ α̃j : S1 → Z
,1
YM(U(n2))− 2k

n
,...,− 2k

n
is given by (see (6.6) for the definition

of φT ):

(7.5) φT ◦ α̃j(θ) =
(

V̄θ ⊗ V ′, T, Vθ ⊗ V̄ ′, T, 4π
√

−1
k

n
In2

)
.

The loop φT ◦ α̃j(θ) can be viewed as an S1-family of polystable holo-
morphic vector bundles Mθ of rank n2, degree −2kn over the Riemann
surface Σ̃ ∼= Σ2


0 . We now consider holomorphic vector bundles Mθ,t of rank
n2, degree −2kn over Σ̃t with the following properties:

(i) For 0 < t ≤ 1, the holonomies of Mθ,t over Σ̃t are given by (7.5).

(ii) When t = 0, we have

Mθ,0

∣∣∣
C±

= M±(θ), Mθ,0

∣∣∣
C0

= M0(θ),

where M±(θ) is a rank n2, degree −kn polystable holomorphic vector
bundle over C± ∼= Σ


0 and M0(θ) is a rank n2, degree 0 polystable
holomorphic vector bundle over C0 ∼= P

1.

(iii) The holonomies of M+(θ) starting from p+ along (α1, β1, . . . , α
, β
)
are given by

(
V̄θ ⊗ V ′, 2π

√
−1

k

n
In2

)
∈ X
,0

YM(U(n2))− k

n
,...,− k

n
,

and the holonomies of M−(θ) starting from p− along (β′

, α

′

, .., β

′
1, α

′
1)

are given by
(

r(Vθ ⊗ V̄ ′), 2π
√

−1
k

n
In2

)
∈ X
,0

YM(U(n2))− k

n
,...,− k

n
.

(iv) By (ii), M0(θ) ∼= O⊕n2

P1 , since the trivial bundle is the only degree zero
polystable bundle on P

1. Thus, M0(θ) is independent of θ and will
be denoted by M0. The holonomy of M0 along the equator γγ′ is
TT = In2 as expected.



Orientability in Yang–Mills theory 943

(v) For all (θ, t) ∈ S1 × I, we have τ∗
t Mθ,t = Mθ,t, so there is a conjugate

linear involution τ̂θ,t on H∗(Σ̃t,Mθ,t).

As (θ, t) varies, the real vector spaces

{H1(Σ̃t,Mθ,t)τ̂θ,t | (θ, t) ∈ S1 × I}

form a real vector bundle E over the cylinder S1 × I. Let it : S1 → S1 × I
be the embedding θ �→ (θ, t). Then

i∗1E = (φT ◦ α̃j)∗U τ̂
n,k = α̃∗

jWn,k.

The maps i0 and i1 homotopic, so i∗0E and i∗1E are isomorphic real vector
bundles over S1. Thus α̃∗

jWn,k is orientable if and only if i∗0E is an orientable
real vector bundle over S1.

By Lemma 7.1, we have the following long exact sequence:
(7.6)

0 →H0(C,Mθ,0) → H0(C+,M+(θ)) ⊕ H0(C0,M0) ⊕ H0(C−,M−(θ))

→ C
n2

p+
⊕ C

n2

p−
→ H1(C,Mθ,0)

→ H1(C+,M+(θ)) ⊕ H1(C0,M0) ⊕ H1(C−,M−(θ)) → 0,

where p± is the node at which C0 and C± intersect. We have

deg Mθ,0 = −2nk < 0, deg M±(θ) = −nk < 0,

so

H0(C,Mθ,0) = H0(C+,M+(θ)) = H0(C−,M−(θ)) = 0.

By (iv), M0 ∼= O⊕n2

P1 , so H0(C0,M0) ∼= C
⊕n2

and H1(C0,M0) = 0. The
map H0(C0,M0) → C

n2

p±
is the evaluation map s �→ s(p±). Therefore (7.6)

is reduced to

0 → C
n2 j→ C

⊕n2

p+
⊕ C

⊕n2

p−
→ H1(C,Mθ,0)(7.7)

→ H1(C+,M+(θ)) ⊕ H1(C−,M−(θ)) → 0,

where j(v) = (v, v). The involution τ̂θ,0 acts on the exact sequence (7.7) in
the following way:

H1(C,Mθ,0)
τ̂θ,0←→ H1(C,Mθ,0), H1(C+,M+(θ))

τ̂θ,0←→ H1(C−,M−(θ)).
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The involution on C
⊕n2

and C
⊕n2

p+
⊕ C

⊕n2

p−
is independent of θ:

τ̂θ,0 : C
n2 → C

n2
, v �→ v̄,

τ̂θ,0 : C
n2

p+
⊕ C

n2

p−
→ C

n2

p+
⊕ C

n2

p−
, (v, w) �→ (w̄, v̄).

Thus, we have

0 → R
n2 → H1(C,Mθ,0)τ̂θ,0 → H1(C+,M+(θ)) → 0.

We conclude that i∗0E
∼= EC ⊕ ER, where EC → S1 is a complex vector

bundle whose fiber at θ ∈ S1 is H1(C+,M+(θ)), and ER → S1 is a trivial
real vector bundle of rank n2. Therefore i∗0E is orientable. �

7.4. The i = 2 case

Proof of Propositions 6.2 and 6.4. We will study the orientability of the real
vector bundle

λ∗Wn,k = (φT ◦ λ)∗U τ̂
n,k

over S1, where λ : S1 → Z
,2
YM(U(n)) k

n
,..., k

n
is one of the 4 + 2 loops. Note

that λ is of the form

λ(θ) =
(

Vθ,
√

−1e
π

√
−1k

2n gθ, cθ, V
′,−

√
−1e

π
√

−1k

2n ḡθ, In,−2π
√

−1
k

n
In

)
,

where Vθ, V
′
θ ∈ U(n)2
 and gθ, cθ are diagonal matrices in U(n). Note that

this is also true when n = 1.
The loop φT ◦ λ : S1 → Z
,1

YM(U(n2))− 2k

n
,...,− 2k

n
is given by (see (6.7) for

the definition of φT ):

φT ◦ λ(θ) =
(

V̄θ ⊗ V ′,−ḡθ ⊗ ḡθ, (c̄θ ⊗ In) T,(7.8)

Vθ ⊗ V̄ ′,−gθ ⊗ gθ, (cθ ⊗ In) T, 4π
√

−1
k

n
In2

)
.

The loop φT ◦ λ(θ) can be viewed as an S1-family of polystable holomor-
phic vector bundles Mθ of rank n2, degree −2kn over the Riemann surface
Σ̃ ∼= Σ2
+1

0 . We now consider holomorphic vector bundles Mθ,t of rank n2,
degree −2kn over Σ̃t with the following properties:

(i) For 0 < t ≤ 1, the holonomies of Mθ,t are given by (7.8).
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(ii) When t = 0, we have

Mθ,0

∣∣∣
C±

= M±(θ), Mθ,0

∣∣∣
C0

= M0(θ),

where M±(θ) is a rank n2, degree −kn polystable holomorphic vector
bundle over C± ∼= Σ


0 and M0(θ) is a rank n2, degree 0 polystable
holomorphic vector bundle over C0 ∼= S1 × S1.

(iii) The holonomies of M+(θ) starting from p+ along (α1, β1, . . . , α
, β
)
are given by

(V̄θ ⊗ V ′, 2π
√

−1
k

n
In2) ∈ X
,0

YM(U(n2))− k

n
,...,− k

n
,

and the holonomies of M−(θ) along (β′

, α

′

, .., β

′
1, α

′
1) (starting from

p−) are given by

(r(Vθ ⊗ V̄ ′), 2π
√

−1
k

n
In2) ∈ X
,0

YM(U(n2))− k

n
,...,− k

n
.

(iv) The holonomies of M0(θ) along δ, γ, δ′, γ′ are given by

(7.9) λ0(θ) = (−ḡθ ⊗ ḡθ, (c̄θ ⊗ In)T, −gθ ⊗ gθ, (cθ ⊗ In)T ) ∈ Z0,2
flat(U(n2))τ̂ .

Therefore, the holomomies of M0(θ) along the loops δ−1, γγ′ are given
by

Φ0,2 ◦ λ0(θ) = (−gθ ⊗ gθ, c̄θ ⊗ cθ) ∈ X1,0
flat(U(n2)).

(v) For all (θ, t) ∈ S1 × I, we have τ∗
t Mθ,t = Mθ,t, so there is a conjugate

linear involution τ̂θ,t on H∗(Σ̃t,Mθ,t).

As (θ, t) varies, the real vector spaces

{H1(Σ̃t,Mθ,t)τ̂θ,t | (θ, t) ∈ S1 × I}

form a real vector bundle E over the cylinder S1 × I. Let it : S1 → S1 × I
be the embedding θ �→ (θ, t). Then

i∗1E = (φT ◦ λ)∗U τ̂
n,k = λ∗Wn,k.

The maps i0 and i1 are homotopic, so i∗0E and i∗1E are isomorphic real vector
bundles over S1. Thus λ∗Wn,k is orientable if and only if i∗0E is an orientable
vector bundle over S1.
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By Lemma 7.1, we have the following long exact sequence:
(7.10)
0 →H0(C,Mθ,0) → H0(C+,M+(θ)) ⊕ H0(C0,M0(θ)) ⊕ H0(C−,M−(θ))

→ C
n2

p+
⊕ C

n2

p−
→ H1(C,Mθ,0)

→ H1(C+,M+(θ)) ⊕ H1(C0,M0(θ)) ⊕ H1(C−,M−(θ)) → 0,

where p± is the node at which C0 and C± intersect. We have

deg Mθ,0 = −2nk < 0, deg M±(θ) = −nk < 0,

so

H0(C,Mθ,0) = H0(C+,M+(θ)) = H0(C−,M−(θ)) = 0.

Note that the holonomies of M0(θ) are diagonal, so it is the direct
sum of n2 holomorphic line bundles of degree 0. Let La,b denote the degree
0 holomorphic line bundle whose holonomies along the loops δ−1, γγ′ are
given by

(a, b) ∈ X1,0
flat(U(1)) = U(1)2.

Then

H0(C0,La,b) = H1(C0,La,b) =

{
C, (a, b) = (1, 1),
0, (a, b) �= (1, 1).

Case 1. λ = α̃i, β̃i, α̃
′
i, β̃

′
i.

gθ = cθ = In, (−gθ ⊗ gθ, c̄θ ⊗ cθ) = (−In2 , In2),

M0(θ) = L⊕n2

−1,1, H0(C0,M0(θ)) = 0 = H1(C0,M0(θ)).

Case 2. λ = δ̃.

gθ = āθ, cθ = In, (−gθ ⊗ gθ, c̄θ ⊗ cθ) = (−āθ ⊗ āθ, In2),

M0(θ) = L−e−2
√

−1θ,1 ⊕ L⊕2(n−1)
−e−

√
−1θ,1 ⊕ L⊕(n−1)2

−1,1 .

Case 3. λ = γ̃.

gθ = In, cθ = aθ, (−gθ ⊗ gθ, c̄θ ⊗ cθ) = (−In2 , āθ ⊗ aθ),

M0(θ) = L⊕(n−1)
−1,e−

√
−1θ ⊕ L⊕(n−1)

−1,e
√

−1θ ⊕ L⊕(n2−2n+2)
−1,1 ,

H0(C0,M0(θ)) = 0 = H1(C0,M0(θ)).
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In Cases 1 and 3, (7.10) is reduced to
(7.11)
0 → C

n2

p+
⊕ C

n2

p−
→ H1(C,Mθ,0) → H1(C+,M+(θ)) ⊕ H1(C−,M−(θ)) → 0.

The involution τ̂θ,0 acts on the exact sequence (7.11) in the following way:

τ̂θ,0 : C
n2

p+
⊕ C

n2

p−
→ C

n2

p+
⊕ C

n2

p−
, (v, w) �→ (w̄, v̄) (independent of θ),

H1(C,Mθ,0)
τ̂θ,0←→ H1(C,Mθ,0), H1(C+,M+(θ))

τ̂θ,0←→ H1(C−,M−(θ)).

Thus, we have

0 → C
⊕n2 → H1(C,Mθ,0)τ̂θ,0 → H1(C+,M+(θ)) → 0.

Therefore i∗0E
∼= EC , where EC → S1 is a complex vector bundle whose fiber

at θ ∈ S1 is H1(C+,M+(θ)) ⊕ C
⊕n2

. Therefore i∗0E is orientable.

In Case 2, (7.10) is reduced to

0 →H0(C0,M0(θ)) → C
n2

p+
⊕ C

n2

p−
→ H1(C,Mθ,0)(7.12)

→H1(C+,M+(θ)) ⊕ H1(C0,M0(θ)) ⊕ H1(C−,M−(θ)) → 0.

Taking fixed points of the involution τ̂θ,0 on (7.12) yields

0 → H0(C0,M0(θ))τ̂θ,0 → C
n2

p+
→ H1(C,Mθ,0)τ̂θ,0(7.13)

→ H1(C+,M+(θ)) ⊕ H1(C0,M0(θ))τ̂θ,0 → 0,

where C
n2

p+
and H1(C+,M+(θ)) are complex vector spaces.

Recall from (7.9) that the holonomies of M0(θ) along δ, γ, δ′, γ′ are
given by

(−aθ ⊗ aθ, T, −āθ ⊗ āθ, T ).

Let δ̃0 : S1 → Z0,2
flat(U(n2))τ̂ be the loop defined by

(7.14) δ̃0(θ) = (−aθ ⊗ aθ, T,−āθ ⊗ āθ, T ),

then the loop δ̃0 can be viewed as the S1-family of the bundles M0(θ). Let
Uvir

n be defined as in Definition 6.2. Then the fiber of (the pull back bundle)
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Evir
0 = δ̃∗

0
(
(Uvir

n )τ̂
)

at θ ∈ S1 is the virtual vector space

H1(C0,M0(θ))τ̂θ,0 − H0(C0,M0(θ))τ̂θ,0 .

To show that δ̃∗Wn,k → S1 is orientable, it remains to show that the virtual
real vector bundle Evir

0 → S1 is orientable. This is true by Lemma 7.2 below.
�

Lemma 7.2. Evir
0 is an orientable virtual real vector bundle over S1.

Proof. We use the notation in the above proof.
Step 1. Recall that T is an involution on C

n ⊗ C
n = C

n2
defined by T (u ⊗

v) = v ⊗ u for u, v ∈ C
n. The eigenspaces of T are E+1 = Sym2(Cn) and

E−1 = Λ2(Cn). We have an orthogonal decomposition

C
n ⊗ C

n = E+1 ⊕ E−1.

Let IE±1 : E±1 → E±1 be the identity map. Then

In2 = IE+1 ⊕ IE−1 , T = IE+1 ⊕ (−IE−1).

Define χ : [0, 1] → U(n2) by

χ(t) = IE+1 ⊕ (−e
√

−1πtIE−1).

Then

χ(0) = T, χ(1) = In2 , χ(t) = χ(t)−1 = χ(−t).

Note that aθ ⊗ aθ is of the form aθ ⊗ aθ = A+
θ ⊕ A−

θ , where A+
θ and A−

θ
are linear automorphisms on E+1 and E−1, respectively. Therefore aθ ⊗ aθ

and χ(t) commute for any θ ∈ S1 and t ∈ [0, 1].
Step 2. For any t ∈ [0, 1] and θ ∈ S1, define

(7.15) δ̃t(θ) = (−aθ ⊗ aθ, χ(t),−āθ ⊗ āθ, χ(t)).

In particular, δ̃0(θ) is given by (7.14). By Step 1, the right-hand side of
(7.15) lies in Z0,2

flat(U(n2))τ̂ . So for each t ∈ [0, 1], (7.15) defines a loop δ̃t :
S1 → Z0,2

flat(U(n2))τ̂ . Let Evir
1 = δ̃∗

1
(
(Uvir

n )τ̂
)

→ S1. The loops δ̃0 and δ̃1 are
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homotopic, so Evir
0 is orientable if and only if Evir

1 is orientable.
Step 3. Let D(θ) be the rank n2, degree 0 polystable vector bundle over C0
whose holonomies along δ, γ, δ′, γ′ are given by

(7.16) δ̃1(θ) = (−aθ ⊗ aθ, In2 ,−āθ ⊗ āθ, In2).

The holonomies of D(θ) along γ, γ′ are In2 , so we may degenerate the torus
C0 to a rational nodal curve C ′ (see figure 3), and degenerate D(θ) to D′(θ).

More explicitly, we consider a family of Riemann surface Rs, where s ∈
I = [0, 1], such that

(i) R1 = C0, R0 = C ′.

(ii) Rs is a smooth torus for 0 < s ≤ 1.

(iii) There is a family of anti-holomorphic involution σs : Rs → Rs, such
that σ0(p) = p, σ1 = τ0, σs(δ) = δ′ and σs(γ) = γ′ if s �= 0.

(iv) There is a normalization map ν : P
1 → C ′ such that ν(q±) = p (see

figure 3). There is an anti-holomorphic involution σ̃ : P
1 → P

1 such
that

ν ◦ σ̃ = σ0 ◦ ν, σ̃(q±) = q∓.

In the degeneration s → 0, the loop γγ′ shrinks to a point p.
We consider a family of polystable holomorphic vector bundles Dθ,s of

rank n2, degree 0 over Rs with the following properties:

(i) For 0 < s ≤ 1, the holonomies of Dθ,s along δ, γ, δ′, γ′ are given by
(7.16), so we have σ∗

sDθ,s = Dθ,s.

(ii) When s = 0, we have Dθ,0 = D′(θ), and ν∗D′(θ) = O⊕n2

P1 . D′(θ) is
obtained by identifying v ∈ C

n2

q+
with (−aθ ⊗ aθ)v ∈ C

n2

q−
.

Figure 3: Degeneration of C0 = S1 × S1.
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(iii) For all (θ, s) ∈ S1 × I, there is a conjugate linear involution σθ,s on
H∗(Rs,Dθ,s) such that

H1(R1,Dθ,1)σθ,1 − H0(R1,Dθ,1)σθ,1

is the fiber of Evir
1 at θ ∈ S1.

(iv) The conjugate linear involution σθ,0 on H0(R0,Dθ,0) induces a conju-
gate linear involution σθ,0 on H0(P1,O⊕n2

P1 ) ∼= C
n2

(constant sections)
that is given by v �→ v̄.

As (θ, s) varies, the virtual real vector spaces

Ẽvir
θ,s = H1(Rs,Dθ,s)σθ,s − H0(Rs,Dθ,s)σθ,s

form a virtual real vector bundle Ẽvir over the cylinder S1 × I. Let is : S1 →
S1 × I be the embedding θ �→ (θ, s). Then

i∗0Ẽ
vir = F vir, i∗1Ẽ

vir = Evir
1 ,

where the fiber of F vir at θ ∈ S1 is

(7.17) (F vir)θ = H1(C ′,D′(θ))σθ,0 − H0(C ′,D′(θ))σθ,0 .

The maps i0 and i1 are homotopic, so Evir
1 is orientable if and only if F vir

is orientable.
Step 4. We have a long exact sequence
(7.18)

0 → H0(C ′,D′(θ)) → H0(P1,O⊕n2

P1 ) ∼= C
n2 fθ→ C

n2

p → H1(C ′,D′(θ)) → 0

where fθ(v) = v + (aθ ⊗ aθ)v and we used H1(P1,O⊕n2

P1 ) = 0. The involution
σθ,0 acts on (7.18) by

H0(P1,O⊕n2

P1 ) ∼= C
n2 → H0(P1,O⊕n2

P1 ), v �→ v̄,

C
n2

p → C
n2

p , v �→ (aθ ⊗ aθ)v̄.

Therefore

H0(P1,O⊕n2

P1 )σθ,0 = R
n2

(
C

n2

p

)σθ,0

= e
√

−1θ
R ⊕ e

√
−1θ/2

R
2(n−1) ⊕ R

(n−1)2 .
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So we have an exact sequence

(7.19) 0 → H0(C ′,D′(θ))σθ,0 → R
n2 fθ→ ER,θ → H1(C ′,D′(θ))σθ,0 → 0,

where

ER,θ = e
√

−1θ
R ⊕ e

√
−1θ/2

R
2(n−1) ⊕ R

(n−1)2 .

To show that F vir is orientable, it suffices to show that ER,θ form an
orientable real vector bundle ER → S1. Let L0 and L1 denote the trivial
and nontrivial real line bundles over S1, so that

w1(Lj) = j ∈ Z/2Z = H1(S1, Z/2Z), j = 0, 1.

Then

ER = L
⊕(n2−2n+2)
0 ⊕ L

⊕(2n−2)
1 , w1(ER) = 0 ∈ Z/2Z = H1(S1, Z/2Z).

Therefore ER → S1 is orientable. �
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