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Interior Curvature Bounds For Spacelike
Hypersurfaces Of Prescribed k-th Mean Curvature

JOHN URBAS

We derive interior curvature bounds for strictly spacelike hypersur-
faces of prescribed k-th mean curvature in Minkowski space anal-
ogous to those we derived in previous work on the Euclidean case.
The estimates depend on a sufficiently large LP norm of the mean
curvature. Examples similar to those in the Euclidean case show
that if & > 3, such curvature bounds are generally false if p is not
sufficiently large.

1. Introduction.

In this paper we derive interior curvature bounds for strictly spacelike k-
admissible hypersurfaces of prescribed k-th mean curvature in Minkowski
space L"t! analogous to those we derived in [19,20] in the Euclidean case.
The results and techniques are similar in many respects. However, in the
Minkowski case certain key curvature terms have the opposite sign to that
encountered in the FEuclidean case. This leads to significant differences in
the proofs. For this reason we believe it is worthwhile providing a largely
self-contained proof of the estimates in the Minkowski case.

Up to now little attention has been given to hypersurfaces of prescribed
k-th mean curvature in Minkowski space and in more Lorentzian manifolds
if &k > 2. There are many papers on maximal hypersurfaces, and more
generally, on hypersurfaces of prescribed mean curvature (see [2,3,6,8,10,11]).
The Gauss curvature case k = n has been studied by Delanoé [7] and Guan
[13]. Very recently Bayard [4,5] established the classical solvability of the
Dirichlet problem in the scalar curvature case k = 2 with n = 3,4. We
mention also the recent work of Gerhardt [12] and Schniirer [17] on curvature
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equations in Lorentzian manifolds. In these works the equations are modelled
on the Gauss curvature; the k-th mean curvature with k& < n is excluded.
Minkowski space L™t is the space R x R equipped with the metric

ds* = da? + -+ dol — dok 4. (1.1)

We are interested in hypersurfaces M which are graphs of a strictly spacelike
function u defined over a subdomain of R". Since we are concerned here
only with local estimates, we assume that u € C4(Bd0) is strictly spacelike,
meaning that
sup |Du| < 6 (1.2)
B,
for a positive constant 6 < 1. Here By, denotes the open ball in R" of radius
dy centred at the origin.
If M = graph u, the Minkowski metric (1.1) restricted to M defines a
Riemannian metric on M, which in the standard coordinates on L"*! is
given by

gij = (Sij — DZ"UJDJ"U,, 1 S ’i,j S n. (1.3)
The inverse of the metric is
p DyuDju
ij g, g iU 1.4
g i T 1 — |Dul? (1.4)
The second fundamental form of M is given by
Diu
Ry = — Y~ 1.5
17 1 _ ‘D’U,P ( )
The principal curvatures Ay, ..., A, of M are the eigenvalues of [h;;] relative

to [gzj]
The k-th mean curvature Hy of M is defined to be the k-th elementary
symmetric function of the principal curvatures,

Hi=Sc(A, 0 d) = D Aoy, (1.6)

1<ii << <n
As in the Euclidean case we say that M (or w) is k-admissible if at each
point its vector of principal curvatures A = (A1,..., A,) belongs to the cone

Fk:{)\ERn:SJ‘(}\)>0,j:1,...,]€}. (17)

In the Euclidean case it is well known that the k-th mean curvature
equation
Hy[u] = (1.8)
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is an elliptic equation and Hy[u]'/* is a concave function of D?u if u is k-

admissible. The same is of course true for strictly spacelike, k-admissible
solutions in the Minkowski case.
The main result of this paper is the following interior curvature bound.

Theorem 1.1. Letn >3 and k € {2,...,n}. Let u € C*(By,) be a strictly
spacelike k-admissible solution of

Hy[u]'* =g in By, (1.9)
where g satisfies
plt<g<up  |Vgl<p on M (1.10)
for some positive constant u. Then for any s > k(n —1)/2 we have
|A(0)| < C (1.11)

where A is the second fundamental form of M and C depends only on
k,n, s, u,do, the constant 0 in (1.2), and on [,, H}.

Remarks. (i) This parallels the interior curvature bound of [20], which is
essentially the same result with (1.2) replaced by control of the modulus
of continuity of v, which is a stronger assumption. In effect, the result in
the Euclidean case holds for graphs with sufficiently small gradient. Such
a restriction is not explicitly assumed in the Minkowski case — it is not
needed if k = 2, and if k > 3, it is implied by the integrability hypothesis on
H; and the Sobolev embedding theorem.

(ii) The same arguments as in the Euclidean case can be used to show
that the estimate (1.11) is false if & > 3 and if s is not sufficiently large.
Namely, well known examples of Pogorelov and of Caffarelli (see [19]) can
be used as comparison functions to show that for k£ > 3 and for sufficiently
small positive A and e the equation of prescribed Lorentz-Gauss curvature

det D*u = (1 — |Du>)*+2/2 in  BF c R¥

has convex, strictly spacelike generalized (viscosity) solutions which are Lips-
chitz continuous but not C! in the interior, or which belong to C11=2/kA172:p
for all p < k(k — 1)/2. By extending such solutions to be constant in the
Zkt1, - - -, Tp, coordinate directions we obtain viscosity solutions of (1.8) with
1 a positive constant and having the same regularity. This shows that for
k > 3 purely interior curvature bounds for strictly spacelike k-admissible
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solutions of (1.8) do not hold in general, and moreover, even some control of
the solution in C™* or in W2 may not be sufficient to imply higher bounds.

(iii) In the case k = n the lower bound on s is known to be essentially
sharp (see [18]). We do not know whether the lower bound s > k(n —1)/2
is optimal if £ < n.

2. A preliminary curvature bound.

The curvature bound will be proved in two main steps, as in the Euclidean
case. First we will prove an interior curvature bound depending on [,, HY
for some p > kn/2, and second, for some p > kn/2 and any M’ CC M we
will derive a bound for [,,, HY, depending on [,, H{ for some s > k(n—1)/2.
In this section we carry out the first step.

We begin by recalling the structure conditions satisfied by the k-th
mean curvature equation. We will work in a local orthonormal frame field
é1,...,€e, defined on M near (0,u(0)). Covariant differentiation on M in the
direction €; will be denoted by V;. We denote the components of the second
fundamental form A in this frame by h;;. Thus h;j = (De,v, €;) where D is
the connection on L"*! (. .) is the Minkowski inner product, and v is the
upward (future directed) unit normal

yo Dul (2.1)

V1 —|Dul?

With these sign conventions the second fundamental form of the graph of a
convex strictly spacelike function is nonnegative.
Equation (1.9) can be written as

Hi[A] = ¢". (2.2)

As in the Euclidean case, (Hy[u])*/* is a concave function of [h;;] if M is
strictly spacelike and k-admissible. Furthermore, the ellipticity bounds are

k
ToI < [Fyj) < (n—k+ D) Hal, (2.3)
1
where OH
k
Fy; = Al.
D, [A]

The other key fact we will use is that F;; is divergence free:

ViFij = 0. (2.4)
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All these facts can be proved in the same way as in the Euclidean case.
To prove (2.4) we use the Codazzi equations, which tell us that Vjih;; is
symmetric in all indices.

We need to compute a differential inequality for the mean curvature Hj.
To do this we write (2.2) in the form

CylA] = Hy[A]* = g (2.5)
Differentiating (2.5) and writing G;; = gTC?;[A], we obtain

G;jVihij = Vg,
Gi;ViVihi; > ViVig = Ag,

(2.6)

where in the last inequality we have used the concavity of G to discard a
term which is quadratic in VA, and where A denotes the Laplace-Beltrami
operator on M. As usual we assume summation from 1 to n over repeated
indices. Using the Codazzi equations, the standard formula for commuting
covariant derivatives, and the Gauss equations, which in Minkowski space
are

Rijki = —(hikhji — hithji)

with R;j; denoting the Riemann curvature tensor, we find that

ViVihij =V Vihj
= ViVihji + Riijmhoi + Rigimbom;
= ViVhy — hijhimbm + himhijhon
_hllhimhmj + hlmhilhmj
= ViVihy + himhijhm — hihim b .

Using this in (2.6) we obtain

Gijvivj‘hu > Gijhimhjmhu — Gijhijhlmhlm + Ag. (2.7)
We have . .
1-k)/k _
Gij = EH,E py = Egl “Fy, (2.8)

so using this in (2.7) we obtain
Fy;ViNViHy = FyjV;Vhy > HiFjjhimhjm — Fijhijhimhin +kg" 1 Ag. (2.9)

Observe that if Ag > 0, the last term can be dropped; the subsequent
computations involving this term are then unnecessary, and some of the
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intermediate estimates, which are of independent interest, have a simpler
form.

The first two terms on the right hand side of (2.9) have the opposite
sign to that encountered in the Euclidean case. In the Minkowski case it is
Fijhijhimhyy, that needs to be controlled, while in the Euclidean case it is
Hy F;jhipmhjm. This leads to significant differences in the proof.

We will use certain cutoff functions in the proof. These will be defined
using the Lorentz distance from the origin restricted to M (we assume for
convenience that «(0) = 0), which is defined by

1(X) = VP~ W@, X = (2,u(a)). (2.10)

The open Lorentz ball L, of radius p centred at the origin is

L,= {(y,yn+1) e L. \/yl? = yg_H < p}. (2.11)

We let M, = M N L,. Then a simple computation shows that
MpCBp/mXR, (212)

where B, denotes the open ball of radius r in R™ centred at the origin.
Furthermore, OM, = MNOL, it OMNL, = (), because M is strictly spacelike.
By direct computation we have

2
VIR = 14 (1(X))2(X, )2 = 1 + (I(X))"2 (M) L (213)

Since u(0) = 0 and u satisfies (1.2), we have |u(z)| < 0|z|, and therefore

1< |VIP<1+ (2.14)

4
(1—62)%
We now let

R =/1- 62d,,

so that OM N Lg = 0. For any p € (0,R/2] we choose a nonnegative
function ¢ € C2(]0,2p)) such that 0 < ((t) <1, ((t) =1 for 0 < t < p, and
I’ < 2p7 1. We let n(X) = ¢(I(X)). Then, from (2.14) we have

V| < @ (2.15)
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In various integrals over n-dimensional subsets of M we will usually omit
the measure, because most integrals will be with respect to the measure up,
induced by the Minkowski metric. Where necessary we will indicate this
to distinguish integrals with respect to the measure pr induced on M by
regarding M as a subset of R™ x R with the usual Euclidean structure. At
certain points in Sections 3 and 4 we will need to consider integrals over
n — 1 dimensional subsets of M. The n — 1 dimensional measures will be
denoted by o and op according to whether M is regarded as a subset of

R"™ x R with the Minkowski or Euclidean metric respectively.

We now multiply (2.9) by n2HY for some p > 0 to be specified later.

Integrating by parts twice and using (2.4), we obtain

fM ?72Hp (Hle‘jhimhjm — Fijhijhymhim + kgk_lAg)

< fM n*HYF;;V;V;H;

=2 fM anFUVmV Hi —p [y, n*HY " FyViHIVH,

c fM2 Hp“F,jvmvjn % o, n?Hp 'FiViH,VH,
fM2 HI Hy — PfMgp W HYF v H Y,

I/\ I/\

where to obtain the last line we have used (2.15) and

n
ZFn‘ =(n—k+1)Hg_1,
i=1

Since 1 = 0 on dM>,,
_fM2 2Hp k— lvlvlg — fM2 vl[ k—al] vlg
—2fM ngt~ alVngm
_|_ _1 fM2 k 2Hp‘vg‘2
+p fog,, 179" al 'V H\ Vig.

To control the first term we estimate

(IMQ ng*~ alVngm(

<1 fM HY ' FyVVn +p [y, 0’9 2HY T F; VigVig
+1

<5 fM2 H{™ Hye1 +p [y, g2 |vgPHY,

where to obtain the last integral we have used the inequality

(2.16)

(2.17)

(2.18)

(2.19)

(2.20)
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or more precisely, its equivalent form

_ Hy
7y < (2.20)

These inequalities are proved in [19].
The third term on the right hand side of (2.18) can be estimated similarly.
We obtain

o S

—1 - —1p-
< & [y, PHY FG VLY Cp [y, 0] F;'VigVig
< 8 Ja, "HTT Fy Vi1V Hy+ Cp [y, 92|Vl HY.

Combining these estimates with (2.16) and using the facts that (221
Fyjhij = kg*, (2.22)
and
himbum = |A* < HE, (2.23)
which follows since M is 2-admissible, we obtain
§ Jap,, WHY T BV Hy S k [y, 0?gFHT (2.24)

_ +1
+C1(1+D) o, 9F 2 IVPHY + % [o, HYT Hiot,

where C1, Cy are positive constants depending only on k£ and n. Simplifying

this using the bounds (1.10) for g and |Vg| we obtain
P Jag,, HY T Fy Vi HI Y Hy (2.25)
+2 +1 :
<C {fM% WHY™ + (14p) [o, HY + 5z fugy, HY T Hit, }

where C' depends only on k,n and pu. We now estimate the integral on the
left from below using the lower ellipticity bound (2.20):

2
— 2
P oy, MHL T EG NN H 2 2 [ n2gk‘v (H{’/ )(

2 2
v ()] = 5 Jo,

2
> o o,
where we have once again used (2.15). Using this in (2.25) we obtain

fM?ﬂ v (anﬂ)r

2r7pt2 | 14p° 1 +1

(2.26)
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We now want to apply a Sobolev inequality. We will use the Sobolev
inequality of Allard [1] and Michael and Simon [14], which is valid for sub-
manifolds M of Euclidean space. In our case M is not a submanifold of
Euclidean space, but we may use the FEuclidean version and then estimate
various Euclidean quantities by the corresponding Minkowski quantities. To
be more precise, we indicate the metric, second fundamental form, connec-
tion and measure on M induced by the Euclidean metric on R"™ x R by a
subscript or superscript F, whichever is more convenient. Where necessary
we use a subscript or superscript L to indicate quantities in the Minkowski
metric. Thus

gg = (Sij + DZ"UJDJ"U,,
j DiuDju

iy _ ¢ DiuDju
gE _5’Lj 1+|Du|2’
E Diju

hE = =t
v \/14|Dul?

The Sobolev inequality of Allard, Michael and Simon states that for any
function w € C}(M) and any r € [1,n) we have

(fM ‘w‘nr/(n—r)duE) (n—r)/nr

2.27
< Cln,v) ([ V20| dus + [y [HE| [w] dug) ", (2.27)

where H ﬁ[ denotes the Euclidean mean curvature of M,

» 1 DuD;u
HE ij1 B . ? J D, .
9l 1+ |Dul? (‘Sw 1+ \Du\Q) it

Since M is strictly spacelike, the Fuclidean and Minkowski quantities are
comparable. This is straightforward to verify; we do this only for the mean
curvatures. We have

Hi; = gghl] ) )
_ gL 95 97 g
— th’Lj + <\/l+|Du|2 \/1—|Du|2) Dzju
< Hy + Cy(n, 0)| D%yl
< CQ(nv H)Hla

where 6 is the constant from (1.2). Since also |VFw| < |VFw|, we see that
the Sobolev inequality (2.27) is valid if all Euclidean quantities are replaced
by the corresponding Minkowski quantities; the constant now depends on 6
as well as n and 7.
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Using this with w = an/Q and r = 2, and assuming also that n > 3, we

obtain
wf)f s,

n—2

(/MQ,, (?72Hf)%> n SC(n,H){/M%

Therefore, from (2.26) we have

2 (fMgp (772H110)$>n7_2 T szn v (nH1§> ‘2
PN |12
<000 {1y, [¥ (o8] + 1, o217}

< C{(1+p) [y, PHI? + B8 [y HY 4 [ BYH
(2.29)
where C' depends on k,n, u and 6, but not on p or p. The second term on
the left hand side is included for a later purpose.
Next we remove the term szp nQHf“. If k£ > 3, the exponent p + 2 is

,',]QH{?-FQ} .

(2.28)

p

too large for the iteration inequality we will eventually obtain, but for £ = 2
the term causes no difficulties and can be left. Using Holder’s inequality we
n—2

have )
[, s (o) ([ )
Mo M2p MQ/’

Therefore it is sufficient to show that

) oot

for sufficiently small p, where C is the constant in the last line of (2.29).
We have a Minkowski area bound

P

Moy = iz (May) < Crp, (2.31)

and we will eventually assume that
/ H{ <(Cy forsome s>k(n—1)/2. (2.32)
M

Therefore by Holder’s inequality

n/s
H?s( / H1> (M| < GOy )
Mo, Mo,
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The exponent of p is positive because s > k(n —1)/2 > 3(n —1)/2 > n if
k,n > 3. For (2.30) to hold we therefore need to assume that

LV —02d0}
g

p < pp := min {Co(l + p)~2=n/9)” (2.33)

where Cyy depends on k,n, p1,6,p, s and [, H} for some s > k(n—1)/2. Then

o (o)

we have

n—2

_np_ n
(fMgp "72H1n_2) + o,

1 2.34
< %{(1‘1‘172) fMngf+fM2,,Hf+ Hk—lv} ( )
2
<)y HYUH .
Here we have used the estimates
HYF < 0y (b, n)HYEY < Co(k,m)H, (2.35)

to get the last line. These inequalities are consequences of the Maclaurin
inequalities ([15], Section 2.15)

1/m 1/1

[(:L) _lsm()‘)] < [(7) _151()\)] for 1 <I<m<mn, A€

(2.36)
It is convenient to state separately the two estimates implicit in (2.34).
Since n = 1 on M,, we have

n—2

np _
2\ " C(14p?) p+1
(fM,, Hy ) 7 Jar, BT Hio (2.37)

C(1+p*) p+k
S p2 fMgp Hl

IN

9

where we have again used (2.35), and

2 C(1+p?
/ ‘V <H1g> < M/ HY Y H, (2.38)
M, Mz

2
both valid for p > 0 satisfying (2.33).
For k = 2 the estimates (2.37) and (2.38) are valid for all p €
(0, V1 — 02dy/2]; the restriction (2.33) is not needed.
Condition (2.33) makes it difficult to iterate (2.37) directly to get an
L™ bound for Hi, so we now remove this restriction. Since M is strictly
spacelike, for any r € (0,2R] we have, from (2.11),

cr’™ < |M,| < cor” (2.39)
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for some positive constants ¢; and co depending on n and 6. We cover M,
by N Lorentz balls L,(X;) in L™ of radii p with centres X; € M,. This
can be done with

N < Cn)(r/p)" (2.40)

Then, setting 5 = n/(n — 2), we have

<meL’“(O) Hlﬁp) " = (Zévil anLp(Xj) Hlﬁp) "

1/8
< N1/B (maX1§j§N fMﬂLp(X]) Hlﬁp)

C(1+p2)N1/P
< 0> fMﬂLzr(XO) 1
< Ca4p*)rn? I ptk
= o MNLopxy) 71 2

where we have used (2.40) and the fact that 5 = n/(n—2) to obtain the last
line. We now choose p = pg, where pg is given by (2.33), and use (2.39) to
arrive at the estimate

( 1 Bp o 1 pt+k
H <Clp+1) (— H ) 2.41
\My| Jar, ! ) ( ) | Moy Jas, 1 (2.41)

where 7y is a positive constant depending on n and s, and C is independent
of p and r; C is independent of r precisely because of (2.39) and the fact
that 8 =n/(n — 2).

This is an inequality of exactly the same form as we obtained in [19] in
the Euclidean case. We see that the exponent of integrability of H; improves
provided Bp > p+ k, which reduces to p+k > kn/2. A Moser type iteration
starting at pg + k = s for some s > kn/2 can be used to deduce that

[po—kn/2) ™"
(Q Hf0+k) : (2.42)

n
r M27‘

Hy(0) <
where C' depends only on k,n,u,0,s and [,, H{ (see [19] for details). This
can be viewed as a kind of mean value inequality for the mean curvature.
Since Hj is equivalent to |A| for 2-admissible hypersurfaces, (2.42) implies

the curvature bound stated in Theorem 1.1, under the stronger assumption
s> kn/2.

3. An auxiliary estimate.

In this section we prove an auxiliary estimate that is the key to improving
the curvature bound established in Section 2. We need to recall the equation
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satisfied by w := vp41 = (1 — \DuP)—l/?;
FijViV jw = wEijhimhjm + (kg" ™' Vg, eni1), (3.1)

where e, 41 is the n + 1-st standard coordinate vector of R"*!. A proof of
this is given in [19] for the Euclidean case; in the Minkowski case the proof
is the same except for some sign changes, so it is omitted. For the sake
of comparison, in the Euclidean case the right hand side is replaced by its
negative, and of course, we also take w = (1 + |Du|?)~1/2,

We now rotate the x1, ..., z, coordinate axes so that

Du(0) = |Du(0)|e,.
We then transform L"*! by applying a boost transformation 7" of the form

I 0 0
T=1]0 coshw sinhw
0 sinhw coshw

where D,u(0) = —tanhw. T is an isometry of L"*!. It transforms M =
graph u to M = graph @ with Du(0) = 0. @ is strictly spacelike, and we
have

sup |Di| <6 <1

M
for a controlled constant 6 depending only on # and w. Since 7' is an isometry,
4 is k-admissible and satisfies a curvature equation

Hyla)''* = gy, a(y))

in the new coordinates Y = TX with §(Y) = g(T~'Y). Furthermore, §
satisfies

A <g<p VIl <A
for some controlled constant i depending only on p and w.

In view of this, there is no loss of generality in assuming that Du(0) = 0,
if necessary also replacing dy by a smaller positive constant do depending
only on dy and 0. We therefore make this assumption in the remainder of
this section. The main estimate of this section is the following.

Theorem 3.1. Let M, u,g be as above with Du(0) = 0. Then there is a

constant p1 € (0,V1 — 62dy], depending only on k,n,p,0, u and the modulus
of continuity of Du, such that for all p € (0, p1] and any p > 1 we have

HYHy_1 < Cip HYHj—y + Co, (3.2)
M, M,



248 J. Urbas

where Cy depends only on n,p and 0, and Co depends on k,n,p, pu and 6.

If £k =2 we get a variant of this result without invoking the modulus of
continuity of Du.

Theorem 3.2. Let M, u, g be as above, not necessarily with Du(0) = 0, and

suppose k = 2. Then there is a constant p1 € (0,1 — 0%dy], depending only
on n,p,0 and p, such that for all p € (0, p1] and any p > 1 we have

HYT < Cip HIY 4 0y, (3.3)
M, oM,
where Cy depends only on 0 and Cy depends on n,p, pu and 6.
Proof of Theorem 8.1. We begin by computing a differential inequality

for W = ¢(w)HY where ¢ is a smooth positive function to be chosen and
p > 1is a constant. We have

VW = ¢/ (w)HYVw + po(w)HY ™'V, H
and
VZ‘VJ‘W = qb’(w)HfViij + qﬁ”(w)HfVinjw

+pd' (w)HY " (V;w ¥V Hy + VwViHy)
+p¢(w)Hf_1Vz‘VjH1 +p(p — 1)¢(w)Hf_2Vz‘H1VjH1-

Consequently, using (3.1) and (2.9) we have

FyViV;W > ¢/ (w)HY {wFiihimhjm + (kg" Vg, eni1) }

+¢ (w)HY FViwV jw + 2pd! (w) HY ™ FyyVwV i Hy
pp(w)HY ™ { Hy Fyjhimhim — Fijhijhimbim + kgb~'Ag}
+p(p — 1)p(w) HY "> Fi;V; HyV ;Hy.

(3.4)
For any € > 0 we now estimate
2p¢/ (w) HY ™' Fyj V;wV j Hy
> — 2O {YFyViwVw — ep(p — 1)oHY " Fyy Vi Hy Vi H. (8:5)
Using this in (3.4) and rearranging terms we obtain
FViViW 2 HY Fijhimbjm (¢'w + po) — kpg* o HY™!
+HYFViwV jw ((/5” - fﬁ&) (3.6)

+(1 —e)p(p — 1)¢Hf_2Fisz‘H1VjH1
+¢'HP (kg* Vg, ent1) + kpoH 1 gh1Ag,
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where we have used the estimate
Fyjhijhimbim = kg"|A|? < kg"H}. (3.7)

To obtain the last inequality we have used the 2-admissibility of M.
Next we estimate Fjjhim,hjm from below. We denote the eigenvalues of
[hij] by )\1, ey )\n and let
_ 08k(A) _

Si-1:1(A) = == = Sk(A)ri=o-

Then, since
Se(A) = Sk—1:i(A) + Sk;i(A) foreach i=1,...,n,

we have
Fijhimhjm = 3 i—) Sk—1:(A) A7
= Z?:l Sk()‘))\z‘ - Z?:l Sk;z‘()‘))\z‘
= Sk(A)S1(\) — (k + 1)Sr1(N) (3.8)
ESk(N)S1(N)
 Hy,H,,

v |

where we take Siy1 = Hyy1 = 0 if kK = n. To obtain the second last line we
have used the inequality

St (N) SN _ Si) St (V)
() Ga) () Gl

which is valid for A € I}, and 0 <1 < m < n. This follows easily from the
Newton inequalities ([15], Section 2.15)

<

Sr—1(N) Sra () _ (srm

(") () T ()

It follows from (3.8) that

2
> forall AXeR", r=1,...,n.

HY Fyjhimhm [6'w + pe) — kpg* ¢ HL (3.9)
> LHYFijhimhjm 6w + pe] + 45g"HI ™ [¢'w + pd — 2npg)]. '
= o417 Ligim jm (@ W 7+ P 2nd 1 wTp P

We now set
p(w) = w?
for ¢ > 0 to be chosen. Then

1
¢'w+pd —2npp > g — (2n — Dplw’ > Squ? if ¢ >2(2n —1)p. (3.10)
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Furthermore
¢" = q(g — w2 (3.11)
Next we have ) )
/
e(p—1)¢ e(p—1)

Since we will eventually fix € € (0, 1), it is apparent then that (3.12) cannot
be controlled from above by (3.11) for all p > 1. Instead we control the term
p(¢')*
using the first term on the left hand side of (3.9).
To do this we recall that h;; = (De,v, €;), where D is the connection on
Ll Using the facts that (éx,v) = 0 and (De,v, v) = 0, and denoting the
standard n + 1-st coordinate vector in R"*! by e, 1, we compute

Viw = = (De;v, eni1) = = (De;v, €5) (€], €nt1) = —hij(€j, €ny1).
€ is a unit tangent vector field to M = graph u, so for each k = 1,...,n
there is a unit vector field & defined near 0 € R™ such that
V1- ‘ngu‘Q
Then D
A U
(k, ent1) = —F——=
1 - ‘ngu‘Q
and consequently
Ava o — B b DejuDg v
EJVzwvjw = Ejhzk‘hjl \/1_|D€ku|2\/1_|D€lu|2 (313)

< \Du\QwQFijhikhjk.
Thus, using (3.12) and (3.13),

p(¢')? HY FViwV jw < pg” | Du|?w?HY Fjhichp,

e(p—1)¢ i(p—l)
< 5qwlHY Fijhighip,
provided
pq 2 _ 1
D < —. 3.14
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We now fix e = 1/2 and set ¢ = 2(2n — 1)p, so that (3.10) is valid. Then
(3.14) holds whenever
p—1
8(2n—1)p*
And this is clearly valid for all X € M; = M N L, with sufficiently small
p > 0, depending only n, p and the modulus of continuity of Du.
Combining the above estimates we see that for any p > 1 we have

| Dul* < (3.15)

FyViVW > Bwtg" Y™ + (g — 1)w?2HY F;V w0V jw
-|-2p( — VwiHY P FyVH YV H, (3.16)
+qui T HY (kg 1V g, epi1) + kpquf_lgk_lAg

in Mj, for sufficiently small p > 0 depending only on n,p and the modulus
of continuity of Du.

We now set (X) = p?—(X, X) = p>—|I(X)|? where p € (0, p]. Let M, =
MNL, Then OM, = M N 0L, because M and JL, intersect transversally,
since M is a strictly spacelike graph. We now multiply (3.16) by n and
integrate over M,. Integrating by parts twice and using the fact that Fj; is
divergence free (see (2.4)) we obtain

fM anngp+1 +q(g—1) fM nwiH} F;;VwV jw
+5p(p = 1) [y, nwtHY 2 F Vil Vi H,
+q [y an 1Hp<kgk 1Vg, ent1) + kp fM nwiHY™ ! g*TAg
< fyg, nF ViV, W
== Ju, FisVinV;W
= Ju, WE5ViVin = [op, WE;VinN;
(3.17)
where N denotes the outer unit normal to M, in M.
We now proceed to estimate the last two integrals on the left hand side
of (3.17) almost exactly as in Section 2. Using the bounds 1 < w < C(n,p)

on M, as appropriate without further mention, and the fact that |Vn| <
20|VI| < C(8)p, we obtain

_fM WE;V; vjn—l—fdM W E;jN inNj

< =C1 [y, ng"HT™ + C [y, nHTg" Vgl
+C3 fM HI (g + o5 2|vgl?)

<CJfu, HY™ 1(9 + 0?9 2| Vg[?),

(3.18)

where C1, Cy, C3 and C' are positive constants depending only on k, n, 6 and
.
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Next we compute the derivatives of . Using Gauss’s formula
we compute

ViVin=-2(V,X,V;X) - 2(X,V;V;X)
= _25ij - thj<X, V>.

Consequently
FyNiVin = =235, Fii — 2F35hii(X, v) (3.20)
=—2(n—k+ 1)H_1 — 2kg*(X,v). '
In addition, on OM, we have
—FVinNj = 21F;;ViIN;
_ Vil A7
- 2ZEJ N (321)

<2V 3oL, Fii
=2(n—Fk+ 1)p|VI|Hg_1,

where we have used (2.14) and (2.17). Using (3.20) and (3.21) in (3.18) and
estimating the last term in (3.20) in an obvious way we obtain

fM,, wlHY Hy—4 SpfaMp\Vl\qufHk_l (3.22)
+Cp [y, 9°HY + Co [y, HY 7N (9" + p2g" 2|V g[?) '
for any p € (0, p|, where C and Cy depend only on k,n,p and 0, and ¢ =
2(2n—1)p. We then estimate w from above and below as before and estimate
|V1| using (2.14). Since g < p, and Hy, Hi_1 are bounded away from zero
by a positive constant depending only on k,n and u, for p sufficiently small,
say p € (0, p1], the second and third terms on the right hand side of (3.22)
can be absorbed into the left, at the expense of leaving a constant on the

right, and we deduce the estimate of Theorem 3.1.
Proof of Theorem 3.2. To prove Theorem 3.2 we proceed as before, but
now we take ¢ = 1. We compute

FViV;W 2 pHY ™ {H Fyjhimhim — Fijhijhimhim + kg* ™ Ag}
+p(p— V) H] 7 F;V,HL V;H,
> —kpg" HP 4 kpHPgh 1Ay
+p(p— V) H] 7 F;;V,H\ V).

(3.23)



Interior Curvature Bounds 253

For the same choice of i as above this leads to the estimate

S, HUHe1 < p fop, IVUHVHe + Cup? [y gFHPT (3.24)
+Cap [y, 9" HY + Cs [y, HY (9" + p%* 7 |VgP?) '
for any p € (0,v1— 62dy], where C;,Cs, C3 depend only on k,n,p and 6.
We observe that this estimate is valid for any £ = 2,...,n and any p > 1,
without requiring p to be small. We now obtain Theorem 3.2 by taking k = 2
and then requiring p to be so small that the last three terms on the right
hand side of (3.24) can be absorbed into the left, at the expense of leaving a
constant on the right, as before. This completes the proof of Theorem 3.2.
Remark If g is constant, the last term in (3.22) and (3.24) can be dropped.

To end this section we describe some further results that can be obtained
from the above estimates. These are not needed for the proof of Theorem
1.1, but we believe they are nevertheless of some interest.

From (3.22) and (3.24) we can derive monotonicity formulae analogous
to those established in [20] in the Euclidean case. By the coarea formula
([16], Chapter 10 or [9], Theorem 3.2.22) we have

wIHPH
faM,, |VI|wiHT Hi—1 < C(6) faM,, |1Vl|k : (3.25)
= C(H)% Jog, wHT Hy1,

where

C(6) = sup |VI|? > 1.
M

Setting = 1/C(#) and using (3.25) we can rewrite (3.22) as

d 1
—% (p_ﬁ fMp ’U)quHk_1>

3.26)
. . (
< 2G5 {p fy, O HY + [y, HY 0" + 020" 29g2) }

Integrating this from r to R where 0 < r < R < p, we obtain the mono-
tonicity formula
& o, wH Hp 1 < 75 iy WHT Hi 1

_ 3.27
+Cer,ﬂ%g{prpg’“Hf+fMpr 1(9’“+p2g’“‘2\V9\2)}dp, (3.27)

where in (3.26) and (3.27) C depends only on k,n,p and 0, and p > 1,
qg=2(2n—1)p.
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In a similar way, from (3.24) we obtain, for 0 < r < R < V1 — 62dy,
L o, HUH 1 < s [y HU i
R 1
+C 1 S {0 Sy, 0P Y+ p [y, 9 HY (3.28)
-1 _
+ [ar, HY (9" + 09" Z\Vg\Q)} dp.

It is of course possible to restrict r, R so that 0 < r < R < p1, and obtain
simpler monotonicity formulae from the inequalities (3.2) and (3.3), rather
than from (3.22) and (3.24). We state only the version arising from (3.3),
since this is the most interesting.

Theorem 3.3. Let M, u,g be as in Theorem 3.2, with k = 2. Then for any
q > 2 there exists p1 € (0,V1 — 02dy|, depending only on n,q, u and 0, such
that for any 0 < r < R < p; we have

1 1 C
— Hi< — H! + — 3.29
?”’6 /MT 1 = R/@ /MR 1 + /8?”/67 ( )

where C' depends only on n,q, u and 0, and

-1
p=p0) = (S}\l}) \VZ\Q) <L (3.30)

An interesting corollary of this is the following local Holder gradient
estimate for the case k = 2. It follows directly from Theorem 3.3 and
Morrey’s Lemma.

Theorem 3.4. Let M, u, g, p1,3 be as in Theorem 3.3. Then for any q >
n—pfB,n>3, and any r € (0, p1/4] we have an estimate

qp 22 = Du)] _ g (

(07
2,y€ By |z — y|
Ty

HY + 1) : (3.31)
Mﬂl

where a« =1 — (n— )/q and C depends only on n,q, p and 6.

Remarks. (i) It is apparent from the estimates above that Theorems 3.3 and
3.4 are valid under the weaker assumptions

0<g<u, Vgl <p on M,

i.e., we can allow the equation to degenerate.
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(ii) Once we have a modulus of continuity estimate for Du, the constant
B in (3.30) can be made as close to 1 as we like by first applying a boost
transformation to reduce to the case Du(0) = 0 as in the beginning of this
section, and then restricting to a small enough neighbourhood of 0 to make
0 as small as required. We can then deduce (3.31) with any 3 € (0,1) and
with r € (0, pa] for some pa > 0 such that pos — 0 as § — 1.

(iii) A result analogous to Theorem 3.4 was proved in the Euclidean case
[20] with § = 1; in that case we also had to assume a modulus of continuity
estimate for Du.

4. An improved interior curvature bound.

In this section we will use the estimate of Theorems 2.1 and 2.2 to improve
the interior curvature estimate of Section 2. As in the Euclidean case [20],
the key idea is to use this to derive a better iteration inequality than that ob-
tained in Section 2. This part of the argument closely follows the Euclidean
case and is included for completeness and the convenience of the reader.

We will use the Sobolev inequality of Allard [1] and Michael and Simon
[14], but it will be applied a little differently than in Section 2. We will use it
in the following form: for any smooth submanifold ¥ ¢ R"*! of dimension
n — 1, any function w € C}(X) and any 7 € [1,n — 1) we have

(n—=1)r/(n—1-r) (n=1=r)/(n=1)r
(fz |wl da) " (4.1)

< C(n,7) (5 |VZw|"do + [5, [Hsw|" do) ™",

where Hy, denotes the mean curvature vector of ¥, V* denotes the tangential
gradient operator on 3, and ¢ denotes the n — 1-dimensional measure on 3.

Let us assume for the moment that n > 4; we will indicate the modifi-
cations that need to be made in the case n = 3 later. We first consider M
with the metric induced by the Euclidean metric on R x R, and apply (4.1)
with ¥ =%, = M NOL, t € [p/2,p],w:Hf/2 and r = 2 to get

a(n—1) =2
n—3
th H, dog

<C(n) {fzt ‘V? <H§> ‘QdffE + Jy, [HE[ HdeE} (4.2)

q

2
<C {fzt ‘VE (Hf)‘ dog+p~2 th Hidog + th Hf+2daE} ,

with C independent of p. Here V? and Vg denote the connections on ¥
and M respectively induced by the Euclidean metric on R"” x R and og
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denotes the corresponding n — 1-dimensional measure on ¥;. In particular,
|V% f| < |Vgf] for any smooth function f on M. To obtain the last two
terms in (3.2) we have used the fact that

[HE | < C(p~' + Hyp) < Clp~' + Hy), (4.3)

because t € [p/2, p], and because M and JL, have intersection angle bounded
away from zero at each point of intersection, since M is strictly spacelike
(see [20], Lemma 3.1). As before, Euclidean and Minkowski quantities are
comparable, since M is strictly spacelike. In addition, |V3*f| < |Vf| for
any smooth function f on M. Consequently, from (4.2) we obtain

a(n=1) =t
<f2t Hl n-3 dJL>
N 2 +2
< C(n,0) { Js, ‘vL <H1>‘ dop+p~2 [y, Hidoy + [y, Hf daL} :

(4.4)
For the remainder of this section we drop the subscripts and superscripts L
and omit the measure or. All integrals from now on will be with respect to
the measures induced by the Minkowski metric, and it will be clear whether
an integral over an n-dimensional or n — 1-dimensional set is intended.
Next we need to deal with the term [y, HI™ in (4.4). If this term is
left as it is, the iteration inequality that we eventually obtain has a term
I} M, Hf+2 on the right hand side, which causes the iteration procedure to

break down if £ > 3. For k = 2, however, this term causes no difficulties.
We will now show that for k > 3, the term in question can be absorbed into
the left hand side of (4.4) for a sufficiently large set of ¢ € [p/2, p]. This will
be sufficient for the proof.

By Holder’s inequality we have

o a(n=1)\ n=1 T
HIT < ( H, " ) (/ H{H) : (4.5)
P 3t it

Consequently it is sufficient to show that

n—1 % 1
< — .
()" < o

where C' is the constant from (4.4).
We will use the following two facts. First, since M, is a strictly spacelike
graph, we have the Minkowski area bound

| M| < Cip™ (4.7)
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for each t € (0, p]. Second, we are assuming that for some s > k(n —1)/2 >
n — 1 we have

HS < C. (4.8)
My

By the coarea formula ([16], Chapter 10 or [9], Theorem 3.2.22) and the fact
that |VI| < C(0) we have

p

/ o (3 dt _/ Vil < C(0)|M,)] < Cyp™.
p/2 Mﬂ_Mp/Q

Thus for any € € (0, 1) we have

203pn—1

o(X) < -

(4.9)

for t belonging to a subset I = I(€) C [p/2, p] of measure at least (1 —€)p/2.
By the coarea inequality again we have

p
[ ([a)a= [ wimsco [ @<c.
p/2 Xy Mo—=Mp /o M,

Therefore for any € € (0,1) we have

2C
Hy < =2
¥y ep

(4.10)

for t belonging to a subset J = J(€') C [p/2, p] of measure at least (1—¢€')p/2.
Let us now fix e = ¢ = 1/8. Then |[I N J| > 3p/8, and for t € I N J we
have, by Hoélder’s inequality and (4.9), (4.10),

n—1

Jo, 1< (o, 1) T (om0

n—1

< (M94) © (60

n—1
B

The exponent of p in the last line is positive because s > k(n—1)/2 and k > 3.

Therefore (3.6) follows for sufficiently small p, for allt € INJ C [p/2, p].
Returning to (4.4), we now have, for k& > 3 and for sufficiently small p,

(/ZtHf(f_?)Z—:?SC{/Zt V<H§)‘2+/ZtHf}, (4.11)
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forallt € INJ C [p/2, p|, where now the constant C' depends also on p. For
k = 2 we have instead

an-1)\ =%
(L) =elf
Zt Zt

for all t € [p/2, p].
Let us now assume that k£ > 3. By Holder’s inequality, the estimate
(2.35) and Young’s inequality, for any p > 0 we have

v (ng)‘2 + /zt Hf“}, (4.11)

g+1 k—1
p(gtk) \ gtk q+k ) otk

fzt HfHk—l < (fzt H, o ) (fzt Hlf—Ti

p(q_:-lk) a1
Sc{fzt qu +fzt Hl Hk—l}'

Applying this with
_ gtV -1)

PR T 1 (4.12)

(this condition will be satisfied by our eventual choice of ¢) and using (3.2)
and (4.11) we get, forallt € INJ,
q(q-&-kl)(n—sl)
fMt Hl(q-‘r )(n—3) Hi_
a(gt1)(n—=1)

< th Hl(q+k)(n—3) Hk—l +C
g(n—1)
<C {fzt H "7+ [y, HfHHk_l + 1}

£\ |7 q = q+1
<C [thv<H1>‘ +thH1] + Jo, HY  Hp—1+ 1.

Therefore

( PESNEEE) n=?
fMt Hy e Hk—l)
ay |2 1
<cC {fzt v (H2)| + fo, B i+ 1}

forallte INJ.
Next, integrating with respect to ¢t over IN.J and using the coarea formula
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we get
a(gt1)(n-1) n=?

f[ﬂJ <fMt Hl(q-‘rk)(n—B) Hk—l dt

aN |12
<C {IM,, (V (Hl)( t Jag, HY T it + 1}
< CfMgp Hg—’—lHk‘—la

where we have used (2.38) to estimate the gradient term, and where we have
used that Hy and Hyi_; are bounded away from zero.

We now estimate the left hand side from below in an obvious way, using
the facts that INJ C [p/2,p] and |I N J| > 3p/8. After replacing p/2 by p,
we finally arrive at the iteration inequality

n—3

g(g+D(n—1) n—1
< H 0 Hk_1> <C HIM Hy (4.13)

M, My,
for all sufficiently small p > 0. A straightforward calculation now shows that
the exponent of H; on the left is greater than the exponent of H; on the right,
provided ¢+ k > k(n —1)/2 ((4.12) is satisfied with this choice). Moreover,
the improvement in the exponent increases as g increases. Therefore we may
iterate (4.13) finitely many times to obtain a bound for the LP norm of H;
on M, for small enough r > 0, for some p > kn/2. A bound for H;(0) then
follows by appealing to the curvature bound of Section 2.

In the case £ = 2 an almost identical argument leads to the estimate
(4.13), because HI ' Hy, | = HIT? = if k = 2.

We now indicate the minor modifications that need to be made in the
case n = 3. In this case, by (4.1) with ¥ = ¥;, w = Hfﬂ, and by Holder’s
inequality we have, for any r € [0, 2),

< o), |3 (][ doe-+ "1 e
< Clr0) ([ (1)) o+ o, 10E )11 o}
< C(r,0) (o0(5)) ! {fzt (v% (HI%) (2 dop + [y, [HE | H{’} doy,

< C(r,0) (@) %_l{fzt ‘V <H1%> ‘2d0L+p_2 fzt HgdUL"i'fzt H{]HdaL}

for allt € I(e) C [p/2, p|, where we have used (4.9). The positive power of p
in the coefficient causes no difficulties in the subsequent argument. We now
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proceed exactly as before, with (n —1)/(n — 3) replaced by r/(2 —r) for any
r € [1,2) such that
g(g +r
(g+k)(2-7)

this is automatically satisfied for any ¢ > 0, provided r is sufficiently close
to 2. We arrive at the inequality

> 1;

2—r

a(g+1)r r 1
Hl(fl-‘rk)(Q—’“) Hk‘—l < C H{]'f’ Hk‘—l
M, Map

for all r € [1, 2) sufficiently close to 2, where now C' depends on r in addition
to the other quantities. There clearly is no need to iterate the inequality in
this case. Notice, however, that C' — oo and p — 0 as r — 2.

This completes the proof of Theorem 1.1.
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