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COORDINATES ADAPTED TO VECTOR FIELDS III: REAL
ANALYTICITY∗

BRIAN STREET†

Abstract. Given a finite collection of C1 vector fields on a C2 manifold which span the tangent
space at every point, we consider the question of when there is locally a coordinate system in which
these vector fields are real analytic. We give necessary and sufficient, coordinate-free conditions
for the existence of such a coordinate system. Moreover, we present a quantitative study of these
coordinate charts. This is the third part in a three-part series of papers. The first part, joint with
Stovall, lay the groundwork for the coordinate system we use in this paper and showed how such
coordinate charts can be viewed as scaling maps for sub-Riemannian geometry. The second part dealt
with the analogous questions with real analytic replaced by C∞ and Zygmund spaces.
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1. Introduction. Let X1, . . . , Xq be C1 vector fields on a C2 manifold M , which
span the tangent space at every point of M . In this paper, we investigate the following
three closely related questions:

(i) When is there a coordinate system near a fixed point x0 ∈M such that the
vector fields X1, . . . , Xq are real analytic in this coordinate system?

(ii) When is there a real analytic manifold structure on M , compatible with its C2

structure, such that X1, . . . , Xq are real analytic with respect to this structure?
When such a structure exists, we will see it is unique.

(iii) When there is a coordinate system as in (i), how can we pick it so that
X1, . . . , Xq are “normalized” in this coordinate system in a quantitative way
which is useful for applying techniques from analysis?

We present necessary and sufficient conditions for (i) and (ii), and under these
conditions give a quantitative answer to (iii). This is the third part in a three
part series of papers. In the first two parts [SS18, Str21], the same questions were
investigated where “real analytic” was replaced by Zygmund spaces.

The first paper in the series [SS18], joint with Stovall, was based on methods
from ODEs, while the second paper [Str21] sharpened the results from the first paper
using methods from PDEs. In this paper, we take the results from the first paper as a
starting point, and use additional methods from ODEs to answer the above questions.
Thus, this paper does not use any methods from PDEs.

The coordinate charts from (iii) can be viewed as scaling maps in sub-Riemannian
geometry. When viewed in this light, these results can be seen as a continuation
of results initiated by Nagel, Stein, and Wainger [NSW85] and C. Fefferman and
Sánchez-Calle [FSC86], and furthered by Tao and Wright [TW03] and the author
[Str11]. See Sections 1.1 and 5 for a description of this.
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This paper is a continuation of the first part of the series [SS18]. That paper
contains several applications and motivations for the types of results described in
this paper. It also contains a more leisurely introduction to some of the definitions
and results in this paper, though we include all the necessary definitions so that the
statement of the results is self-contained.

1.1. The role of real analyticity. Two important ways the main results of this
paper can be used are:

• They give necessary and sufficient, coordinate free, conditions on a collection of
C1 vector fields, which span the tangent space, for there to exist a coordinate
system in which these vector fields are real analytic.

• They give scaling maps adapted to real analytic sub-Riemannian geometries,
which are useful for questions from harmonic analysis.

The first way seems to be new. The second way has a long history and similar results
have been used in several areas of harmonic analysis. We now turn to describing some
of this; see also Section 5.1.2.

Real analytic vector fields have important applications in several types of questions
from harmonic analysis. Since the original work of Hörmander [Hör67], C∞ vector
fields satisfying Hörmader’s condition1 have played a central role in several areas. Nagel,
Stein, and Wainger [NSW85] developed a quantitative theory of the sub-Riemannian
geometries induced by Hörmander vector fields. In particular, they introduced scaling
maps adapted to Hörmander vector fields which allowed the use of many techniques
from harmonic analysis to be generalized to the setting of sub-Riemannian manifolds.
These ideas have been used in many different ways, including applications to partial
differential equations defined by vector fields and singular Radon transforms. See the
notes at the end of Chapter 2 of [Str14] for a history of some of these ideas.

A finite collection of real analytic vector fields does not necessarily satisfy
Hörmander’s condition; however, it does satisfy a generalization of this condition:
the C∞ module generated by the vector fields and their commutators of all orders is
locally finitely generated (as a C∞ module). This was first noted by Lobry [Lob70]
and is a simple consequence of the Weierstrass preparation theorem (see Section 9).
Because of this, it is possible to generalize the quantitative theory of Nagel, Stein,
and Wainger to a setting which applies to any finite collection of real analytic vector
fields, whether or not they satisfy Hörmander’s condition. The techniques required for
this generalization use ideas of Tao and Wright [TW03] and the author [Str11]. In the
context of the quantitative theory of sub-Riemannian geometry applied to questions in
analysis, this seems to have been first explicitly used by the author and Stein [SS12]
to study singular Radon transforms.

Thus, real analytic vector fields hold a special place: the quantitative scaling
techniques used to study Hörmander vector fields can often be applied to real analytic
vector fields, whether or not they satisfy Hörmander’s condition. For many such
applications, the scaling maps developed in [Str11] are sufficient; however, in the
context of real analytic vector fields, the theory from that paper has several deficiencies
which are fixed in this paper. One major deficiency is that if one starts with real
analytic vector fields, the scaling theorems from [Str11] only guarantee quantitive
bounds on the Cm norms of the rescaled vector fields and no estimates on their real
analyticity. Thus, when one applies the results from [Str11] to a real analytic setting,

1A finite collection of vector fields satisfies “Hörmander’s condition” if the Lie algebra generated
by the vector fields spans the tangent space at every point.
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the real analyticity is destroyed. In this paper, we show the rescaled vector fields are
real analytic and give appropriate quantitative control of this fact. This is described
in Section 5.1.2.

Remark 1.1. The results from this paper are useful even when considering
some very classical settings. Indeed, suppose V1, . . . , Vr are real analytic vector
fields on an open set Ω ⊆ Rn. The classical Frobenius theorem applies to foliate
Ω into leaves; each leaf is a real analytic, injectively immersed sub-manifold (see
[Her63, Nag66, Lob70, Sus73]). This may be a singular foliation: the various leaves
may have different dimension. Near a point where the dimension changes (a “singular
point”), classical proofs do not give good quantitative control on the real analytic
coordinate systems which define the leaves: classical proofs “blow up” near a singular
point. Our methods give useful, uniform quantitative control near such a singular
point and avoid this blow up, in a certain sense. See Remark 5.6.

Outline of the paper: In Section 2, we present the function spaces we use. There
are two types of function spaces: the standard ones on Euclidean space described
in Section 2.1, and analogs on a C2 manifold endowed with a finite collection of C1

vector fields described in Section 2.2. In Section 3 we describe the main results of
this paper, starting with the qualitative results in Section 3.1 (i.e., (i) and (ii) from
the beginning of the introduction), and then turning to the quantitative results in
Section 3.2 (i.e., (iii)). In Section 4 we further study the function spaces introduced
in Section 2. In Section 5 we describe how the quantitative results can be seen as
scaling maps in sub-Riemannian type geometries. In Section 6 we describe the results
we use from [SS18]. In Section 7 we prove the main results of this paper. In Section 8
we describe the special case of some of our results when working on Euclidean space
with Lebesgue measure (which is the most common application). Finally, in Section 9
we prove the results concerning scaling from Section 5.

2. Function Spaces. Before we can state our main results, we need to introduce
the function spaces we use. As described in [SS18], we make a distinction between
function spaces on subsets of Rn and function spaces on a C2 manifold M . On Rn
we use the standard coordinate system to define the usual function spaces. On an
abstract C2 manifold M , we do not have access to any one natural coordinate system
and so it does not make sense to discuss, for example, real analytic functions on M .
However, if M is endowed with C1 vector fields X1, . . . , Xq, we are able to define what
it means to be real analytic with respect to these vector fields, and that is how we
shall proceed. The notion of a function being real analytic with respect to a finite
collection of vector fields is a special case of a general notion due to Nelson [Nel59].
Throughout the paper, Bn(δ) denotes the ball of radius δ > 0, centered at 0, in Rn.

2.1. Function Spaces on Euclidean Space. Let Ω ⊆ Rn be an open set. We
have the usual Banach space of bounded, continuous functions on Ω:

C(Ω) := {f : Ω→ C | f is continuous and bounded}, ‖f‖C(Ω) := sup
x∈Ω
|f(x)|.

We next define two closely related spaces of real analytic functions on Rn. For r > 0
let Bn(r) be the ball of radius r in Rn, centered at 0. We define A n,r to be the space
of those f ∈ C(Bn(r)) such that f(t) =

∑
α∈Nn

cα
α! t

α, ∀t ∈ Bn(r), where

‖f‖A n,r :=
∑
α∈Nn

|cα|
α!

r|α| <∞.
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For Ω ⊆ Rn open, we let f ∈ Cω,r(Ω) consist of those f ∈ C∞(Ω) such that

‖f‖Cω,r(Ω) :=
∑
α∈Nn

‖∂αx f‖C(Ω)

α!
r|α| <∞. (2.1)

For the relationship between A n,r and Cω,r(Ω) see Lemma 4.2. We set

Cω(Ω) :=
⋃
r>0

Cω,r(Ω).

We say f ∈ Cωloc(Ω) if for all x ∈ Ω, there exists an open neighborhood U ⊆ Ω of x,
with f

∣∣
U
∈ Cω(U). It is easy to see that Cωloc(Ω) is the usual space of real analytic

functions on Ω.
If X is a Banach space, we define the same spaces taking values in X in the obvious

way, and denote these spaces by C(Ω; X ), A n,r(X ), Cω,r(Ω; X ), and Cω(Ω; X ).
When we have a vector field X on Ω, we identify X =

∑n
j=1 aj(x) ∂

∂xj
with the

function (a1, . . . , an) : Ω → Rn. It therefore makes sense to consider quantities like
‖X‖Cω,r(Ω;Rn).

2.2. Function Spaces on Manifolds. Let X1, . . . , Xq be C1 vector fields on
a connected C2 manifold M . Define the Carnot-Carathéodory ball associated to
X1, . . . , Xq, centered at x ∈M , of radius δ > 0 by

BX(x, δ) :=

{
y ∈M

∣∣∣∣ ∃γ : [0, 1]→M,γ(0) = x, γ(1) = y, γ′(t) =

q∑
j=1

aj(t)δXj(γ(t)),

aj ∈ L∞([0, 1]),

∥∥∥∥∥
q∑
j=1

|aj |2
∥∥∥∥∥
L∞

< 1

}
,

(2.2)

and for y ∈M set

ρ(x, y) = inf{δ > 0 : y ∈ BX(x, δ)}. (2.3)

ρ is called a sub-Riemannian distance. See Remark 2.3 for the precise definition of
γ′(t) used in (2.2).

We use ordered multi-index notation Xα. Here α denotes a list of elements of
{1, . . . q} and |α| denotes the length of the list. For example, X(2,1,3,1) = X2X1X3X1

and |(2, 1, 3, 1)| = 4.
We have the usual Banach space of bounded continuous functions on M :

C(M) := {f : M → C | f is continuous and bounded}, ‖f‖C(M) := sup
x∈M
|f(x)|.

Next, we introduce what it means to be real analytic with respect to X1, . . . , Xq.
Following the setting in Rn, we introduce two versions of this. Given x0 ∈ M and
r > 0 we define A x0,r

X to be the space of those f ∈ C(M) such that

h(t1, . . . , tq) := g(et1X1+···+tqXqx0) ∈ A q,r,

here we are assuming et1X1+···+tqXqx0 exists for (t1, . . . , tq) ∈ Bq(r) (see Definition 3.5).
We define ‖f‖A x0,r

X
:= ‖h‖A q,r . Note that ‖f‖A x0,r

X
depends only on the values of f(y)

where y = et1X1+···+tqXqx0 and (t1, . . . , tq) ∈ Bq(r); thus this is merely a semi-norm.



COORDINATES ADAPTED TO VECTOR FIELDS III 1033

For r > 0 we define Cω,rX (M) to be the space of those f ∈ C(M) such that Xαf
exists and is continuous for all ordered multi-indices α and such that

‖f‖Cω,rX (M) :=

∞∑
m=0

rm

m!

∑
|α|=m

‖Xαf‖C(M) <∞. (2.4)

We set

CωX(M) :=
⋃
r>0

Cω,rX (M).

The norm ‖f‖Cω,rX (M) was originally introduced by Nelson [Nel59] in greater generality.

Remark 2.1. When we write V f for a C1 vector field V and f : M → R, we
define this as V f(x) := d

dt

∣∣
t=0

f(etXx). When we say V f exists, it mean that this

derivative exists in the classical sense, ∀x. If we have several C1 vector fields V1, . . . , VL,
we define V1V2 · · ·VLf := V1(V2(· · ·VL(f))) and to say that this exists means that at
each stage the derivatives exist.

Note that if ∇ denotes the list of vector fields ∇ =
(

∂
∂x1

, . . . , ∂
∂xn

)
and Ω ⊆ Rn is

open, we have

A 0,r
∇ = A n,r and Cω,r∇ (Ω) = Cω,r(Ω),

with equality of norms.2 For more details on these spaces, see Section 4.

Throughout the paper if we claim ‖f‖Cω,rX (M) < ∞ it means f ∈ Cω,rX (M), and
similarly for any other function space. We refer the reader to [SS18] for a more detailed
discussion of the above definitions.

An important property of the above spaces and norms is that they are invariant
under diffeomorphisms.

Proposition 2.2. Let N be another C2 manifold, let Φ : M → N be a C2

diffeomorphism, and let Φ∗X denote the list of vector fields Φ∗X1, . . . ,Φ∗Xq. Then
the map f 7→ f ◦Φ is an isometric isomorphism between the following spaces: C(N)→
C(M), Cω,rΦ∗X

(N)→ Cω,rX (M), and A
Φ(x0),r

Φ∗X
→ A x0,r

X .

Proof. This is immediate from the definitions.

Remark 2.3. In (2.2) (and in the rest of the paper), γ′(t) is defined as
follows. In the case that M is an open subset Ω ⊆ Rn and γ : [a, b] → Ω,

γ′(t) =
∑q
j=1 aj(t)Xj(γ(t)) is defined to mean γ(t) = γ(a) +

∫ t
a

∑
j aj(s)Xj(γ(s)) ds;

note that this definition is local in t (equivalently, we are requiring that γ be ab-
solutely continuous and have the desired derivative almost everywhere). For an
abstract C2 manifold, this is interpreted locally. I.e., if γ : [a, b] → M , we say
γ′(t) =

∑q
j=1 aj(t)Xj(γ(t)) if ∀t0 ∈ [a, b], there is an open neighborhood N of

γ(t0) and a C2 diffeomorphism Ψ : N → Ω, where Ω ⊆ Rn is open, such that
(Ψ ◦ γ)′(t) =

∑q
j=1 aj(t)(Ψ∗Xj)(Ψ ◦ γ(t)) for t near t0 (t ∈ [a, b]).

2Notice that (2.1) uses regular multi-indicies, while (2.4) uses ordered multi-indicies. Once this is
taken into account, proving the two norms are equal when X = ∇ is straightforward.
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3. Results. We present the main results of the paper. We separate the results
into the qualitative results (i.e., (i) and (ii) from the introduction) and quantitative
results (i.e., (iii)). The qualitative results are a simple consequence of the quantitative
results, and the quantitative results are useful for proving results in analysis (see
Section 5).

3.1. Qualitative Results. Let X1, . . . , Xq be C1 vector fields on a C2 manifold
M. For x, y ∈ M, let ρ(x, y) denote the sub-Riemannian distance associated to
X1, . . . , Xq on M defined by (2.3). Fix x0 ∈M and let Z := {y ∈M : ρ(x0, y) <∞}.
ρ is a metric on Z, and we give Z the topology induced by ρ (this is finer3 than the
topology as a subspace of M and may be strictly finer). Let M ⊆ Z be a connected
open subset of Z containing x0. We give M the topology of a subspace of Z. We begin
with a classical result to set the stage.

Proposition 3.1. Suppose [Xi, Xj ] =
∑q
k=1 c

k
i,jXk, where cki,j : M → R are

locally bounded. Then, there is a C2 manifold structure on M (compatible with its
topology) such that:

• The inclusion M ↪→M is a C2 injective immersion.
• X1, . . . , Xq are C1 vector fields tangent to M .
• X1, . . . , Xq span the tangent space at every point of M .

Furthermore, this C2 structure is unique in the sense that if M is given another C2

structure (compatible with its topology) such that the inclusion map M ↪→M is a C2

injective immersion, then the identity map M →M is a C2 diffeomorphism between
these two structures.

For a proof of Proposition 3.1 (which is standard), see [SS18, Appendix A].
Henceforth, we assume the conditions of Proposition 3.1 so that M is a C2 manifold
and X1, . . . , Xq are C1 vector fields on M which span the tangent space at every point.
We write n := dim span{X1(x0), . . . , Xq(x0)} so that dimM = n.

Remark 3.2. If X1(x0), . . . , Xq(x0) span Tx0M, then M is an open submanifold
of M. If X1, . . . , Xq span the tangent space at every point of M and M is connected,
one may take M = M.

Theorem 3.3 (The Local Theorem). The following three conditions are equivalent:
(i) There exists an open neighborhood V ⊆ M of x0 and a C2 diffeomorphism

Φ : U → V where U ⊆ Rn is open, such that Φ∗X1, . . . ,Φ
∗Xq ∈ Cω(U ;Rn).

(ii) Reorder the vector fields so that X1(x0), . . . , Xn(x0) are linearly independent.
There exists an open neighborhood V ⊆M of x0 such that:
• [Xi, Xj ] =

∑n
k=1 ĉ

k
i,jXk, 1 ≤ i, j ≤ n, where ĉki,j ∈ CωX(V ).

• For n+ 1 ≤ j ≤ q, Xj =
∑n
k=1 b

k
jXk, where bkj ∈ CωX(V ).

(iii) There exists an open neighborhood V ⊆ M of x0 such that [Xi, Xj ] =∑q
k=1 c

k
i,jXk, 1 ≤ i, j ≤ q, where cki,j ∈ CωX(V ).

Theorem 3.4 (The Global Theorem). The following two conditions are equivalent:
(i) There is a real analytic atlas on M , compatible with its C2 structure, such

that X1, . . . , Xq are real analytic with respect to this atlas.
(ii) For each x0 ∈ M , any of the three equivalent conditions from Theorem 3.3

hold for this choice of x0.

3See [SS18, Lemma A.1] for a proof that this topology is finer than the subspace topology.
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Furthermore, under these conditions, the real analytic manifold structure on M induced
by the atlas in (i) is unique, in the sense that if there is another real analytic atlas
on M , compatible with its C2 structure and such that X1, . . . , Xq are real analytic
with respect to this second atlas, then the identity map M → M is a real analytic
diffeomorphism between these two real analytic structures on M .

3.2. Quantitative Results. Theorem 3.3 gives necessary and sufficient condi-
tions for a certain type of coordinate chart to exist. For applications in analysis, it is
essential to have quantitative control of this coordinate chart. By using this quantita-
tive control, these charts can be seen as generalized scaling maps in sub-Riemannian
geometry–see Section 5 and [SS18, Section 7] for more details. We now turn to these
quantitative results, which are the heart of this paper.

Let X1, . . . , Xq be C1 vector fields on a C2 manifold M.

Definition 3.5. For x ∈M, η > 0, and U ⊆M, we say the list X = X1, . . . , Xq

satisfies C(x0, η, U) if for every a ∈ Bq(η) the expression

ea1X1+···+aqXqx0

exists in U . More precisely, consider the differential equation

∂

∂r
E(r) = a1X1(E(r)) + · · ·+ aqXq(E(r)), E(0) = x0.

We assume that a solution to this differential equation exists up to r = 1, E : [0, 1]→ U .
We have E(r) = era1X1+···+raqXqx0.

For 1 ≤ n ≤ q, we let

I(n, q) := {(i1, i2, . . . , in) : ij ∈ {1, . . . , q}} = {1, . . . , q}n.

For J = (j1, . . . , jn) ∈ I(n, q) we write XJ for the list of vector fields Xj1 , . . . , Xjn .
We write

∧
XJ := Xj1 ∧Xj2 ∧ · · · ∧Xjn .

Fix x0 ∈ M, ξ > 0, ζ ∈ (0, 1], and set n = dim span{X1(x0), . . . , Xq(x0)}. We
assume for 1 ≤ j, k ≤ q,

[Xj , Xk] =

q∑
l=1

clj,kXl, clj,k ∈ C(BX(x0, ξ)),

where BX(x0, ξ) is defined via (2.2) and is given the metric topology induced by ρ
from (2.3). Proposition 3.1 applies to show that BX(x0, ξ) is an n-dimensional, C2,
injectively immersed submanifold of M. X1, . . . , Xq are C1 vector fields on BX(x0, ξ)
and span the tangent space at every point. Henceforth, we treat X1, . . . , Xq as vector
fields on BX(x0, ξ).

Let J0 ∈ I(n, q) be such that
∧
XJ0(x0) 6= 0 and moreover

max
J∈I(n,q)

∣∣∣∣ ∧XJ(x0)∧
XJ0(x0)

∣∣∣∣ ≤ ζ−1, (3.1)

where
∧
XJ (x0)∧
XJ0 (x0) is defined as follows. Let λ :

∧n
Tx0

BX(x0, ξ) → R be any nonzero

linear functional; then ∧
XJ(x0)∧
XJ0(x0)

:=
λ(
∧
XJ(x0))

λ(
∧
XJ0(x0))

. (3.2)
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Because
∧n

Tx0
BX(x0, ξ) is one dimensional, (3.2) is independent of the choice of

λ; see [SS18, Section 5] for more details. Notice that a J0 ∈ I(n, q) satisfying (3.1)
always exists–one can pick J0 so that (3.1) holds with ζ = 1; however it is important
for some applications4 that we have the flexibility to choose ζ < 1. Without loss of
generality, reorder X1, . . . , Xq so that J0 = (1, . . . , n).

• Let η > 0 be such that XJ0 satisfies C(x0, η,M).
• Let δ0 > 0 be such that for δ ∈ (0, δ0] the following holds: if z ∈ BXJ0 (x0, ξ)

is such that XJ0 satisfies C(z, δ, BXJ0 (x0, ξ)) and if t ∈ Bn(δ) is such that

et1X1+···+tnXnz = z and if X1(z), . . . , Xn(z) are linearly independent, then
t = 0.

Remark 3.6. Because X1, . . . , Xn are C1, such an η > 0 and δ0 > 0 always exist;
see Lemma 7.22 and Remark 7.23. However, in general one can only guarantee that
η, δ0 are bounded below in terms of the C1 norms of X1, . . . , Xn in some coordinate
system–and this is not a diffeomorphic invariant quantity. Thus, we state our results
in terms of δ0 and η to preserve the diffeomorphic invariance. See [SS18, Section 4.1]
for a further discussion on η and δ0.

Key Assumption: We assume clj,k ∈ A x0,η
XJ0

, 1 ≤ j, k, l ≤ q.

Remark 3.7. The assumption clj,k ∈ A x0,η
XJ0

can be replaced with the stronger

assumption5 clj,k ∈ C
ω,η
XJ0

(BXJ0 (x0, ξ)). Indeed, Lemma 4.3 shows Cω,ηXJ0
(BXJ0 (x0, ξ)) ⊆

A
x0,min{ξ,η}
XJ0

.

Definition 3.8. We say C is a 0-admissible constant if C can be chosen to
depend only on upper bounds for q, ζ−1, ξ−1, and ‖clj,k‖C(BXJ0

(x0,ξ)), 1 ≤ j, k, l ≤ q.

Definition 3.9. We say C is an admissible constant if C can be chosen to depend
on anything a 0-admissible constant can depend on, and can also depend on upper
bounds for η−1, δ−1

0 , and ‖clj,k‖A x0,η

XJ0

(1 ≤ j, k, l ≤ q).

We write A .0 B for A ≤ CB where C is a positive 0-admissible constant, and
write A ≈0 B for A .0 B and B .0 A. We write A . B for A ≤ CB where C is a
positive admissible constant, and write A ≈ B for A . B and B . A.

For t ∈ Bn(η) set

Φ(t) = et1X1+···+tnXnx0. (3.3)

Let η0 := min{η, ξ} so that Φ : Bn(η0)→ BXJ0 (x0, ξ) ⊆ BX(x0, ξ).

Theorem 3.10 (The Quantitative Theorem). Fix x0 ∈M and let ξ, ζ, n, J0, η,
and δ0 be as above, and suppose the Key Assumption is satisfied. Then, there exists a
0-admissible constant χ ∈ (0, ξ] such that:

(a) ∀y ∈ BXJ0 (x0, χ),
∧
XJ0(y) 6= 0.

(b) ∀y ∈ BXJ0 (x0, χ),

sup
J∈I(n,q)

∣∣∣∣ ∧XJ(y)∧
XJ0(y)

∣∣∣∣ ≈0 1.

4For example, it will be essential that we may take ζ < 1 in an upcoming work on similar questions
with complex vector fields [Str20].

5A priori, BXJ0
(x0, ξ) is not necessarily a manifold. Nevertheless, Cω,ηXJ0

(BXJ0
(x0, ξ)) can be

defined with the same formulas. For further details on this, see [SS18, Section 2.2.1].
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(c) ∀χ′ ∈ (0, χ], BXJ0 (x0, χ
′) is an open subset of BX(x0, ξ) and is therefore a

submanifold.
There exist admissible constants η1, ξ1, ξ2 > 0 such that:

(d) Φ(Bn(η1)) is an open subset of BXJ0 (x0, χ) and is therefore a submanifold of
BX(x0, ξ).

(e) Φ : Bn(η1)→ Φ(Bn(η1)) is a C2 diffeomorphism.
(f) BX(x0, ξ2) ⊆ BXJ0 (x0, ξ1) ⊆ Φ(Bn(η1)) ⊆ BXJ0 (x0, χ) ⊆ BX(x0, ξ).

Let Yj = Φ∗Xj and write YJ0 = (I + A)∇, where YJ0 denotes the column vector of
vector fields YJ0 = [Y1, Y2, . . . , Yn]>, ∇ denotes the gradient in Rn thought of as a
column vector, and A ∈ C(Bn(η1);Mn×n).6

(g) A(0) = 0 and A ∈ A n,η1(Mn×n) with ‖A‖A n,η1 (Mn×n) ≤ 1
2 .

(h) For 1 ≤ j ≤ q, Yj ∈ A n,η1(Rn) and ‖Yj‖A n,η1 (Rn) . 1.

Remark 3.11. The main results of this paper (including Theorem 3.10) are
invariant under arbitrary C2 diffeomorphisms. This is true quantitatively–all of the
estimates are unchanged when pushed forward under an arbitrary C2 diffeomorphism;
this is a consequence of Proposition 2.2. See [SS18] for more details.

3.2.1. Densities. As in [SS18, Str21], we describe how to study densities in the
coordinate system given by Theorem 3.10. We refer the reader to Section 5 and [SS18,
Section 7] for a further discussion of how these estimates can be used.

We take the same setting as in Theorem 3.10. Let χ ∈ (0, ξ] be as in that theorem
and let ν be a C1 density on BXJ0 (x0, χ). Suppose

LXjν = fjν, 1 ≤ j ≤ n, fj ∈ C(BXJ0 (x0, χ)),

where LXj denotes the Lie derivative with respect to Xj . We refer the reader to
[Gui08] for a quick and easy to read introduction on the basics of densities (see also
[Nic07] where densities are called 1-densities). We assume that there exists r > 0 such
that fj ∈ A x0,r

XJ0
.

Definition 3.12. We say C is a 0; ν-admissible constant if C is a 0-admissible
constant which is also allowed to depend on upper bounds for ‖fj‖C(BXJ0

(x0,χ)),

1 ≤ j ≤ n.

Definition 3.13. We say C is a ν-admissible constant, if C is an admissible
constant which is also allowed to depend on upper bounds for r−1 and ‖fj‖A x0,r

XJ0

,

1 ≤ j ≤ n.

We write A .0;ν B for A ≤ CB where C is a 0; ν-admissible constant, and write
A ≈0;ν B for A .0;ν B and B .0;ν A. We similarly define .ν and ≈ν .

Theorem 3.14. Define h ∈ C1(Bn(η1)) by Φ∗ν = hσLeb, where σLeb denotes the
Lebesgue density on Rn. Then,

(a) h(t) ≈0;ν ν(X1, . . . , Xn)(x0), ∀t ∈ Bn(η1). In particular, h(t) always has the
same sign, and is either never zero, or always zero.

(b) Set s := min{η1, r}, where η1 is as in Theorem 3.10. Then, h ∈ A n,s and
‖h‖A n,s .ν |ν(X1, . . . , Xn)(x0)|.

6Here, and in the rest of the paper, Mn×n denotes the Banach space of n × n real matrices
endowed with the usual operator norm.
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Corollary 3.15. Let ξ2 be as in Theorem 3.10. Then,

ν(BXJ0 (x0, ξ2)) ≈ν ν(BX(x0, ξ2)) ≈ν ν(X1, . . . , Xn)(x0), (3.4)

and therefore,

|ν(BXJ0 (x0, ξ2))| ≈ν |ν(BX(x0, ξ2))|
≈ν |ν(X1, . . . , Xn)(x0)|
≈0 max

j1,...,jn∈{1,...,q}
|ν(Xj1 , . . . , Xjn)(x0)|.

(3.5)

4. Function Spaces Revisited. In this section, we present the basic results we
need concerning the function spaces defined in Section 2. Let M be a C2 manifold and
let X1, . . . , Xq be C1 vector fields on M and let X denote the list X = X1, . . . , Xq.
Let Ω ⊆ Rn be an open set.

Lemma 4.1. The spaces Cω,r(Ω), A n,r, Cω,rX (M), and A x0,r
X are Banach algebras.

In particular, if Y denotes any one of these spaces and if x, y ∈ Y , then ‖xy‖Y ≤
‖x‖Y ‖y‖Y . More generally, the same holds for the analogous spaces of functions
taking values in a Banach algebra.

Proof. We prove only the result for functions taking values in C; the same proof
proves the more general result for functions taking values in a Banach algebra.

We begin with proof for A n,r. Suppose f, g ∈ A n,r. Then if f(t) =
∑
α∈Nn

cα
α! t

α

and g(t) =
∑
α∈Nn

dα
α! t

α, we have f(t)g(t) =
∑
α,β∈Nn

cαdβ
α!β! t

α+β , and therefore,

‖fg‖A n,r ≤
∑

α,β∈Nn

|cαdβ |
α!β!

r|α|+|β| ≤

(∑
α∈Nn

|cα|
α!

r|α|

)∑
β∈Nn

|dβ |
β!

r|β|


= ‖f‖A n,r‖g‖A n,r ,

completing the proof for A n,r. The result for A x0,r
X follows immediately from the

result for A q,r.
Next we consider Cω,rX (M). For this, we need some notation from [Nel59]–we refer

the reader to that reference for more detailed information on these definitions. Let
Y be a Banach space and let O(Y ) denote the set of all (bounded or unbounded)
operators on Y . For A ∈ O(Y ), we write |A| for the set consisting of A alone. Let
|O(Y )| be the free abelian semigroup with the set of all |A|, A ∈ O(Y ), as generators.
Let α, β ∈ |O(Y )| so that α = |A1|+ · · ·+ |Al|, β = |B1|+ · · ·+ |Bm| (where these

are formal sums). We define αβ =
∑l
i=1

∑m
j=1 |AiBj | ∈ |O(Y )|.

Let A1, . . . , Al ∈ O(Y ), and set α = |A1|+ · · ·+ |Al|. For y ∈ Y in the domains
of A1, . . . , Al, we define ‖αy‖ := ‖A1y‖Y + · · ·+ ‖Aly‖Y . For f = (f1, . . . , fm) ∈ Y m,
with each fj in the domains of A1, . . . , Al, define Af := (Ajfk)1≤j≤l,1≤k≤m ∈ Y ml.
Note that ‖αx‖ = ‖Ax‖Y l , and more generally, ‖αmx‖ = ‖Amx‖Y lm . Here we are
giving Y m the norm ‖f‖Y m :=

∑m
l=1 ‖fj‖Y .

Now suppose Y is a Banach algebra, and suppose A1, . . . , Al ∈ O(Y ) satisfy
Aj(xy) = (Aj(x))y + x(Aj(y)) (and the domains of A1, . . . , Al are algebras). For f =
(f1, . . . , fm1) ∈ Y m1 and g = (g1, . . . , gm2) ∈ Y m2 set fg = (fjgk)1≤j≤m1,1≤k≤m2 ∈
Y m1m2 . We then have, for x, y ∈ Y (and x and y in the domains of the appropriate
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operators),

Ak(xy) =
∑

k1+k2=k

(
k

k1

)
(Ak1x)(Ak2y),

and in particular

‖αk(xy)‖ = ‖Ak(xy)‖Y lk ≤
∑

k1+k2=k

(
k

k1

)
‖Ak1x‖

Y lk1 ‖Ak2y‖Y lk2

=
∑

k1+k2=k

(
k

k1

)
‖αk1x‖‖αk2y‖.

(4.1)

We now specialize to the case Y = C(M) and α = |X1|+ |X2|+ · · ·+ |Xq|. We
have, using (4.1) and the definition of ‖ · ‖Cω,rX

,

‖fg‖Cω,rX (M) =

∞∑
k=0

1

k!
‖αk(fg)‖rk ≤

∞∑
k=0

1

k!

∑
k1+k2=k

(
k

k1

)
‖αk1f‖‖αk2g‖rk1rk2

=

( ∞∑
k1=0

1

k1!
‖αk1f‖rk1

)( ∞∑
k2=0

1

k2!
‖αk2g‖rk2

)
= ‖f‖Cω,rX (M)‖g‖Cω,rX (M).

This completes the proof for Cω,rX (M). Since Cω,r(Ω) = Cω,r∇ (Ω) (with equality of
norms), the result for Cω,r(Ω) follows as well.

The spaces Cω,rX (M), and A x0,r
X are closely related as the next three results show.

Lemma 4.2.
(i) Cω,r(Bn(r)) ⊆ A n,r and ‖f‖A n,r ≤ ‖f‖Cω,r(Bn(r)).

(ii) A n,r ⊆ Cω,r/2(Bn(r/2)) and ‖f‖Cω,r/2(Bn(r/2)) ≤ ‖f‖A n,r .

Proof. (i) is a special case of Lemma 4.3, below, so we only prove (ii). We use
the identity, for multi-indices α ∈ Nn,∑

β≤α

(
α

β

)
= 2|α|,

where the sum is taken over all β ∈ Nn with βj ≤ αj for all j.

Suppose f ∈ A n,r. Then, f(t) =
∑
α∈Nn

cα
α! t

α with ‖f‖A n,r =
∑
α∈Nn

|cα|
α! r

|α| <
∞. Set r1 = r/2. We have

‖f‖Cω,r1 (Bn(r1)) =
∑
β∈Nn

r
|β|
1

β!
‖∂βt f‖C(Bn(r1)) =

∑
β∈Nn

r
|β|
1

β!
sup

t∈Bn(r1)

∣∣∣∣∣∣
∑
α≥β

cα
(α− β)!

tα−β

∣∣∣∣∣∣
≤
∑
β∈Nn

∑
α≥β

r
|α|
1

β!(α− β)!
|cα| =

∑
α∈Nn

r
|α|
1

α!
|cα|

∑
β≤α

(
α

β

)
=
∑
α∈Nn

2|α|r
|α|
1

α!
|cα| = ‖f‖A n,r ,

completing the proof.

Lemma 4.3. Suppose X = X1, . . . , Xq satisfies C(x0, r,M). Then, Cω,rX (M) ⊆
A x0,r
X and ‖f‖A x0,r

X
≤ ‖f‖Cω,rX (M).
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Proof. We will show, for f ∈ Cω,rX (M) that

f(et1X1+···+tqXqx0) =

∞∑
m=0

((t1X1 + · · ·+ tqXq)
mf)(x0)

m!
=: h(t), t ∈ Bq(r). (4.2)

The result will follow since the hypothesis f ∈ Cω,rX (M) implies that the sum in (4.2)
converges absolutely for |t| ≤ r, and ‖f‖A x0,r

X
= ‖h‖A q,r ≤ ‖f‖Cω,rX (M).

Fix t ∈ Bq(r). For δ > 0 small (depending on t) and for s1, s2 ∈ (−1− δ, 1 + δ)
define

g(s1, s2) =

∞∑
m=0

sm1
m!

((t1X1 + · · ·+ tqXq)
mf)

(
es2(t1X1+···+tqXq)x0

)
. (4.3)

Since X satisfies C(x0, r,M), for s2 ∈ (−1− δ, 1 + δ) we have es2(t1X1+···+tqXq)x0 ∈M ,
and therefore the sum in (4.3) converges absolutely by the hypothesis that f ∈ Cω,rX (M)
(here we are taking δ small, depending on t). Hence g(s1, s2) is defined for s1, s2 ∈
(−1− δ, 1 + δ).

We have,

∂

∂s1
g(s1, s2) =

∞∑
m=0

sm1
m!

(
(t1X1 + · · ·+ tqXq)

m+1f
) (
es2(t1X1+···+tqXq)x0

)
=

∂

∂s2
g(s1, s2).

We conclude g(s, 0) = g(0, s) for s ∈ (−1− δ, 1 + δ). In particular, g(1, 0) = g(0, 1),
which is exactly (4.2), completing the proof.

Unlike the Euclidean case in Lemma 4.2, the reverse containment to Lemma 4.3
is a more involved and requires more hypotheses. In fact, we see it as a corollary of
Theorem 3.10.

Corollary 4.4. We take all the same hypotheses and notation as in Theorem 3.10
and define admissible constants as in that theorem. Fix r ∈ (0, η1] (where η1 is as
in Theorem 3.10). Then, there is an admissible constant s = s(r) > 0 such that
A x0,r
XJ0

⊆ Cω,sX (Φ(Bn(r/2)). Moreover, there is an admissible constant C = C(r) such

that

‖f‖Cω,sX (Φ(Bn(r/2))) ≤ C‖f‖A x0,r

XJ0

. (4.4)

Remark 4.5. Notice that ‖f‖A x0,r

XJ0

≤ ‖f‖A x0,r

X
and so one may replace XJ0 with

X throughout Corollary 4.4.

Proof of Corollary 4.4. Let Φ(t) = et1X1+···+tnXnx0 be as in Theorem 3.10.
Suppose f ∈ A x0,r

XJ0
; so that, by the definition of A x0,r

XJ0
, Φ∗f ∈ A n,r with

‖Φ∗f‖A n,r = ‖f‖A x0,r

XJ0

. By Lemma 4.2 (ii), Φ∗f ∈ Cω,r/2(Bn(r/2)) with

‖Φ∗f‖Cω,r/2(Bn(r/2)) ≤ ‖f‖A x0,r

XJ0

. Letting Yj = Φ∗Xj as in Theorem 3.10, we have

that Y1, . . . , Yq ∈ A n,η1(Rn) ⊆ Cω,η1/2(Bn(η1/2);Rn) with ‖Yj‖Cω,η1/2(Bn(η1/2);Rn) ≤
‖Yj‖A n,η1 (Rn) . 1 (where we have again used Lemma 4.2 (ii)).
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Proposition 4.7 (below) shows that there exists an admissible s = s(r) > 0 such
that Φ∗f ∈ Cω,r/2(Bn(r/2)) = Cω,sY (Bn(r/2)) and

‖Φ∗f‖Cω,sY (Bn(r/2)) ≤ C‖Φ∗f‖Cω,r/2(Bn(r/2)) ≤ C‖f‖A x0,r

XJ0

,

where C is as in the statement of the corollary. Because Φ∗Yj = Xj , Proposi-
tion 2.2 implies f ∈ Cω,sX (Φ(Bn(r/2)) with ‖f‖Cω,sX (Φ(Bn(r/2))) = ‖Φ∗f‖Cω,sY (Bn(r/2)) ≤
C‖f‖A x0,r

XJ0

, completing the proof.

Lemma 4.6. For any s ∈ (0, r), Xj : Cω,rX (M) → Cω,sX (M). Furthermore, for
f ∈ Cω,rX (M), ‖Xjf‖Cω,sX (M) ≤

(
supm∈N(s/r)m

(
m+1
r

))
‖f‖Cω,rX (M).

Proof. Let f ∈ Cω,rX (M), and consider

‖Xjf‖Cω,sX (M) =

∞∑
m=0

sm

m!

∑
|α|=m

‖XαXjf‖C(M)

≤
∞∑
m=0

(s/r)m
m+ 1

r

rm+1

(m+ 1)!

∑
|α|=m+1

‖Xαf‖C(M)

≤
(

sup
m∈N

(s/r)m
m+ 1

r

)
‖f‖Cω,rX (M) <∞,

where in the last inequality, we have used s < r. The result follows.

4.1. Comparison with Euclidean function spaces and a result of Nelson.
Let Ω ⊆ Rn be an open set. If Y1, . . . , Yq are real analytic vector fields on Ω which
span the tangent space at every point, it is a result of Nelson [Nel59, Theorem 2] that
being real analytic with respect to Y1, . . . , Yq is the same as being real analytic in the
classical sense. We state a quantitative version of this.

Proposition 4.7. Fix r > 0, and let Y1, . . . , Yq ∈ Cω,r(Ω;Rn).
(i) There exists s > 0 such that Cω,r(Ω) ⊆ Cω,sY (Ω) and ‖f‖Cω,sY (Ω) ≤

C‖f‖Cω,r(Ω), ∀f ∈ Cω,r(Ω), where s and C can be chosen to depend only on
upper bounds for q, n, r−1, and ‖Yj‖Cω,r(Ω;Rn) (1 ≤ j ≤ q).

(ii) Suppose, in addition, that for 1 ≤ j ≤ n, 1 ≤ k ≤ q, there exists bkj ∈ Cω,r(Ω)

such that ∂
∂xj

=
∑q
k=1 b

k
jYk. For all r1 > 0, there exists s′ > 0 such that

Cω,r1Y (Ω) ⊆ Cω,s
′
(Ω) and ‖f‖Cω,s′ (Ω) ≤ C‖f‖Cω,r1Y (Ω), ∀f ∈ C

ω,r1
Y (Ω), where

s′ and C can be chosen to depend only on upper bounds for q, r−1, r−1
1 ,

‖Yj‖Cω,r(Ω;Rn) (1 ≤ j ≤ q), and ‖bkj ‖Cω,r(Ω) (1 ≤ j ≤ n, 1 ≤ k ≤ q).

Proof. This follows from a straightforward modification of the proof of [Nel59,
Theorem 2] and we leave the details to the reader.

Remark 4.8. In the sequel, we only use (i) of Proposition 4.7.

5. Sub-Riemannian Geometry and Scaling. One of the main applications
of results like Theorem 3.10 is as scaling maps for sub-Riemannian geometries. Such
scaling maps were first introduced by Nagel, Stein, and Wainger [NSW85], and were
further studied by many other authors including Tao and Wright [TW03], the author
[Str11], Montanari and Morbidelli [MM12], and most recently in the first two parts
of this series [SS18, Str21]. Since Nagel, Stein, and Wainger’s results, these ideas
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have been used in a wide variety of problems. For a description of some of these
applications, see the notes at the end of Chapter 2 of [Str14].

Nagel, Stein, and Wainger’s results worked in the smooth category7. The later
papers either worked in the smooth category, or with a finite level of smoothness.
Thus, if one starts with a sub-Riemannian geometry based on real analytic vector
fields, the results in these works do not yield appropriate quantitative control in the
real analytic setting and therefore these results destroy the real analytic nature of the
problem under consideration. Theorem 3.10 fixes this issue.

Furthermore, when dealing with real analytic vector fields, one does not need to
assume Hörmander’s condition on the vector fields. See Section 5.1.2.

We present such results, here.

5.1. Classical Real Analytic Sub-Riemannian Geometries. In this section,
we describe a real analytic version of the foundational work of Nagel, Stein, and Wainger
[NSW85], and see how it is a special case of Theorem 3.10. This is the simplest non-
trivial setting where the results in this paper can be seen as providing scaling maps
adapted to a sub-Riemannian geometry.

Let X1, . . . , Xq be real analytic vector fields on an open set Ω ⊆ Rn; we assume
X1, . . . , Xq span the tangent space at every point of Ω. To each Xj assign a formal
degree dj ∈ [1,∞). We assume ∀x ∈ Ω there exists an open neighborhood Ux ⊆ Ω of
x such that:

[Xj , Xk] =
∑

dl≤dj+dk

cl,xj,kXl, cl,xj,k ∈ C
ω(Ux). (5.1)

We write (X, d) for the list (X1, d1), . . . , (Xq, dq) and for δ > 0 write δdX for the
list of vector fields δd1X1, . . . , δ

dqXq. The sub-Riemannian ball associated to (X, d)
centered at x0 ∈ Ω, of radius δ > 0 is defined by

B(X,d)(x0, δ) := BδdX(x0, 1),

where the later ball is defined by (2.2). B(X,d)(x0, δ) is an open subset of Ω. It is easy
to see that the balls B(X,d)(x, δ) are metric balls.

Define, for x ∈ Ω, δ ∈ (0, 1],

Λ(x, δ) := max
j1,...,jn∈{1,...,q}

∣∣det
(
δdk1Xk1(x)| · · · |δdknXkn(x)

)∣∣.
For each x ∈ Ω, δ ∈ (0, 1], pick j1 = j1(x, δ), . . . , jn = jn(x, δ) so that∣∣det

(
δdj1Xj1(x)| · · · |δdjnXjn(x)

)∣∣ = Λ(x, δ).

For this choice of j1 = j1(x, δ), . . . , jn = jn(x, δ), define

Φx,δ(t1, . . . , tn) := exp(t1δ
dj1Xj1 + · · ·+ tnδ

djnXjn)x.

We let σLeb denote the usual Lebesgue density on Ω.

Theorem 5.1. Fix a compact set K b Ω.8 In what follows, we write A . B for
A ≤ CB where C is a positive constant which may depend on K, but does not depend
on the particular points x ∈ K or u ∈ Rn, or the scale δ ∈ (0, 1]; we write A ≈ B for
A . B and B . A. Under the above described hypotheses, there exists η1, ξ0 ≈ 1, such
that ∀x ∈ K,

7More precisely, the quantitative estimates they proved involved Cm norms, for various m ∈ N.
8We write A b B to mean A is a relatively compact subset of B.
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(i) σLeb(B(X,d)(x, δ)) ≈ Λ(x, δ), ∀δ ∈ (0, ξ0].
(ii) σLeb(B(X,d)(x, 2δ)) . σLeb(B(X,d)(x, δ)), ∀δ ∈ (0, ξ0/2].

(iii) ∀δ ∈ (0, 1], Φx,δ(B
n(η1)) ⊆ Ω is open and Φx,δ : Bn(η1)→ Φx,δ(B

n(η1)) is a
real analytic diffeomoprhism.

(iv) Define hx,δ(t) by hx,δσLeb = Φ∗x,δσLeb. Then, hx,δ(t) ≈ Λ(x, δ), ∀t ∈ Bn(η1),
and there exists s ≈ 1 with ‖hx,δ‖A n,s . Λ(x, δ).

(v) B(X,d)(x, ξ0δ) ⊆ Φx,δ(B
n(η1)) ⊆ B(X,d)(x, δ), ∀δ ∈ (0, 1].

(vi) Let Y x,δj := Φ∗x,δδ
djXj, 1 ≤ j ≤ q, so that Y x,δj is a real analytic vector field

on Bn(η1). We have

‖Y x,δj ‖A n,η1 (Rn) . 1, 1 ≤ j ≤ q. (5.2)

Finally, Y x,δ1 (u), . . . , Y x,δq (u) span TuB
n(η1), uniformly in x, δ, and u, in the

sense that

max
k1,...,kn∈{1,...,q}

inf
u∈Bn(η1)

∣∣∣det
(
Y x,δk1

(u)| · · · |Y x,δkn
(u)
)∣∣∣ ≈ 1. (5.3)

Remark 5.2. If real analytic was replaced in this entire section with C∞ (and
the estimates in (5.2) were replaced with appropriate estimates of Cm norms), then
Theorem 5.1 is the main result, in a slightly different language, of Nagel, Stein, and
Wainger’s work [NSW85]–see [SS18, Section 7.1] for a further discussion. A main
consequence of the results of this paper is that one can obtain good estimates on the
real analyticity of the vector fields Y x,δ1 , . . . , Y x,δq –see (5.2).

Proof. By a simple partition of unity argument, we may write

[Xj , Xk] =
∑

dl≤dj+dk

clj,kXl, clj,k ∈ C∞loc(Ω).

Using this, most of Theorem 5.1 is contained in [SS18, Section 7.1]; the only parts
which are not are those which relate to real analyticity. In particular, (i), (ii), (iii)
(with real analytic replaced by C∞), (v), and (5.3) are all explicitly stated in [SS18,
Section 7.1]. Furthermore, since X1, . . . , Xq are real analytic, Φx,δ is real analytic (by
classical theorems), so (iii) follows. Thus, the new parts are (iv) and (5.2). These
are simple consequences of Theorem 3.14 and Theorem 3.10, respectively, though we
will see them as part of a more general theorem: Theorem 5.7, below.

Hence, to complete the proof, we show how Theorem 5.7 applies to this setting.
Without loss of generality, we may shrink each Ux so that Ux b Ω. Set

Xδ
j := δdjXj , ĉl,x,δj,k :=

{
δdj+dk−dlcl,xj,k, dl ≤ dj + dk,

0, otherwise,

so that

[Xδ
j , X

δ
k ] =

q∑
l=1

ĉl,x,δj,k Xδ
l , on Ux.

We let Xδ denote the list Xδ
1 , . . . , X

δ
q . Fix an open set Ω′ with K b Ω′ b Ω and set

K1 := Ω′, so that K1 b Ω is compact. Take s1 > 0 so that X1, . . . , Xq ∈ Cω,s1(Ω′;Rn).
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By the Phragmen-Lindelöf principle, we may take ξ′ > 0 so small that BX(x, ξ′) ⊆
Ω′ ⊂ K1, ∀x ∈ K. {Ux : x ∈ K1} is an open cover for K1 and we extract a finite sub-
cover Ux1 , . . . , UxR . The balls BX(x, δ) are metric balls and the topology induced by
these balls is the same as the usual topology on Ω. Let ξ ∈ (0,min{ξ′, 1}] be less than
or equal to the Lebesgue number for the cover Ux1

, . . . , UxR of K1, with respect to the
metric associated to the balls BX(x, δ). Thus, since ξ ≤ ξ′, ∀x ∈ K, ∃r ∈ {1, . . . , R}
with BX(x, ξ) = BX(x, ξ) ∩ K1 ⊆ Uxr . For this choice of r, set cl,x,δj,k := ĉl,xr,δj,k .

Take s2 > 0 so that ∀r ∈ {1, . . . , R}, cl,xrj,k ∈ Cω,s2(Uxr). By Proposition 4.7 (using

X1, . . . , Xq ∈ Cω,s1(Ω′;Rn)), there exists s ≈ 1 with cl,xrj,k ∈ C
ω,s
X (Uxr), 1 ≤ r ≤ R,

1 ≤ j, k, l ≤ q, and

‖cl,xrj,k ‖Cω,sX (Uxr ) . ‖c
l,xr
j,k ‖Cω,s1 (Uxr ) . 1, 1 ≤ r ≤ R, 1 ≤ j, k, l ≤ q.

Thus, by tracing through the definitions we have, for x ∈ K, δ ∈ (0, 1], cl,x,δj,k ∈
Cω,s
Xδ

(BXδ(x, ξ)) and

sup
x∈K
δ∈(0,1]

‖cl,x,δj,k ‖Cω,s
Xδ

(B
Xδ

(x,ξ)) ≤ sup
1≤r≤R

‖cl,xrj,k ‖Cω,sX (Uxr ) . 1.

Define fδj by fδj σLeb = LXδj σLeb; i.e., fδj = δdjfj , where fj := ∇ · Xj . By our

hypotheses, we have fj ∈ Cωloc(Ω), 1 ≤ j ≤ q. It follows that there exists s3 > 0 with
fj ∈ Cω,s3(Ω′), 1 ≤ j ≤ q. By Proposition 4.7 (using that X1, . . . , Xq ∈ Cω,s1(Ω′;Rn)),
there exists r ≈ 1 with fj ∈ Cω,rX (Ω′). Directly from the definitions, we now have

sup
δ∈(0,1]

‖fδj ‖Cω,r
Xδ

(Ω′) ≤ ‖fj‖Cω,rX (Ω′) . 1.

Using the above remarks, the result now follows directly from Theorem 5.7.

Remark 5.3. The most important part of Theorem 5.1 is (vi); which allows us to
think of Φx,δ as a scaling map. Indeed, one thinks of the vector fields δd1X1, . . . , δ

dqXq

as being “small” (for δ small). However, Φx,δ gives a coordinate system in which these

vector fields are unit size. Indeed, the vector fields Y x,δ1 , . . . , Y x,δq are the vector fields

δd1X1, . . . , δ
dqXq written in the coordinate system given by Φx,δ. These vector fields

are real analytic uniformly in x and δ (i.e., (5.2)) and span the tangent space uniformly
in x and δ (i.e., (5.3)). Thus, we have “rescaled” the vector fields to be unit size.

5.1.1. Hörmander’s condition. The main way that Theorem 5.1 arises is via
vector fields which satisfy Hörmander’s condition. Suppose V1, . . . , Vr are real analytic
vector fields on an open set Ω ⊆ Rn. We assume V1, . . . , Vr satisfy Hörmander’s
condition of order m on Ω. I.e., we assume that the finite list of vector fields

V1, . . . , Vr, . . . , [Vi, Vj ], . . . , [Vi, [Vj , Vk]], . . . , . . . , commutators of order m,

span the tangent space at every point of Ω.

To each V1, . . . , Vr, we assign the formal degree 1. If Z has formal degree e, we
assign to [Vj , Z] the formal degree e+1. Let (X1, d1), . . . , (Xq, dq) denote the finite list
of vector fields with formal degree dj ≤ m. Hörmander’s condition implies X1, . . . , Xq

span the tangent space at every point of Ω.
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We claim (5.1) holds, and therefore Theorem 5.1 applies to (X1, d1), . . . , (Xq, dq).
Indeed, if dj + dk ≤ m we have

[Xj , Xk] =
∑

dl=dj+dk

clj,kXl,

where clj,k are constants by the Jacobi identity. If dj + dk > m, then since X1, . . . , Xq

are real analytic and span the tangent space at every point, we have ∀x ∈ Ω there
exists a neighborhood Ux ⊆ Ω of x such that

[Xj , Xk] =

q∑
l=1

cl,xj,kXl =
∑

dl≤dj+dk

cl,xj,kXl, cl,xj,k ∈ C
ω(Ux).

Thus, (5.1) holds and Theorem 5.1 applies.
Let K b Ω be a compact set. Applying Theorem 5.1 for δ ∈ (0, 1], x ∈ K, we obtain

η1 > 0 and Φx,δ : Bn(η1)→ B(X,d)(x, δ) as in that theorem. Set V x,δj := Φ∗x,δδVj . If
dk = l, then

Xk = [Vj1 , [Vj2 , · · · , [Vjl−1
, Vjl ]]],

and so

Φ∗x,δδ
dkXk = Φ∗x,δ[δVj1 , [δVj2 , · · · [δVjl−1

, δVjl ]]] = [V x,δj1
, [V x,δj2

, · · · , [V x,δjl−1
, V x,δjl

]]].

Theorem 5.1 implies the vector fields Φ∗x,δδ
djXj are real analytic and span the tangent

space, uniformly for x ∈ K, δ ∈ (0, 1]. We conclude that the vector fields V x,δ1 , . . . , V x,δq

are real analytic and satisfy Hörmander’s condition, uniformly for x ∈ K and δ ∈ (0, 1].

In short, the map Φ∗x,δ takes δV1, . . . , δVr to V x,δ1 , . . . , V x,δr which are real analytic
and satisfy Hörmander’s condition “uniformly”; i.e., it takes the case of δ small and
rescales it to the case δ = 1, while preserving real analyticity in a quantitative way.

5.1.2. Beyond Hörmander’s condition. Let V1, . . . , Vr be real analytic vector
fields defined on an open set Ω ⊆ Rn. It turns out that the main conclusions of
Section 5.1.1 hold without assuming V1, . . . , Vr satisfy Hörmander’s condition, so long
as one is willing to work on an injectively immersed submanifold. We describe this
here–many of these methods appeared in [SS12] and are based on an idea of Lobry
[Lob70].

Fix a large integer m to be chosen later and a compact set K b Ω. Assign to
each V1, . . . , Vr the formal degree 1. If Z has formal degree e, we assign to [Vj , Z]
the formal degree e + 1. Let (X1, d1), . . . , (Xq, dq) denote the finite list of vector
fields with formal degree dj ≤ m. The results that follow are essentially independent
of m, provided m is chosen sufficiently large; how large m needs to be depends on
V1, . . . , Vr and K. As above, for δ ∈ (0, 1], we let δdX denote the list of vector fields
δd1X1, . . . , δ

dqXq. We sometimes identify δdX with the n×q matrix (δd1X1| · · · |δdqXq).
Set B(X,d)(x, δ) := BδdX(x, 1), where the later ball is defined in (2.2).

The classical Frobenius theorem applies to the involutive distribution generated by
V1, . . . , Vr (see [Her63, Nag66, Lob70, Sus73]) to see that the ambient space is foliated
into real analytic leaves9. Let Lx denote the leaf passing through x. V1, . . . , Vr satisfy

9The various leaves may have different dimensions; i.e., this may be a singular foliation. See
Remark 5.6 for further comments.
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Hörmander’s condition on each leaf. If m is sufficiently large and Ω′ is an open set
with K b Ω′ b Ω, then V1, . . . , Vr satisfy Hörmander’s condition of order at most m
on Lx ∩ Ω′, ∀x ∈ K. Therefore X1, . . . , Xq span the tangent space at every point of
Lx ∩ Ω′, ∀x ∈ K, and B(X,d)(x, δ) is an open subset of Lx. Let νx denote the induced
Lebesgue density on the leaf passing through x. For an n × q matrix A, and for
n0 ≤ min{n, q}, let detn0×n0

A denote the vector consisting of the determinants of the
n0 × n0 submatricies of A–the order of the components does not matter.

For each x ∈ Ω set n0(x) := dim span{X1(x), . . . , Xq(x)} = dimLx. For each
x ∈ Ω, δ ∈ (0, 1], pick j1 = j1(x, δ), . . . , jn0(x) = jn0(x)(x, δ) so that∣∣∣∣ det

n0(x)×n0(x)

(
δdj1Xj1(x)| · · · |δdjn0(x)Xjn0(x)

(x)
)∣∣∣∣
∞

=

∣∣∣∣ det
n0(x)×n0(x)

δdX

∣∣∣∣
∞
.

For this choice of j1 = j1(x, δ), . . . , jn0(x) = jn0(x)(x, δ) set (writing n0 for n0(x)):

Φx,δ(t1, . . . , tn0) := exp
(
t1δ

dj1Xj1 + · · ·+ tn0δ
djn0Xjn0

)
x. (5.4)

Theorem 5.4. Fix a compact set K b Ω and x ∈ K, take m sufficiently large
(depending on K and V1, . . . , Vr), and define (X1, d1), . . . , (Xq, dq) as above. Define
n0(x), νx, and Φx,δ(t1, . . . , tn0(x)) as above. We write A . B for A ≤ CB where C
is a positive constant which may depend on K, but does not depend on the particular
points x ∈ K and u ∈ Rn0(x) under consideration, or on the scale δ ∈ (0, 1]; we write
A ≈ B for A . B and B . A. There exists η1, ξ0 ≈ 1 such that ∀x ∈ K,

(i) νx(B(X,d)(x, δ)) ≈
∣∣detn0(x)×n0(x) δ

dX(x)
∣∣
∞, ∀δ ∈ (0, ξ0].

(ii) νx(B(X,d)(x, 2δ)) . νx(B(X,d)(x, δ)), ∀δ ∈ (0, ξ0/2].

(iii) ∀δ ∈ (0, 1], Φx,δ(B
n0(x)(η1)) ⊆ Lx is open and Φx,δ : Bn(η1)→ Φx,δ(B

n(η1))
is a real analytic diffeomorphism.

(iv) For δ ∈ (0, 1], define hx,δ(t) on Bn0(x)(η1) by hx,δσLeb = Φ∗x,δνx. Then,

hx,δ(t) ≈
∣∣detn0(x)×n0(x) δ

dX(x)
∣∣
∞, ∀t ∈ Bn0(x)(η1), and there exists s ≈ 1

with ‖hx,δ‖A n0(x),s .
∣∣detn0(x)×n0(x) δ

dX(x)
∣∣
∞.

(v) B(X,d)(x, ξ0δ) ⊆ Φx,δ(B
n0(x)(η1)) ⊆ B(X,d)(x, δ), ∀δ ∈ (0, 1].

(vi) For δ ∈ (0, 1], x ∈ K, let Y x,δj := Φ∗x,δδ
djXj, so that Y x,δj is a real analytic

vector field on Bn0(x)(η1). We have

‖Y x,δj ‖A n0(x),η1 (Rn) . 1, 1 ≤ j ≤ q.

Finally, Y x,δ1 (u), . . . , Y x,δq (u) span TuB
n0(x)(η1), uniformly in x, δ, and u, in

the sense that

max
k1,...,kn0(x)∈{1,...,q}

inf
u∈Bn0(x)(η1)

∣∣∣det
(
Y x,δk1

(u)| · · · |Y x,δkn0(x)
(u)
)∣∣∣ ≈ 1.

Remark 5.5. See Section 9.1 for a generalization of Theorem 5.4 to the “multi-
parameter” setting.

For the proof of Theorem 5.4, see Section 9.

Remark 5.6. Theorem 5.4 is useful even when restricting attention to δ = 1.
Indeed, the leaves Lx are real analytic manifolds, and account for the foliation of Ω
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associated to the real analytic vector fields V1, . . . , Vr. This may be a singular foliation:
dimLx may not be constant in x. Suppose x0 ∈ K is a singular point; i.e., dimLx is
not constant on any neighborhood of x0. Then, the usual constructions of the real
analytic coordinate systems on Lx “blow up” as x approaches x0; one does not obtain
a useful quantitative control of these charts. One can think of the map Φx,1 from
Theorem 5.4 as a real analytic coordinate system near the point x. The conclusions of
Theorem 5.4 amount to a quantitative control of this chart, which is uniform in x. A
similar sort of uniform control was an important ingredient in [SS12], and will likely
be useful in other questions from analysis regarding real analytic vector fields.

5.2. Generalized Sub-Riemannian Geometries. The results described in
Section 5.1 concern the classical setting of sub-Riemannian geometry; which arises
in many questions, including in the study of “maximally hypoelliptic” differential
equations (see [Str14, Chapter 2] for details). In [SS18, Section 7.3], this setting was
generalized to account for certain situations which arise for some partial differential
equations which are not maximally hypoelliptic. With the results of this paper in hand,
the results from [SS18, Section 7.3] transfer to the real analytic setting. We present
these results here (with a few slight modifications from the setting in [SS18, Section
7.3]). One important thing to note is that, in this section (and unlike the settings
described above) we do not require that the vector fields be a priori real analytic. We
only require them to be C1, along with certain estimates which allow us to construct
a coordinate system in which they are real analytic.

Let M be a connected n dimensional C2 manifold and for each δ ∈ (0, 1], let
Xδ = Xδ

1 , . . . , X
δ
q be a list of C1 vector fields on Ω which span the tangent space at

every point. For x ∈ Ω, δ ∈ (0, 1] set B(x, δ) := BXδ (x, 1), where BXδ (x, 1) is defined
by (2.2). Let ν be a C1 density on M . Our goal is to give conditions under which the
balls B(x, δ) when paired with the density ν give a real analytic space of homogeneous
type. Some of the conditions we give can be thought of as analogs of the axioms of a
space of homogeneous type, while others can be thought of as endowing this space of
homogeneous type with an adapted real analytic structure. In what follows, we write
Xδ as the column vector of vector fields [Xδ

1 , . . . , X
δ
q ]>. Because of this, if we are

given a matrix A : M →Mq×q, it makes sense to consider A(x)Xδ which again gives
a column vector of vector fields. It also makes sense to consider the space L∞(M),
which can be defined with any strictly positive density on M–all such densities give
the same space and norm.

We assume the following, which are a real analytic version of the assumptions in
[SS18, Section 7.3]:

(I) ∀δ ∈ (0, 1], x ∈M , we have span{Xδ
1 (x), . . . , Xδ

q (x)} = TxM .

(II) Xδ
1 , . . . , X

δ
q are uniformly C1 in the following sense. For every x ∈M , there

exists an open set U ⊆ Rn and a diffeomorphism Ψ : U → V , where V is a
neighborhood of x in M , such that

sup
δ∈(0,1]

‖Ψ∗Xδ
j ‖C1(U ;Rn) <∞.

(III) Xδ
j → 0 and δ → 0, uniformly on compact subsets of M . More precisely,

for every x ∈ M , there exists an open set U ⊆ Rn and a diffeomorphism
Ψ : U → V , where V is a neighborhood of x in M , such that

lim
δ→0
‖Ψ∗Xδ

j ‖C0(U ;Rn) = 0.
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(IV) ∀0 < δ1 ≤ δ2 ≤ 1, Xδ1 = Tδ1,δ2X
δ2 , where Tδ1,δ2 ∈ L∞(M ;Mq×q) with

‖Tδ1,δ2‖L∞(M ;Mq×q) ≤ 1.
(V) ∃B1, B2 ∈ (1,∞), b1, b2 ∈ (0, 1) such that ∀δ ∈ (0, 1/B1], ∃Sδ ∈ L∞(M ;Mq×q)

and ∀δ ∈ (0, 1/B2], ∃Rδ ∈ L∞(M ;Mq×q) with SδX
B1δ = Xδ, RδX

δ = XB2δ,
and

sup
0<δ≤1/B1

‖Sδ‖L∞(M ;Mq×q) ≤ b1, sup
0<δ≤1/B2

‖Rδ‖L∞(M ;Mq×q) ≤ b−1
2 .

(VI) For every compact set K b M , there exists ξ ∈ (0, 1] and s > 0 such that

∀δ ∈ (0, 1] and x ∈ K, [Xδ
j , X

δ
k ] =

∑q
l=1 c

l,x,δ
j,k Xδ

l on BXδ(x, ξ), where

sup
x∈K,δ∈(0,1]

∥∥∥cl,x,δj,k

∥∥∥
Cω,s
Xδ

(B
Xδ

(x,ξ))
<∞.

(VII) We assume LXδj ν = fδj ν, for 1 ≤ j ≤ q, δ ∈ (0, 1], where for every relatively

compact open set Ω′ bM , there exists s > 0 with

sup
δ∈(0,1]

‖fδj ‖Cω,s
Xδ

(Ω′) <∞.

Fix ζ ∈ (0, 1] (we take ζ = 1 for many applications). For each x ∈M , δ ∈ (0, 1],
pick j1 = j1(x, δ), . . . , jn = jn(x, δ) ∈ {1, . . . , q} so that

max
k1,...,kn∈{1,...,q}

Xδ
k1

(x) ∧ · · · ∧Xδ
kn

(x)

Xδ
j1

(x) ∧ · · · ∧Xδ
jn

(x)
≤ ζ−1.

For this choice of j1 = j1(x, δ), . . . , jn = jn(x, δ), define

Φx,δ(t1, . . . , tn) := exp(t1X
δ
j1 + · · ·+ tnX

δ
jn)x.

Define, for x ∈M , δ ∈ (0, 1]

Λ(x, δ) := max
k1,...,kn∈{1,...,q}

|ν(Xk1 , . . . , Xkn)(x)|.

Theorem 5.7.
(i) B(x, δ1) ⊆ B(x, δ2), ∀x ∈M , 0 < δ1 ≤ δ2 ≤ 1.

(ii)
⋂
δ∈(0,1]B(x, δ) = {x}, ∀x ∈M .

(iii) B(x, δ) ∩ B(y, δ) 6= ∅ ⇒ B(y, δ) ⊆ B(x,Cδ), ∀δ ∈ (0, 1/C], where C = Bk1
and k is chosen so that bk1 ≤ 1

3 .
Fix a compact set K bM . In what follows, we write A . B for A ≤ CB where C is a
positive constant which may depend on K, but does not depend on the particular point
x ∈ K or on the scale δ ∈ (0, 1]. We write A ≈ B for A . B and B . A. There exist
η1, ξ0 ≈ 1 such that ∀x ∈ K:

(iv) ν is either everywhere strictly positive, everywhere strictly negative, or every-
where 0.

(v) ν(B(x, δ)) ≈ ν
(
Xδ
j1(x,δ), . . . , X

δ
jn(x,δ)

)
(x) and |ν(B(x, δ))| ≈ Λ(x, δ), ∀δ ∈

(0, ξ0].
(vi) |ν(B(x, 2δ))| . |ν(B(x, δ))|, ∀δ ∈ (0, ξ0/2].

(vii) ∀δ ∈ (0, 1], Φx,δ(B
n(η1)) ⊆ M is open and Φx,δ : Bn(η1)→ Φx,δ(B

n(η1)) is
a C2 diffeomorphism.
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(viii) Define hx,δ ∈ C(Bn(η1)) by hx,δσLeb = Φ∗x,δν. Then,

hx,δ(t) ≈ ν(Xδ
j1(x,δ), . . . , X

δ
jn(x,δ))(x) and |hx,δ(t)| ≈ Λ(x, δ), ∀t ∈ Bn(η1).

Also, hx,δ ∈ A n,η1 and ‖hx,δ‖A n,η1 . Λ(x, δ).
(ix) B(x, ξ0δ) ⊆ Φx,δ(B

n(η1)) ⊆ B(x, δ), ∀δ ∈ (0, 1].

(x) Let Y x,δj := Φ∗x,δX
δ
j , 1 ≤ j ≤ q, so that Y x,δj is a vector field on Bn(η1). Then,

Y x,δj ∈ A n,η1 and

‖Y x,δj ‖A n,η1 (Rn) . 1, 1 ≤ j ≤ q.

Furthermore, Y x,δ1 (u), . . . , Y x,δq (u) span TuB
n(η1), uniformly in x, δ, and u

in the sense that

max
k1,...,kn∈{1,...,q}

inf
u∈Bn(η1)

∣∣∣det
(
Y x,δk1

(u)| · · · |Y x,δkn
(u)
)∣∣∣ ≈ 1.

Proof. (i), (ii), and (iii) all follow just as in the corresponding results in
[SS18, Theorem 7.6]. For the remaining parts, the goal is to apply Theorem 3.10,
Theorem 3.14, and Corollary 3.15 to the vector fields Xδ

1 , . . . , X
δ
q , for δ ∈ (0, 1] and

for each base point x0 ∈ K (uniformly for δ ∈ (0, 1], x0 ∈ K)–we use the choice of ξ
and ν from above, and take ζ = 1.

By the Picard–Lindelöf theorem, we make take η ∈ (0, 1] depending on K and
the bounds from (II), so that ∀x ∈ K, δ ∈ (0, 1], Xδ

1 , . . . , X
δ
q satisfy C(x, η,M). Take

δ0 > 0 as in Lemma 7.22, when applied to Xδ
1 , . . . , X

δ
q . It can be seen from the proof

of Lemma 7.22 (which can be found in [SS18, Proposition 4.14]) that δ0 can be chosen
independent of δ ∈ (0, 1] (this uses (II)). In light of (VI) (see, also, Remark 3.7),
Theorem 3.10, Theorem 3.14, and Corollary 3.15 apply to the vector fields Xδ

1 , . . . , X
δ
q

for each δ ∈ (0, 1] and each base point x ∈ K (with η replaced by min{η, s}). Each
constant which is 0-admissible, admissible, ν-admissible, or 0; ν-admissible in these
results can be chosen independent of x ∈ K and δ ∈ (0, 1]. Let ξ1, ξ2, η1 > 0 be as in
Theorem 3.10, so that ξ1, ξ2, and η1 can be chosen independent of x ∈ K and δ ∈ (0, 1].
The map Φx,δ is precisely the map Φ from Theorem 3.10 when using the base point x
and the vector fields Xδ

1 , . . . , X
δ
q .

(vii) follows from Theorem 3.10 (d) and (e). (viii) follows from Theorem 3.14
and Corollary 3.15. (viii) implies that on a neighborhood of each point, ν is either
strictly positive, strictly negative, or identically 0. Since M is connected, it follows that
ν is either everywhere strictly positive, everywhere strictly negative, or everywhere 0;
i.e., (iv) holds. By multiplying ν by ±1, we may henceforth assume (without loss of
generality) that ν is everywhere non-negative–and is either identically 0 or everywhere
strictly positive.

(ix): Theorem 3.10 gives ξ2 ≈ 1 (ξ2 < 1) such that

BXδ(x, ξ2) ⊆ Φx,δ(B
n(η1)) ⊆ BXδ(x, ξ) ⊆ BXδ(x, 1) = B(x, δ).

Thus, to prove (ix), we wish to show ∃ξ0 ≈ 1 with

B(x, ξ0δ) ⊆ BXδ(x, ξ2). (5.5)

This follows just as in [SS18, Theorem 7.6], where it is shown that we may take
ξ0 = B−k1 , where k is chosen so that bk1 ≤ ξ2.
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We claim, for δ1 ≤ δ2 ≤ 1,

Λ(x, δ1) . Λ(x, δ2), (5.6)

where the implicit constant can be chosen to depend only on q. Indeed,

Λ(x, δ1) = max
k1,...,kn∈{1,...,q}

∣∣∣ν(Xδ1
k1
, . . . , Xδ1

kn
)(x)

∣∣∣
= max
k1,...,kn∈{1,...,q}

∣∣ν((Tδ1,δ2Xδ2)k1 , . . . , (Tδ1,δ2X
δ2)kn

)
(x)
∣∣.

Since ‖Tδ1,δ2‖L∞(M ;Mq×q) ≤ 1, the right hand side is ν evaluated at a linear combination,

with (variable) coefficients bounded by 1, of the vector fields Xδ2
1 , . . . , Xδ2

q . Using the
properties of densities, it follows that∣∣ν((Tδ1,δ2Xδ2)k1 , . . . , (Tδ1,δ2X

δ2)kn
)
(x)
∣∣ . Λ(x, δ2),

(5.6) follows.
Next we claim, for c > 0 fixed,

Λ(x, cδ) ≈ Λ(x, δ), δ, cδ ∈ (0, 1], (5.7)

where the implicit constant depends on c, but not on x or δ. It suffices to prove (5.7)
for c < 1. By (5.6), it suffices to prove (5.7) for c = B−k2 for some k. We have

Λ(x, δ) = max
k1,...,kn∈{1,...,q}

∣∣ν(Xδ
k1 , . . . , X

δ
kn

)
(x)
∣∣

= max
k1,...,kn∈{1,...,q}

∣∣ν((AXcδ)k1 , . . . , (AX
cδ)kn

)
(x)
∣∣, (5.8)

where A(x) = RB−1
2 δ(x)RB−2

2 δ(x) · · ·RB−k2 δ(x). Since supx∈M ‖A(x)‖Mq×q ≤ b−k2 . 1

(where the implicit constant depends on k), it follows that the right hand side of (5.8)
is ν evaluated at linear combinations, with (variable) coefficients which have absolute
value . 1, of the vectors Xcδ

1 , . . . , Xcδ
q . It follows from the properties of densities that∣∣ν((AXcδ)k1 , . . . , (AX

cδ)kn
)
(x)
∣∣ . Λ(x, cδ).

We conclude Λ(x, δ) . Λ(x, cδ). Combining this with (5.6) proves (5.7).
Corollary 3.15 and using that we have (without loss of generality) assumed ν is

non-negative, shows

ν(BXδ(x, ξ2)) ≈ Λ(x, δ). (5.9)

Combining (5.9) with (5.7) and (5.5) shows

ν(B(x, ξ0δ)) ≤ ν(BXδ(x, ξ2)) ≈ Λ(x, δ) ≈ Λ(x, ξ0δ). (5.10)

Conversely, using (5.9) again, we have

Λ(x, δ) ≈ ν(BXδ(x, ξ2)) ≤ ν(BXδ(x, 1)) = ν(B(x, δ)). (5.11)

Combining (5.10) and (5.11) proves |ν(B(x, δ))| ≈ Λ(x, δ), ∀δ ∈ (0, ξ0]. Since we have
assumed ν is everywhere non-negative, (v) follows from this and Corollary 3.15. (vi)
follows from (v) and (5.7). (x) follows from Theorem 3.10.
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6. Results from the first paper. In this section, we describe the main results
needed from [SS18]. We do not require as detailed information as is discussed in that
paper, and so we instead state an immediate consequence of the results in that paper.

We take the same setup and hypotheses as in Theorem 3.10, and define 0-admissible
constants and admissible constants as in that theorem. We take Φ(t) as in (3.3). We
separate the results we need into two parts.

Proposition 6.1. There exists a 0-admissible constant χ ∈ (0, ξ] such that:
(a) ∀y ∈ BXJ0 (x0, χ),

∧
XJ0(y) 6= 0.

(b) ∀y ∈ BXJ0 (x0, χ),

sup
J∈I(n,q)

∣∣∣∣ ∧XJ(y)∧
XJ0(y)

∣∣∣∣ ≈0 1.

(c) ∀χ′ ∈ (0, χ], BXJ0 (x0, χ
′) is an open subset of BX(x0, ξ) and is therefore a

submanifold.

Proof. This is contained in [SS18, Theorem 4.7].

Proposition 6.2. In the special case n = q (so that XJ0 = X), there exists an
admissible constant η̂ ∈ (0, η0] such that:

(a) Φ(Bn(η̂)) is an open subset of BX(x0, ξ), and is therefore a submanifold.
(b) Φ : Bn(η̂)→ Φ(Bn(η̂)) is a C2 diffeomorphism.

Let Yj = Φ∗Xj and write Y = (I +A)∇, where Y denotes the column vector of vector
fields Y = [Y1, . . . , Yn]>, ∇ denotes the gradient in Rn thought of as a column vector,
and A ∈ C(Bn(η̂);Mn×n).

(c) A(0) = 0.
For t ∈ Bn(η̂), let C(t) denote the n × n matrix with j, k component given by∑n

l=1 tlc
k
j,l(Φ(t)). For t ∈ Bn(η̂) write t in polar coordinates t = rθ.

(d) A satisfies the differential equation

∂

∂r
rA(rθ) = −A(rθ)2 − C(rθ)A(rθ)− C(rθ). (6.1)

Proof. All of the results except (d) are contained in [SS18, Proposition 9.26].
[SS18, Proposition 9.26] uses the notion of a 1′-admissible constant, which involves
bounds on ‖clj,k ◦ Φ‖C1(Bn(η0)). Our assumptions imply ‖clj,k ◦ Φ‖A n,η0 . 1; this does

not quite imply clj,k ◦ Φ ∈ C1(Bn(η0)) (the problem is that while clj,k ◦ Φ is C1, its
first derivatives might not be bounded on Bn(η0)). Instead, we proceed as follows. By
defining η̃ := η0/2, we do have ‖clj,k ◦ Φ‖C1(Bn(η̃)) . ‖clj,k ◦ Φ‖A n,η0 . 1. Applying
[SS18, Proposition 9.26] with η replaced by η̃ yields all of the above except (d).

(d) is an immediate consequence of [SS18, Proposition 9.1].

7. Proofs. In this section, we prove the main results of this paper; namely,
Theorems 3.3, 3.4, 3.10, and 3.14. In Section 7.1 we describe the main way we show
functions are real analytic. Namely, we prove the function in question satisfies an
appropriate real analytic ODE, which forces it to be real analytic; Section 7.1 contains
several quantitative instances of this. In Section 7.2 we prove the main quantitative
theorem: Theorem 3.10. In Section 7.3 we study densities and prove Theorem 3.14.
Finally, in Section 7.4, we prove the qualitative results (Theorems 3.3 and 3.4), which
are simple consequences of Theorem 3.10.



1052 B. STREET

7.1. Real Analytic Functions and ODEs. At various points, we will need to
prove functions are real analytic. The way we will do this is by showing the functions
satisfy a ODE which depends real analytically on the appropriate parameters. We
begin with a simple and classical version of this where we deduce the solutions to a
certain real analytic PDE are real analytic, by reducing it to a real analytic ODE.

Proposition 7.1. Let Ω ⊆ Rn be an open set and f ∈ C1(Ω;Rm) satisfy

∂

∂tj
f(t) = Fj(t, f(t)), ∀t ∈ Ω, 1 ≤ j ≤ n,

where Fj is real analytic in both variables. Then, f is real analytic.

Proof Sketch. Fix s ∈ Ω. We will show f is real analytic near s. Set g(ε, t) :=
f(εt+ s). Then, we have

∂

∂ε
g(ε, t) =

n∑
j=1

tj
∂f

∂tj
(εt+ s) =

n∑
j=1

tjFj(εt+ s, f(εt+ s)) =: Gs(ε, t, g(ε, t)),

where Gs is analytic in all its variables. Also, g(0, t) = f(s) (which is constant in t).
Hence, g(ε, t) satisfies a real analytic ODE, and classical results show g is real

analytic for ε and t small. Since g(ε, t) = f(εt+ s), this shows that f is real analytic
near s, completing the proof.

7.1.1. A Particular ODE. Fix D, η̂ > 0 and for 1 ≤ j ≤ n, let Cj ∈
A n,η̂(Mn×n) with

∑n
j=1 ‖Cj‖A n,η̂(Mn×n) ≤ D. Set C(t) :=

∑n
j=1 tjCj(t). For

t ∈ Bn(η̂), we write t in polar coordinates t = rθ. We consider the differential
equation, defined for functions A(t) taking values in Mn×n, given by

∂

∂r
rA(rθ) = −A(rθ)2 − C(rθ)A(rθ)− C(rθ), A(0) = 0. (7.1)

Proposition 7.2. Let η1 ∈ (0,min{η̂, 5/8D}]. There exists a solution A ∈
A n,η1(Mn×n) to (7.1). Moreover, this solution satisfies ‖A‖A n,η1 (Mn×n) ≤ 1

2 . Finally,
this solution is unique in the sense that if B(t) ∈ C(Bn(δ);Mn×n) is another solution
to (7.1), then A(t) = B(t) for |t| < min{δ, η1}.

The rest of this section is devoted to the proof of Proposition 7.2. Following
the proof in [SS18, Proposition 9.4], we introduce the map T : A n,η1(Mn×n) →
A n,η1(Mn×n) given by

T (A)(x) := −
∫ 1

0

A(sx)2 + C(sx)A(sx) + C(sx) ds.

Using that A n,η1(Mn×n) is an algebra (Lemma 4.1) it is immediate to verify T :
A n,η1(Mn×n)→ A n,η1(Mn×n). A simple change of variables shows, for r > 0,

T (A)(rθ) =
1

r

∫ r

0

−A(sθ)2 − C(sθ)A(sθ)− C(sθ) ds.

Thus, A is a solution to (7.1) if and only if T (A) = A and A(0) = 0. We will prove
the existence of such a fixed point by using the contraction mapping principle.

Lemma 7.3. Let A ∈ A n,η1(Mn×n) satisfy A(0) = 0. For s ∈ [0, 1] set As(x) =
A(sx). Then, ‖As‖A n,η1 (Mn×n) ≤ s‖A‖A n,η1 (Mn×n).
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Proof. This is immediate from the definitions.

Lemma 7.4. For s ∈ [0, 1], set Cs(t) = C(st). Then, ‖Cs‖A n,η1 (Mn×n) ≤ η1sD.

Proof. Let Cj(t) =
∑
α∈Nn

cα,j
α! t

α. Then, Cs(t) =
∑
α∈Nn

∑n
j=1

cα,j
α! s

|α|+1tjt
α.

Thus,

‖Cs‖A n,η1 (Mn×n) ≤
n∑
j=1

∑
α∈Nn

‖cα,j‖Mn×n
α!

s|α|+1η
|α|+1
1 ≤ sη1

n∑
j=1

∑
α∈Nn

‖cα,j‖Mn×n
α!

η
|α|
1

= sη1

n∑
j=1

‖Cj‖A n,η1 (Mn×n) ≤ sη1D,

completing the proof.

Define

M :=

{
A ∈ A n,η1(Mn×n) : A(0) = 0 and ‖A‖A n,η1 (Mn×n) ≤

1

2

}
.

We giveM the induced metric as a subset of A n,η1(Mn×n). With this metric, M is a
complete metric space.

Lemma 7.5. For η1 ∈ (0,min{η̂, 5/8D}], T :M→M and is a strict contraction.

Proof. Using that ‖B1B2‖A n,η1 (Mn×n) ≤ ‖B1‖A n,η1 (Mn×n)‖B2‖A n,η1 (Mn×n)

(Lemma 4.1) and Lemmas 7.3 and 7.4, we have, for A ∈M,

‖T (A)‖A n,η1 ≤
∫ 1

0

‖A(s·)2‖A n,η1 + ‖C(s·)A(s·)‖A n,η1 + ‖C(s·)‖A n,η1 ds

≤
∫ 1

0

s2‖A‖2A n,η1 + (Dη1s
2)‖A‖A n,η1 +Dη1s ds ≤

1

3
· 1

4
+
Dη1

3
· 1

2
+
Dη1

2

=
1

12
+

2

3
Dη1 ≤

1

12
+

2

3
· 5

8
=

1

2
.

Clearly, since A(0) = 0 and C(0) = 0, we have T (A)(0) = 0. We conclude T :M→M.
For A,B ∈M, we have using A2 −B2 = 1

2 (A+B)(A−B) + 1
2 (A−B)(A+B),

‖T (A)− T (B)‖A n,η1 ≤
∫ 1

0

‖A(s·) +B(s·)‖A n,η1 ‖A(s·)−B(s·)‖A n,η1

+‖C(s·)‖A n,η1 ‖A(s·)−B(s·)‖A n,η1 ds

≤
∫ 1

0

s2‖A−B‖A n,η1 +Dη1s
2‖A−B‖A n,η1 ds

≤ 1 +Dη1

3
‖A−B‖A n,η1 ≤

13

24
‖A−B‖A n,η1 ,

completing the proof.

Proof of Proposition 7.2. Uniqueness for (7.1) was established in [SS18, Proposition
9.4]; and the same proof yields the claimed uniqueness in Proposition 7.2. For existence,
Lemma 7.5 shows that the contraction mapping principle applies to T :M→M to
show that there is a unique fixed point, A ∈ M, of T . As described above, this A
is a solution to (7.1) and clearly satisfies ‖A‖A n,η1 (Mn×n) ≤ 1

2 (since A ∈ M). This
completes the proof.
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7.1.2. Identifying Real Analytic Functions I: Euclidean Space. In Propo-
sition 7.1, we showed how to prove a function was real analytic by introducing a new
variable and proving the function satisfied an ODE in this new variable. In this section,
we present a quantitative version of a similar argument. We make no effort to state
the result in the greatest generality, and instead focus on the setting needed for this
paper.

Fix n,N,L ∈ N and r > 0. We consider functions F (t) = (F1(t), . . . , FN (t)) ∈
C(Bn(r);RN ) satisfying a certain ODE. For each 1 ≤ l ≤ N , 1 ≤ j ≤ n, and α ∈ NN
with |α| ≤ L (α a multi-index), let aα,j,l ∈ A n,r. For 1 ≤ l ≤ N , fix Fl,0 ∈ R. We
consider the following system of differential equations for 1 ≤ l ≤ N :

∂

∂ε
Fl(εt) =

n∑
j=1

∑
α∈NN
|α|≤L

tjaα,j,l(εt)F (εt)α, Fl(0) = Fl,0. (7.2)

Fix D such that

|Fl,0|, ‖aα,j,l‖A n,r ≤ D, 1 ≤ j ≤ n, 1 ≤ l ≤ N, |α| ≤ L.

Proposition 7.6. Set r′ := min{r,D(n2L(L + 1)N (max{1, D})L+1)−1, (n(L +
1)N+1(max{1, D})L2L)−1}. Suppose F ∈ C(Bn(r);RN ) satisfies (7.2). Then,
F
∣∣
Bn(r′)

∈ A n,r′(RN ). Moreover, for each 1 ≤ l ≤ N , ‖Fl‖A n,r′ ≤ 2D.

To prove Proposition 7.6 we prove a more general auxiliary result where we
separate εt into two variables (ε, t). To this end, set

r′ := min{r,D(n2L(L+ 1)N (max{1, D})L+1)−1, (n(L+ 1)N+1(max{1, D})L2L)−1}.
(7.3)

We will consider functions F̃ (ε, t) : [0, 1]×Bn(r′)→ RN , and we will think of these as

functions F̃ (ε, t) ∈ A n,r′(C([0, 1];RN )). I.e.,

F̃ (ε, t) =
∑
β∈Nn

tβ

β!
cβ(ε),

where cβ ∈ C([0, 1];RN ) and

‖F̃‖A n,r′ (C([0,1];RN )) =
∑
β∈Nn

(r′)|β|

β!
‖cβ‖C([0,1];RN ).

For 1 ≤ j ≤ n, 1 ≤ l ≤ N , and α ∈ NN with |α| ≤ L, let ãα,j,l(ε, t) ∈ A n,r(C([0, 1])).

For 1 ≤ l ≤ N , fix a constant F̃l,0 ∈ R. We consider the following system of differential
equations for 1 ≤ l ≤ N :

∂

∂ε
F̃l(ε, t) =

n∑
j=1

∑
α∈NN
|α|≤L

tj ãα,j,l(ε, t)F̃ (ε, t)α, F̃l(0, t) ≡ F̃l,0. (7.4)

We suppose:

|F̃l,0|, ‖ãα,j,l‖A n,r(C([0,1])) ≤ D, 1 ≤ j ≤ n, 1 ≤ l ≤ N, |α| ≤ L.
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Proposition 7.7. Let r′ be given by (7.3). There exists F̃ (ε, t) ∈
A n,r′(C([0, 1];RN )) satisfying (7.4). This solution satisfies

max
1≤l≤N

‖F̃l‖A n,r′ (C([0,1])) ≤ 2D. (7.5)

Finally, this solution is unique in the sense that if for some δ > 0, F̂ (ε, t) ∈ C([0, 1]×
Bn(δ);RN ) is another solution to (7.4), then F̃ (ε, t) = F̂ (ε, t) for |t| < min{δ, r′} and
ε ∈ [0, 1].

The rest of this section is devoted to the proofs of Propositions 7.6 and 7.7. We
begin with Proposition 7.7, the existence portion of which we will prove using the
contraction mapping principle.

Lemma 7.8. For f(ε, t) ∈ A n,r′(C([0, 1])), set g(ε, t) :=
∫ ε

0
f(ε′, t) dε′. Then,

g ∈ A n,r′(C([0, 1])) and

‖g‖A n,r′ (C([0,1])) ≤ ‖f‖A n,r′ (C([0,1])).

Proof. This is immediate from the definitions.

For F̃ (ε, t) = (F̃1(ε, t), . . . , F̃N (ε, t)) ∈ A n,r′(C([0, 1];RN )) and 1 ≤ l ≤ N , set

Tl(F̃ )(ε, t) = F̃l,0 +

∫ ε

0

 n∑
j=1

∑
α∈NN
|α|≤L

tj ãα,j,l(ε
′, t)F̃ (ε′, t)α

 dε′,

and set T (F̃ ) := (T1(F̃ ), . . . , TN (F̃ )). Using that A n,r′(C([0, 1])) is an algebra
(Lemma 4.1), r′ ≤ r, and Lemma 7.8, we have T : A n,r′(C([0, 1];RN )) →
A n,r′(C([0, 1];RN )). Furthermore, F̃ solves (7.4) if and only if T (F̃ ) = F̃ .

Set

M :=
{
F̃ = (F̃1, . . . , F̃N ) ∈ A n,r′(C([0, 1];RN )) : ‖F̃l‖An,r′ (C([0,1])) ≤ 2D, 1 ≤ l ≤ N

}
.

We giveM the metric ρ(F̃ , F̂ ) := max1≤l≤N ‖F̃l − F̂l‖A n,r′ (C([0,1])). With this metric,
M is a complete metric space.

Lemma 7.9. T :M→M and is a strict contraction.

Proof. For F̃ ∈M, |α| ≤ L, 1 ≤ j ≤ n, and 1 ≤ l ≤ N , we have by Lemma 4.1,

‖tj ãα,j,lF̃α‖A n,r′ (C([0,1])) ≤ ‖tj‖A n,r′‖ãα,j,k‖A n,r′ (C([0,1]))(2D)|α|

≤ r′2|α|D|α|+1 ≤ r′2L(max{1, D})L+1.

Thus, by Lemma 7.8,

‖Tl(F̃ )‖A n,r′ (C([0,1])) ≤ |F̃l,0|+
n∑
j=1

∑
|α|≤L

r′2L(max{1, D})L+1

≤ D + r′n2L(L+ 1)N (max{1, D})L+1 ≤ 2D,

where the last inequality follows from the choice of r′. It follows that T :M→M.
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Again using Lemma 4.1, we have for F̃ , F̂ ∈ M, |α| ≤ L, 1 ≤ j ≤ n, and
1 ≤ l ≤ N ,

‖tj ãα,j,l(F̃α − F̂α)‖A n,r′ (C([0,1]))

≤ ‖tj‖A n,r′‖ãα,j,l‖A n,r′ (C([0,1]))|α|(2D)|α|−1 max
1≤k≤N

‖F̃k − F̂k‖A n,r′ (C([0,1]))

≤ r′2|α|−1D|α||α|ρ(F̃ , F̂ ) ≤ r′2L−1(max{1, D})LLρ(F̃ , F̂ ).

Thus, by Lemma 7.8,

‖Tl(F̃ )− Tl(F̂ )‖A n,r′ (C([0,1])) ≤
n∑
j=1

∑
|α|≤L

r′2L−1(max{1, D})LLρ(F̃ , F̂ )

≤ n(L+ 1)N+1r′2L−1(max{1, D})Lρ(F̃ , F̂ ) ≤ 1

2
ρ(F̃ , F̂ ),

where the last inequality follows from the choice of r′. It follows that ρ(T (F̃ ), T (F̂ )) ≤
1
2ρ(F̃ , F̂ ), and therefore T :M→M is a strict contraction.

Proof of Proposition 7.7. Lemma 7.9 shows that the contraction mapping principle
applies to T :M→M to yield a unique fixed point F̃ ∈ M of T . This fixed point
is the desired solution to (7.4). Since F̃ ∈ M, (7.5) follows. Finally, since (7.4)
is a standard ODE, standard uniqueness theorems (using, for example, Grönwall’s
inequality) give the claimed uniqueness.

Proof of Proposition 7.6. Suppose F ∈ C(Bn(r);RN ) satisfies (7.2). Set F̃ (ε, t) =

F (εt), ãα,j,l(ε, t) = aα,j,l(εt), and F̃l,0 := Fl,0. Then, F̃ satisfies (7.4). The uniqueness

from Proposition 7.7 shows that F̃ is the solution described in that result, and therefore
F̃ (ε, t) ∈ A n,r′(C([0, 1];RN )) and (7.5) holds. Since F (t) = F̃ (1, t), the result follows.

7.1.3. Identifying Real Analytic Functions II: Manifolds. Let X1, . . . , Xq

be C1 vector fields on a C2 manifold M. Fix x0 ∈M and suppose X1, . . . , Xq satisfy
C(x0, η,M) for some η > 0. Fix N,L ∈ N, ξ > 0. For 1 ≤ l ≤ N , 1 ≤ j ≤ q, let Pl,j be a
polynomial of degree L, in N indeterminates, with coefficients in A x0,η

X ∩C(BX(x0, ξ)):

Pl,j(x, y) =
∑
α∈NN
|α|≤L

bα,l,j(x)yα,

where bα,l,j ∈ A x0,η
X ∩ C(BX(x0, ξ)). Fix D > 0 with ‖bα,l,j‖A x0,η

X
≤ D, ∀α, j, l.

Proposition 7.10. Suppose G = (G1, . . . , GN ) ∈ C(BX(x0, ξ);RN ) satisfies, for
1 ≤ j ≤ q, 1 ≤ l ≤ N ,

XjGl(x) = Pl,j(x,G(x)).

Then, ∃r′ ∈ (0, η] with G ∈ A x0,r
′

X (RN ). Furthermore, ‖G‖
A
x0,r

′
X

≤ C where C and r′

can be chosen to depend only on upper bounds for q, η−1, ξ−1, D, L, N , and |G(x0)|.

Proof. Let Ψ(t1, . . . , tq) := exp(t1X1 + · · · + tqXq)x0, and set F (t) := G(Ψ(t)).

The goal is to show F ∈ A q,r′(RN ) with ‖F‖A q,r′ (RN ) ≤ C, where r′ and C are as in



COORDINATES ADAPTED TO VECTOR FIELDS III 1057

the statement of the result. Note that F satisfies

∂

∂ε
Fl(εt) =

q∑
j=1

tj(XjFl)(Ψ(εt)) =

q∑
j=1

∑
α∈NN
|α|≤L

tjbα,l,j ◦ Φ(εt)F (εt)α.

By hypothesis, bα,l,j ◦ Ψ ∈ A q,η with ‖bα,l,j ◦ Ψ‖A q,η ≤ D. From here, the result
follows immediately from Proposition 7.6 (with n = q and r = min{η, ξ}).

7.2. The Quantitative Theorem. In this section, we prove Theorem 3.10
which is the main theorem of this paper. We separate the proof into two parts: when
the vector fields are linearly independent at x0 (i.e., when n = q) and more generally
when the vector fields may be linearly dependent at x0 (i.e., when q ≥ n).

7.2.1. Linearly Independent. In this section we prove Theorem 3.10 in the
special case when n = q; so that we have X = XJ0 . By Proposition 3.1, X1, . . . , Xn

span the tangent space at every point of BX(x0, ξ). Since we know BX(x0, ξ) is an
n-dimensional manifold, we have that X1, . . . , Xn form a basis for the tangent space
at every point of BX(x0, ξ). Taking χ = ξ, Theorem 3.10 (a), (b), and (c) follow
immediately.

We apply Proposition 6.2 to obtain η̂ ∈ (0, η0] as in that proposition; so that
Φ : Bn(η̂)→ BX(x0, ξ) and is a C2 diffeomorphism onto its image. We let Yj = Φ∗Xj ,
and define A as in Theorem 3.10 by Y = (I +A)∇. Our main goal is to show that A
is real analytic; this will imply that Y1, . . . , Yn are real analytic as well.

We have assumed clj,k ∈ A x0,η
X with ‖clj,l‖A x0,η

X
. 1. Thus, by the definition of

A x0,η
X , we have clj,k ◦ Φ ∈ A n,η with ‖clj,k ◦ Φ‖A n,η . 1. We conclude clj,k ◦ Φ ∈ A n,η̂

with ‖clj,k ◦ Φ‖A n,η̂ . 1.
For 1 ≤ l ≤ n, define an n × n matrix Cl(t) by letting the j, k component

of Cl(t) equal ckj,l ◦ Φ. Thus, Cl ∈ A n,η̂(Mn×n) with ‖Cl‖A n,η̂(Mn×n) . 1. Set

C(t) :=
∑n
l=1 tlCl(t). By Proposition 6.2 (c), A(0) = 0, and by Proposition 6.2 (d),

A satisfies the differential equation (6.1).
Proposition 7.2 shows that there is an admissible constant η1 ∈ (0, η̂] such that

(6.1) has a solution Â ∈ A n,η1(Mn×n) with ‖Â‖A n,η1 (Mn×n) ≤ 1
2 . By the uniqueness of

this solution described in Proposition 7.2, A
∣∣
Bn(η1)

= Â. This establishes Theorem 3.10

(g). Theorem 3.10 (h) is an immediate consequence of (g) (since Y = YJ0 when
n = q).

Proposition 6.2 (a) shows Φ(Bn(η̂)) is an open subset of BX(x0, ξ) and Proposi-
tion 6.2 (b) shows Φ : Bn(η̂)→ Φ(Bn(η̂)) is a C2 diffeomorphism. Since η1 ≤ η̂, we
see Φ(Bn(η1)) is an open subset of BX(x0, ξ) and Φ : Bn(η1) → Φ(Bn(η1)) is a C2

diffeomorphism. This establishes Theorem 3.10 (d) and (e).
Finally, we prove Theorem 3.10 (f). We have already taken χ = ξ, and we have

Φ(Bn(η1)) ⊆ BX(x0, ξ). Thus it suffices to prove the existence of ξ1 and ξ2. Since
XJ0 = X, we may take ξ1 = ξ2, and therefore we only need to prove the existence of
ξ1. This follows just as in [SS18, Lemma 9.23].

7.2.2. Linearly Dependent. In this section we prove Theorem 3.10 in the
general case, q ≥ n. As in [SS18] the goal is to reduce the problem to the case q = n.
Set

I0(n, q) := {(i1, . . . , in) ∈ I(n, q) : 1 ≤ i1 < i2 < · · · < in ≤ q}.
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Lemma 7.11. For J ∈ I(n, q), 1 ≤ j ≤ n,

LXj
∧
XJ =

∑
K∈I0(n,q)

gKj,J
∧
XK , on BXJ0 (x0, ξ),

where ‖gKj,J‖C(BXJ0
(x0,ξ)) .0 1 and ‖gKj,J‖A x0,η

XJ0

. 1. Here, LXj denotes the Lie

derivative with respect to Xj.

Proof. Let J = (j1, . . . , jn). By the definition of LXj (see [SS18, Section 5] for
more details), we have

LXj
∧
XJ = LXj (Xj1 ∧Xj2 ∧ · · · ∧Xjn)

=

n∑
l=1

Xj1 ∧Xj2 ∧ · · · ∧Xjl−1
∧ [Xj , Xjl ] ∧Xjl+1

∧ · · · ∧Xjn .

But, [Xj , Xjl ] =
∑q
k=1 c

k
j,jl
Xk, by assumption. Thus,

LXj
∧
XJ =

n∑
l=1

q∑
k=1

ckj,jlXj1 ∧Xj2 ∧ · · · ∧Xjl−1
∧Xk ∧Xjl+1

∧ · · · ∧Xjn .

The result now follows from the anti-commutativity of ∧ and the assumptions on cki,j .

Take χ ∈ (0, ξ] to be the 0-admissible constant given by Proposition 6.1. With
this choice of χ, Theorem 3.10 (a), (b), and (c) follow immediately. In particular,∧
XJ0(y) 6= 0 for y ∈ BX(x0, ξ). It therefore makes sense to consider

∧
XJ (y)∧
XJ0 (y) for any

J ∈ I(n, q) and y ∈ BXJ0 (x0, χ).

Lemma 7.12. For J ∈ I(n, q), 1 ≤ j ≤ n,

Xj

∧
XJ∧
XJ0

=
∑

K∈I0(n,q)

gKj,J

∧
XK∧
XJ0

−
∑

K∈I0(n,q)

gKj,J0

∧
XJ∧
XJ0

∧
XK∧
XJ0

,

where gKj,J are the functions from Lemma 7.11.

Proof. We use the identity

Xj

∧
XJ∧
XJ0

=
LXj

∧
XJ∧

XJ0

−
∧
XJ∧
XJ0

LXj
∧
XJ0∧

XJ0

,

which is proved in [SS18, Lemma 5.1]. From here, the result follows immediately from
Lemma 7.11.

Lemma 7.13. For J ∈ I(n, q) we have
∧
XJ∧
XJ0
∈ C(BXJ0 (x0, χ)) and∥∥∥∥ ∧XJ∧

XJ0

∥∥∥∥
C(BXJ0

(x0,χ))

.0 1.

Proof. This is just a restatement of Theorem 3.10 (b), which we have already
shown.

Lemma 7.14. There exists an admissible constant η′ ∈ (0, η] such that ∀J ∈ I(n, q),∧
XJ∧
XJ0
∈ A x0,η

′

XJ0
and ∥∥∥∥ ∧XJ∧

XJ0

∥∥∥∥
A
x0,η

′
XJ0

. 1.
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Proof. Set N := |I0(n, q)| and let G(x) ∈ C(BXJ0 (x0, χ);RN ) be given by

GJ (x) =
∧
XJ (x)∧
XJ0 (x) , for J ∈ I0(n, q). Lemma 7.12 shows that Proposition 7.10 applies to

G (with ξ = χ, X = XJ0 , q = n, L = 2, D an admissible constant, and |G(x0)| ≤ ζ−1).
Here we taken η′ to be r′ from that result. The lemma follows.

Lemma 7.15. For 1 ≤ k ≤ q, 1 ≤ l ≤ n, there exist b̃lk ∈ C(BXJ0 (x0, χ))∩A x0,η
′

XJ0
such that

Xk =

n∑
l=1

b̃lkXl. (7.6)

Furthermore, ‖b̃lk‖C(BXJ0
(x0,χ)) .0 1 and ‖b̃lk‖A x0,η

′
XJ0

. 1.

Proof. For 1 ≤ k ≤ q, 1 ≤ l ≤ n, set J(l, k) = (1, 2, . . . , l−1, k, l+1, . . . , n) ∈ I(n, q)
and define

b̃lk :=

∧
XJ(l,k)∧
XJ0

.

Cramer’s rule shows (7.6) (see [SS18, Section 5] for more comments on this application
of Cramer’s rule). The desired estimates follow from Lemmas 7.13 and 7.14, completing
the proof.

Lemma 7.16. For 1 ≤ i, j, k ≤ n, there exist ĉki,j ∈ C(BXJ0 (x0, χ)) ∩A x0,η
′

XJ0
such

that

[Xi, Xj ] =

n∑
k=1

ĉki,jXk. (7.7)

Furthermore, ‖ĉki,j‖C(BXJ0
(x0,χ)) .0 1 and ‖ĉki,j‖A x0,η

′
XJ0

. 1.

Proof. For 1 ≤ i, j ≤ n we have using Lemma 7.15

[Xi, Xj ] =

q∑
k=1

cki,jXk =

n∑
l=1

(
q∑

k=1

cki,j b̃
l
k

)
Xl.

Setting ĉli,j :=
∑q
k=1 c

k
i,j b̃

l
k, (7.7) follows. We have ‖cki,j‖C(BXJ0

(x0,ξ)) .0 1 and

‖cki,k‖A x0,η

XJ0

. 1, by the definition of admissible constants. Combining this with

Lemma 7.15, the fact that ‖fg‖C(BXJ0
(x0,ξ)) ≤ ‖f‖C(BXJ0

(x0,ξ))‖g‖C(BXJ0
(x0,ξ))

(which is immediate from the definition), and ‖fg‖
A
x0,η

′
XJ0

≤ ‖f‖
A
x0,η

′
XJ0

‖g‖
A
x0,η

′
XJ0

(see

Lemma 4.1), the desired estimates follow.

In light of Lemma 7.16, the case n = q of Theorem 3.10 (which we proved in
Section 7.2.1) applies to X1, . . . , Xn with η replaced by η′ and ξ replaced by χ,10

yielding admissible constants η1 ∈ (0, η′] and ξ1 > 0 as in that theorem. This establishes
(d), (e), (g), (f) (except the existence of ξ2), and (h) for 1 ≤ j ≤ n. Since we have
already shown (a), (b), and (c), all that remains to show is the existence of ξ2 as in

10When n = q, we proved Theorem 3.10 with χ = ξ.
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(f) and (h) for n+ 1 ≤ j ≤ q. The existence of ξ2 follows directly from [SS18, Lemma
9.35].

All that remains is (h) for n + 1 ≤ j ≤ q. Lemma 7.15 shows ‖b̃lk‖A x0,η
′

XJ0

. 1.

Thus, by the definition of A x0,η
′

XJ0
, we have ‖b̃lk ◦ Φ‖A n,η1 . 1. Pulling back (7.6) via

Φ, we have for n+ 1 ≤ k ≤ q,

Yk =

n∑
l=1

(
b̃lk ◦ Φ

)
Yl.

Since we already know ‖Yl‖A n,η1 (Rn) . 1 (1 ≤ l ≤ n) it follows that ‖Yk‖A n,η1 (Rn) . 1.
Here, we have used that A n,η1 is a Banach algebra (Lemma 4.1). This completes the
proof.

7.3. Densities. In this section, we prove Theorem 3.14 and Corollary 3.15. We
take the same setting and notation as in that Section 3.2.1. In particular, we have
all of the conclusions of Theorem 3.10, and take η1, χ, and Φ as in that theorem. In
addition, we have a density ν on BXJ0 (x0, χ) (where χ is as in Theorem 3.10). Let
fj be as in Section 3.2.1. As in Theorem 3.10, we (without loss of generality) take
J0 = (1, . . . , n).

Following [SS18], we introduce an auxiliary density on BXJ0 (x0, χ) given by

ν0(Z1, . . . , Zn) :=

∣∣∣∣ Z1 ∧ Z2 ∧ · · · ∧ Zn
X1 ∧X2 ∧ · · · ∧Xn

∣∣∣∣ . (7.8)

Since X1∧X2∧· · ·∧Xn is never zero on BXJ0 (x0, χ) (Theorem 3.10 (a)), ν0 is defined
on BXJ0 (x0, χ) and is clearly a density. Note that ν0(X1, . . . , Xn) ≡ 1, so that ν0 is
nonzero everywhere on BXJ0 (x0, χ).

Lemma 7.17. For 1 ≤ j ≤ n, LXjν0 = f0
j ν0, where f0

j ∈ A x0,η1
XJ0

∩C(BXJ0 (x0, χ))

and ‖f0
j ‖A x0,η1

XJ0

. 1, ‖f0
j ‖C(BXJ0

(x0,χ)) .0 1.

Proof. The function f0
j was computed in the proof of [SS18, Lemma 9.38]. There

it is shown

f0
j = −

∑
K∈I0(n,q)

gKj,J0

∧
XK∧
XJ0

,

where gKj,J0 is the function from Lemma 7.11. We have by Lemma 7.11,

‖gKj,J0‖A x0,η1
XJ0

≤ ‖gKj,J0‖A x0,η

XJ0

. 1, ‖gKj,J0‖C(BXJ0
(x0,χ)) ≤ ‖gKj,J0‖C(BXJ0

(x0,ξ)) .0 1.

Also, by Lemma 7.13 and Lemma 7.14,∥∥∥∥∧XK∧
XJ0

∥∥∥∥
A
x0,η1
XJ0

≤
∥∥∥∥∧XK∧

XJ0

∥∥∥∥
A
x0,η

′
XJ0

. 1,

∥∥∥∥ ∧XJ∧
XJ0

∥∥∥∥
C(BXJ0

(x0,χ))

. 1.

where we have used that η′ from the proof of Theorem 3.14 satisfies η′ ≥ η1. Using
the above, the result follows from Lemma 4.1.
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Define h0 ∈ C(Bn(η1)) by Φ∗ν0 = h0σLeb, where σLeb denotes the Lebesgue
density on Rn.

Lemma 7.18. h0(t) = det(I +A(t))−1 where A is the matrix from Theorem 3.14.
Furthermore, h0(t) ≈0 1, ∀t ∈ Bn(η1), and h0 ∈ A n,η1 with ‖h0‖A n,η1 .0 1.

Proof. Because supt∈Bn(η1) ‖A(t)‖Mn×n ≤ ‖A‖A n,η1 (Mn×n) ≤ 1
2 (by Theorem 3.10

(g)), we have |det(I +A(t))−1| = det(I +A(t))−1, for all t ∈ Bn(η1). Thus,

h0(t) = (Φ∗ν0)(t)

(
∂

∂t1
,
∂

∂t2
, . . . ,

∂

∂tn

)
= (Φ∗ν0)(t)

(
(I +A(t))−1Y1(t), . . . , (I +A(t))−1Yn(t)

)
= |det(I +A(t))−1|(Φ∗ν0)(t)(Y1(t), . . . , Yn(t))

= det(I +A(t))−1ν0(Φ(t))(X1(Φ(t)), . . . , Xn(Φ(t)))

= det(I +A(t))−1.

That h0(t) ≈0 1, ∀t ∈ Bn(η1), now follows from the above mentioned fact that
supt∈Bn(η1) ‖A(t)‖Mn×n ≤ 1

2 .

Since A n,η1(Mn×n) is a Banach algebra (Lemma 4.1) and since ‖A‖A n,η1 (Mn×n) ≤
1
2 , it follows that I+A is invertible in A n,η1(Mn×n) with ‖(I+A)−1‖A n,η1 (Mn×n) ≤ 2.
We conclude ‖h0‖A n,η1 = ‖ det(I +A)−1‖A n,η1 .0 1.

Since ν0 is an everywhere nonzero density, there is a unique g ∈ C(BXJ0 (x0, χ))
such that ν0 = gν.

Lemma 7.19. For 1 ≤ j ≤ n, Xjg = (fj − f0
j )g, and g(x) ≈0;ν g(x0) =

ν(x0)(X1(x0), . . . , Xn(x0)) for all x ∈ BXJ0 (x0, χ).

Proof. See [SS18, Section 9.4].

Lemma 7.20. Set s := min{η1, r}. Then, g ∈ A x0,s
XJ0

and ‖g‖A x0,s

XJ0

.ν

|ν(X1, . . . , Xn)(x0)|.

Proof. Set B(t) := g ◦ Φ(t). The result can be rephrased as saying B ∈ A n,s with
‖B‖A n,s .ν |B(0)| = |g(x0)| = |ν(X1, . . . , Xn)(x0)|. We have, using Lemma 7.19,

∂

∂ε
B(εt) = ((t1X1 + · · ·+ tnXn)g)(Φ(εt))

=

n∑
j=1

tj(fj ◦ Φ(εt)− f0
j ◦ Φ(εt))g ◦ Φ(εt)

=

n∑
j=1

tj(fj ◦ Φ(εt)− f0
j ◦ Φ(εt))B(εt).

(7.9)

Solving the linear ODE (7.9) we have

B(t) = e
∫ 1
0

∑n
j=1 tj(fj◦Φ(εt)−f0

j ◦Φ(εt)) dεB(0).

Since ‖fj‖A x0,r

XJ0

.ν 1, by assumption, and ‖f0
j ‖A x0,η1

XJ0

.ν 1 by Lemma 7.17, we have

‖fj ◦ Φ − f0
j ◦ Φ‖A n,s .ν 1. By Lemma 7.8, if F (t) =

∫ 1

0

∑n
j=1 tj(fj ◦ Φ(εt) − f0

j ◦
Φ(εt))dε, then ‖F‖A n,s .ν 1. Finally, since A n,s is a Banach algebra (by Lemma 4.1),
‖eF ‖A n,s ≤ e‖F‖An,s .ν 1. We conclude ‖B‖A n,s .ν |B(0)|, completing the proof.
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Proof of Theorem 3.14. We have

hσLeb = Φ∗ν = Φ∗gν0 = (g ◦ Φ)Φ∗ν0 = (g ◦ Φ)h0σLeb,

and therefore h = (g ◦ Φ)h0. (a) follows by combining the fact that g ≈0;ν

ν(X1, . . . , Xn)(x0) (Lemma 7.19) and h0 ≈ 1 (Lemma 7.18).
Since ‖g ◦ Φ‖A n,s = ‖g‖A x0,s

XJ0

.ν |ν(X1, . . . , Xn)(x0)| (Lemma 7.20) and

‖h0‖A n,s ≤ ‖h0‖A n,η1 .0 1 (Lemma 7.18), (b) follows by the formula h = (g ◦ Φ)h0

and Lemma 4.1.

Having proved Theorem 3.14 we turn to Corollary 3.15. To facilitate this, we
introduce a corollary of Theorem 3.10.

Corollary 7.21. Let η1, ξ1, ξ2 > 0 be as in Theorem 3.10. Then, there exist
admissible constants η2 ∈ (0, η1], 0 < ξ4 ≤ ξ3 ≤ ξ2 such that

B(x0, ξ4) ⊆ BXJ0 (x0, ξ3) ⊆ Φ(Bn(η2)) ⊆ BXJ0 (x0, ξ2) ⊆ BX(x0, ξ2)

⊆ BXJ0 (x0, ξ1) ⊆ Φ(Bn(η2)) ⊆ BXJ0 (x0, χ) ⊆ BX(x0, ξ).

Proof. After obtaining η1, ξ1, ξ2 from Theorem 3.10, apply Theorem 3.10 again
with ξ replaced by ξ2 to obtain η2, ξ3, and ξ4 as in the statement of the corollary.

Proof of Corollary 3.15. We have

ν(BXJ0 (x0, ξ2)) =

∫
BXJ0

(x0,ξ2)

ν =

∫
Φ−1(BXJ0

(x0,ξ2))

Φ∗ν

=

∫
Φ−1(BXJ0

(x0,ξ2))

h(t) dt ≈0;ν σLeb(Φ−1(BXJ0 (x0, ξ2)))ν(X1, . . . , Xn)(x0),

(7.10)

where σLeb denotes Lebesgue measure, and we have used Theorem 3.14 (a). By
Corollary 7.21 and the fact that η1, η2 > 1 are admissible constants, we have

1 ≈ σLeb(Bn(η2)) ≤ σLeb(Φ−1(BXJ0 (x0, ξ2)) ≤ σLeb(Bn(η1)) ≈ 1. (7.11)

Combining (7.10) and (7.11) proves ν(BXJ0 (x0, ξ2)) ≈ν ν(X1, . . . , Xn)(x0). The same
proof works with BXJ0 (x0, ξ2) replaced by BX(x0, ξ2), which completes the proof of
(3.4).

To prove (3.5), all that remains is to show

|ν(X1, . . . , Xn)(x0)| ≈0 max
j1,...,jn∈{1,...,q}

|ν(Xj1 , . . . , Xjn)(x0)| (7.12)

Note that

1 = |ν0(X1, . . . , Xn)(x0)| ≤ max
k1,...,kn∈{1,...,q}

|ν0(Xk1 , . . . , Xkn)(x0)| ≤ ζ−1 .0 1,

by the definition of ζ. We conclude

max
k1,...,kn∈{1,...,q}

|ν0(Xk1 , . . . , Xkn)(x0)| ≈0 1.

Thus,

|ν(X1, . . . , Xn)(x0)| = |g(x0)ν0(X1, . . . , Xn)(x0)| = |g(x0)|
≈0 |g(x0)| max

k1,...,kn∈{1,...,q}
|ν0(Xk1 , . . . , Xkn)(x0)|

= max
k1,...,kn∈{1,...,q}

|ν(Xk1 , . . . , Xkn)(x0)|.

This establishes (7.12) and completes the proof.
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7.4. Qualitative Results. In this section, we prove the qualitative results; i.e,
Theorems 3.3 and 3.4. These are simple consequences of Theorem 3.10. We begin
with Theorem 3.3. For this we recall [SS18, Proposition 4.14].

Lemma 7.22 (Proposition 4.14 of [SS18]). Let X1, . . . , Xq be C1 vector fields on
a C2 manifold M.

(i) Let K b M be a compact set. Then ∃η > 0 such that ∀x0 ∈ K, X1, . . . , Xn

satisfy C(x0, η,M).
(ii) Let K b M be a compact set. Then, there exists δ0 > 0 such that ∀θ ∈ Sq−1

if x ∈ K is such that θ1X1(x) + · · ·+ θqXq(x) 6= 0, then ∀r ∈ (0, δ0],

erθ1X1+···+rθqXqx 6= x.

Comments on the proof. In [SS18, Proposition 4.14], (i) was only stated for a
fixed x0 ∈M and not “uniformly on compact sets.” However, the same proof yields
(i); indeed, it is an immediate consequence of the Picard-Lindelöf theorem. (ii) is
stated directly in [SS18, Proposition 4.14].

Remark 7.23. Lemma 7.22 shows that we always have η and δ0 as in the
assumptions of Theorem 3.10. Thus, if we wish to apply Theorem 3.10 to obtain a
qualitative result, we do not need to verify the existence of η and δ0.

Lemma 7.24. Let X1, . . . , Xq be C1 vector fields on an n-dimensional C2 manifold
M . Let V ⊆ M be open, let U ⊆ Rn be an open neighborhood of 0 ∈ Rn, and
let Φ : U → V be a C2-diffeomorphism. Fix r > 0 so that Bn(r) ⊆ U and set
x0 = Φ(0). Set Yj = Φ∗Xj and suppose Yj ∈ A n,r(Rn), 1 ≤ j ≤ q, and for some j0, k0

[Yj0 , Yk0 ] =
∑q
l=1 c̃

l
j0,k0

Yl, where c̃lj0,k0 ∈ A n,r. Then, there exists a neighborhood V ′

of x0 and s > 0 such that [Xj0 , Xk0 ] =
∑q
l=1 c

l
j0,k0

Xl where clj0,k0 ∈ C
ω,s
X (V ′) and

clj0,k0 = c̃lj0,k0 ◦ Φ−1.

Proof. Since c̃lj0,k0 ∈ A n,r and Yj ∈ A n,r(Rn) (1 ≤ j ≤ q), Lemma 4.2 (ii) shows

c̃lj0,k0 ∈ C
ω,r/2(Bn(r/2)) and Yj ∈ Cω,r/2(Bn(r/2);Rn). Proposition 4.7 shows that

there exists s > 0 with c̃lj0,k0 ∈ C
ω,s
Y (Bn(r/2)), where Y denotes the list of vector

fields Y1, . . . , Yq. Set clj0,k0 := c̃lj0,k0 ◦ Φ−1 and V ′ := Φ(Bn(r/2)). Proposition 2.2

shows clj0,k0 ∈ C
ω,s
X (V ′) and pushing the formula [Yj0 , Yk0 ] =

∑q
l=1 c̃

l
j0,k0

Yl forward

via Φ shows [Xj0 , Xk0 ] =
∑q
l=1 c

l
j0,k0

Xl. This completes the proof.

Proof of Theorem 3.3. (i)⇒ (ii): Let U , V , Φ, and x0 be as in (i). By the
definition of Cω(U ;Rn), there exists an r > 0 such that Φ∗X1, . . . ,Φ

∗Xq ∈ Cω,r(U ;Rn).
Without loss of generality, assume 0 ∈ U and Φ(0) = x0. Reorder X1, . . . , Xq

so that X1(x0), . . . , Xn(x0) are linearly independent and let Yj := Φ∗Xj , so that
Yj ∈ Cω,r(U ;Rn). Note that Y1(0), . . . , Yn(0) span the tangent space T0U . Take
r1 ∈ (0, r] so small Bn(r1) ⊆ U . By Lemma 4.2 (i), Yj ∈ A n,r1(Rn), 1 ≤ j ≤ q. Since
Y1, . . . , Yn are real analytic and form a basis for the tangent space near 0, there exists
r2 > 0 such that

[Yi, Yj ] =

n∑
k=1

c̃ki,jYk, c̃ki,j ∈ A n,r2 .

Pushing this statement forward via Φ shows, for 1 ≤ i, j ≤ n, [Xi, Xj ] =
∑n
k=1 ĉ

k
i,jXk,

where ĉki,j := c̃ki,j ◦Φ−1. Lemma 7.24 shows there exists s1 > 0 with ĉki,j ∈ C
ω,s1
X (V ′) ⊆

CωX(V ′) for some neighborhood V ′ of x0.
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Furthermore, since each Yj (1 ≤ j ≤ q) is real analytic, and Y1, . . . , Yn form a
basis of the tangent space near 0, there is s2 > 0 such that, for n+ 1 ≤ j ≤ q,

Yj =

n∑
k=1

b̃kjYk, b̃kj ∈ A n,s2 . (7.13)

By Lemma 4.2 (ii), b̃kj ∈ Cω,s2/2(Bn(s2/2)). Proposition 4.7 shows that there exists

s3 > 0 such that b̃kj ∈ Cω,s3Y (Bn(s2/2)). Proposition 2.2 shows bkj := b̃kj ◦ Φ−1 ∈
Cω,s3X (Φ(Bn(s2/2))) ⊆ CωX(Φ(Bn(s2/2)). Pushing (7.13) forward via Φ, we have
Xj =

∑n
k=1 b

k
jXk. Combining the above proves (ii).

(ii)⇒ (iii): Suppose (ii) holds. Let V be as in (ii) and take r > 0 so that
ĉki,j , b

k
j ∈ C

ω,r
X (V ), ∀i, j, k. We wish to show for 1 ≤ i, j ≤ q,

[Xi, Xj ] =

q∑
k=1

cki,jXk, cki,j ∈ C
ω,r/2
X (V ). (7.14)

For 1 ≤ i, j ≤ n, (7.14) follows directly from the hypothesis (ii). We prove (7.14) for
n+ 1 ≤ i, j ≤ q. The remaining cases (1 ≤ i ≤ n and n+ 1 ≤ j ≤ q, or n+ 1 ≤ i ≤ q
and 1 ≤ j ≤ n) are similar and easier. We have

[Xi, Xj ] =

[
n∑

k1=1

bk1i Xk1 ,

n∑
k2=1

bk2j Xk2

]

=

n∑
k1,k2=1

(
bk1i (Xk1b

k2
j )Xk2 − b

k2
j (Xk2b

k1
i )Xk1 +

n∑
l=1

bk1i b
k2
j ĉ

l
k1,k2Xl

)
.

We are given bkj , ĉk1,j2 ∈ C
ω,r
X (V ) ⊆ Cω,r/2X (V ) and Lemma 4.6 shows Xlb

k
j ∈ C

ω,r/2
X (V ).

Now the result follows from the fact that C
ω,r/2
X (V ) is a Banach algebra (Lemma 4.1).

(iii)⇒ (i): This is a consequence of Theorem 3.10. We make a few comments
to this end. First of all, as discussed in Lemma 7.22 and Remark 7.23, there exist
η and δ0 as in the hypotheses of Theorem 3.10. In (iii) we are given cki,j ∈ Cω,rX

near x0 for some r > 0, while in Theorem 3.10 it is assumed clj,k is continuous near

x0 and ckj,k ∈ A x0,η
XJ0

(where J0 is chosen as in that theorem with ζ = 1). However,

cki,j ∈ C
ω,r
X near x0 clearly implies clj,k is continuous near x0, and Lemma 4.3 shows

Cω,ηX ⊆ A x0,η
X ⊆ A x0,η

XJ0
, so by shrinking η to be ≤ r, those hypotheses follow. With

these remarks, Theorem 3.10 applies to yield the coordinate chart Φ as in that theorem.
This coordinate chart has the properties given in (i), completing the proof.

We now turn to Theorem 3.4. The uniqueness of the real analytic structure
described in that theorem follows from the next lemma.

Lemma 7.25. Let M,N be two n-dimensional real analytic manifolds and suppose
X1, . . . , Xq are real analytic vector fields on M which span the tangent space at every
point, and Z1, . . . , Zq are real analytic vector fields on N . Let Ψ : M → N be a C2

diffeomorphism such that Ψ∗Xj = Zj. Then Ψ is real analytic.

Proof. Fix a point x0 ∈ M . We will show Ψ is real analytic near x0. Reorder
the vector fields X1, . . . , Xq so that X1(x0), . . . , Xn(x0) are linearly independent; and
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therefore form a basis for the tangent space near x0. Reorder Z1, . . . , Zq in the
corresponding way, so that we have Ψ∗Xj = Zj . I.e., we have

dΨ(x)Xj(x) = Zj(Ψ(x)).

Pick a real analytic coordinate system, x1, . . . , xn, on M near x0. Since X1, . . . , Xn

span the tangent space near x0 and are real analytic, and Z1, . . . , Zn are real analytic,
we have, for x near x0,

∂Ψ

∂xj
(x) =

n∑
l=1

aj,l(x)Fj,l(Ψ(x)), 1 ≤ j ≤ n,

where aj,l and Fj,l are real analytic near x0 and Ψ(x0), respectively. Proposition 7.1
applies to show Ψ is real analytic near x0, completing the proof.

Proof of Theorem 3.4. (i)⇒ (ii) is obvious. For the converse, suppose (ii)
holds. Thus, for each x ∈ M , there exist open sets Ux ⊆ Rn, Vx ⊆ M , and a C2

diffeomorphism Φx : Ux → Vx such that if Y xj = Φ∗xXj , then Y xj is real analytic on Ux.

We wish to show that the colletion {(Φ−1
x , Vx) : x ∈M} forms a real analytic atlas on

M ; once this is shown, (i) will follow since then Xj will be real analytic with respect
to this atlas by definition, and this atlas is clearly compatible with the C2 structure
on M . Hence, we need only verify that the transition functions are real analytic.
Take x1, x2 ∈ M such that Vx1 ∩ Vx2 6= ∅. Set Ψ = Φ−1

x2
◦ Φx1 : Ux1 ∩ Φ−1

x1
(Vx2) →

Ux2 ∩ Φ−1
x2

(Vx1). We wish to show Ψ is a real analytic diffeomorphism. We already
know Ψ is a C2 diffeomorphism and Ψ∗Y

x1
j = Y x2

j . That Ψ is real analytic now follows
from Lemma 7.25, completing the proof of (i). As mentioned before, the uniqueness
of the real analytic structure, as described in the theorem, follows from Lemma 7.25,
completing the proof.

8. Densities in Euclidean Space. While the hypotheses in Section 3.2.1 con-
cern densities on abstract manifolds, the most important special case which arises in
applications is that of the induced Lebesgue density on real analytic submanifolds
of Euclidean space. In this section, we describe how to apply Theorem 3.14 and
Corollary 3.15 in such a setting.

Let Ω ⊆ RN be open and fix x0 ∈ Ω. Let X1, . . . , Xq ∈ Cωloc(Ω;RN ) be real analytic
vector fields on Ω. We suppose X1, . . . , Xq satisfy the conditions of Theorem 3.10
with M = Ω, and so we have admissible constants as in that theorem, and ξ, δ0, η,
J0, and ζ as in the hypotheses of Theorem 3.10, and we take χ as in the conclusion
of Theorem 3.10.11 As in Theorem 3.10, we take n := dim span{X1(x0), . . . , Xq(x0)}.
We also assume that ξ is chosen so that BX(x0, ξ) b Ω. Fix an open set Ω′ with
BX(x0, ξ) b Ω′ b Ω.

Under these hypotheses, Proposition 3.1 applies to show that BX(x0, ξ) is an
n-dimensional, injectively immersed submanifold of Ω. Classical theorems show
that BX(x0, ξ) can be given the structure of a real analytic,12 injectively immersed
submanifold of Ω and X1, . . . , Xq are real analytic vector fields on BX(x0, ξ). Let
ν denote the induced Lebesgue density on BX(x0, ξ). The goal of this section is to

11There is a sense in which Theorem 3.10 can always be applied to real analytic vector fields. This
is the subject of Section 5.1.2 and Section 9. However, this section has a different thrust and so we
assume the hypotheses of Theorem 3.10.

12It is not important for the results in this section that BX(x0, ξ) can be given a real analytic
structure.
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describe how the hypotheses of Theorem 3.14 and Corollary 3.15 hold, for this choice
of ν, in a quantitative way.13

As in Theorem 3.10 we, without loss of generality, reorder the vector fields so that
J0 = (1, . . . , n).

Fix δ1 > 0 and s1 > 0 so that

X1, . . . , Xn ∈ Cω,s1(BN (x0, δ1);RN ),

where BN (x0, δ1) = {y ∈ RN : |x0 − y| < δ1}.

Definition 8.1. We say C is an E-admissible constant14 if C can be chosen to
depend only on anything an admissible constant may depend on (see Definition 3.9),
and upper bounds for δ−1

1 , s−1
1 , N , ‖Xj‖C1(Ω′), 1 ≤ j ≤ n, and ‖Xj‖Cω,s1 (BN (x0,δ1);RN ),

1 ≤ j ≤ n. We write A .E B if A ≤ CB, where C is a positive E-admissible constant.
We write A ≈E B for A .E B and B .E A.

The main result of this section is the following:

Proposition 8.2. There exists an E-admissible constant r > 0 and functions
f1, . . . , fn ∈ A x0,r

XJ0
∩ C(BXJ0 (x0, χ)) such that for 1 ≤ j ≤ n, LXjν = fjν and

‖fj‖A x0,r

XJ0

.E 1, ‖fj‖C(BXJ0
(x0,χ)) .E 1.

Remark 8.3. It is an immediate consequence of Proposition 8.2 that Theorem 3.14
and Corollary 3.15 hold, for this choice of ν, where any constant which is ν-admissible
in the sense of those results, is E-admissible in the sense of Definition 8.1.

The rest of this section is devoted to the proof of Proposition 8.2. By
Lemma 7.16, for 1 ≤ i, j, k ≤ n, there exists an admissible constant η′ > 0 and

ĉki,j ∈ C(BXJ0 (x0, χ)) ∩A x0,η
′

XJ0
such that

[Xi, Xj ] =

n∑
k=1

ĉki,jXk, 1 ≤ i, j ≤ n, (8.1)

where ‖ĉki,j‖C(BXJ0
(x0,χ)) .0 1 and ‖ĉki,j‖A x0,η

′
XJ0

. 1.

We abuse notation and write XJ0 to both denote the list of vector fields X1, . . . , Xn

and the N × n matrix whose columns are given by X1, . . . , Xn. For K ∈ I0(n,N) we
write XK,J0 to denote the n× n submatirx of XJ0 given by taking the rows listed in
K. We set detn×nXJ0 = (detXK,J0)K∈I0(n,N), so that detn×nXJ0 is a vector (it is
not important in which order the coordinates are arranged). Since X1 ∧X2 ∧ · · · ∧Xn

is never zero on BXJ0 (x0, χ) (by Theorem 3.10 (a)), we have |detn×nXJ0 | > 0 on
BXJ0 (x0, χ).

Lemma 8.4. There exists an E-admissible constant η′′ > 0 such that for 1 ≤ j ≤ n
and K ∈ I0(n,N),

Xj detXK,J0 =
∑

L∈I0(n,N)

g̃Lj,K detXL,J0 ,

13The quantitative estimates in this section do not follow from classical proofs. The main difficulty
is that classical proofs break down near a singular point of the associated foliation. See Remarks 1.1
and 5.6.

14Here, E stands for “Euclidean”.



COORDINATES ADAPTED TO VECTOR FIELDS III 1067

where g̃Lj,K ∈ A x0,η
′′

XJ0
∩C(BXJ0 (x0, χ)) and ‖g̃Lj,K‖A x0,η

′′
XJ0

.E 1, ‖g̃Lj,K‖C(BXJ0
(x0,χ)) .E

1.

Proof. For K = (k1, . . . , kn) ∈ I0(n,N), set νK = dxk1 ∧ dxk2 ∧ · · · ∧ dxkn , so that
νK is an n-form on RN . Note that detXK,J0 = νK(

∧
XJ0). Using [Lee03, Proposition

18.9] we have for 1 ≤ j ≤ n,

Xj detXK,J0 = LXjνK
(∧

XJ0

)
= (LXjνK)

(∧
XJ0

)
+ νK

(
LXj

∧
XJ0

)
. (8.2)

We address the two terms on the right hand side of (8.2) separately.
For the second term on the right hand side of (8.2), we have

νK

(
LXj

∧
XJ0

)
= νK(LXj (X1 ∧X2 ∧ · · · ∧Xn))

= νK([Xj , X1] ∧X2 ∧ · · · ∧Xn) + νK(X1 ∧ [Xj , X2] ∧X3 ∧ · · · ∧Xn)

+ · · ·+ νK(X1 ∧X2 ∧ · · · ∧Xn−1 ∧ [Xj , Xn])

(8.3)

The terms on the right hand side of (8.3) are all similar, so we address only the first.
We have, using (8.1),

νK([Xj , X1] ∧X2 ∧ · · · ∧Xn) =

n∑
l=1

ĉlj,1νK(Xl ∧X2 ∧ · · · ∧Xn)

= ĉ1j,1νK(X1 ∧X2 ∧ · · · ∧Xn) = ĉ1j,1 detXK,J0 .

Since ĉ1j,1 ∈ A x0,η
′

XJ0
∩ C(BXJ0 (x0, χ)) with ‖ĉ1j,1‖A x0,η

′
XJ0

. 1, ‖ĉ1j,1‖C(BXJ0
(x0,χ)) .0 1,

this is of the desired form for any η′′ ≤ η′.
We now turn to the first term on the right hand side of (8.2). We have, for

K = (k1, . . . , kn),

LXjνK = LXj (dxk1 ∧ dxk2 ∧ · · · ∧ dxkn)

= (LXjdxk1) ∧ dxk2 ∧ · · · dxkn + dxk1 ∧ (LXjdxk2) ∧ · · · ∧ dxkn
+ · · ·+ dxk1 ∧ dxk2 ∧ · · · ∧ (LXjdxkn).

(8.4)

Each term on the right hand side of (8.4) is similar, so we describe the first. For

this, we write Xj =
∑N
k=1 a

k
j
∂
∂xk

(1 ≤ j ≤ n), where akj ∈ Cω,s1(BN (x0, δ1)) ∩ C1(Ω′)

with ‖akj ‖Cω,s1 (BN (x0,δ1)) .E 1 and ‖akj ‖C1(Ω′) .E 1. Then, LXjdxk1 = dak1j =∑N
l=1

∂a
k1
j

∂xl
dxl. Thus,

(LXjdxk1) ∧ dxk2 ∧ · · · ∧ dxkn =

N∑
l=1

∂ak1j
∂xl

dxl ∧ dxk2 ∧ · · · ∧ dxkn =

N∑
l=1

∂ak1j
∂xl

εK,lνKl ,

where εK,l ∈ {−1, 0, 1} and Kl ∈ I0(n,N) is obtained by reordering (l, k2, k3, . . . , kn)
to be non-decreasing. Applying the same ideas to the other terms on the right hand
side of (8.4), we see

(LXjνK)
(∧

XJ0

)
=

∑
L∈I0(n,N)

bLj,KνL

(∧
XJ0

)
=

∑
L∈I0(n,N)

bLj,K detXL,J0 , (8.5)
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where each bLj,K is a sum of terms of the form ±∂a
k
j

∂xl
where 1 ≤ j ≤ n, 1 ≤ k, l ≤ N

(and the number of terms in this sum is .E 1).
Since akj ∈ Cω,s1(BN (x0, δ1)) with ‖akj ‖Cω,s1 (BN (x0,δ1)) .E 1, applying Lemma 4.6

(with X = ∇) shows

∂akj
∂xl
∈ Cω,s1/2(BN (x0, δ1)),

∥∥∥∥∥∂akj∂xl

∥∥∥∥∥
Cω,s1/2(BN (x0,δ1))

.E 1, 1 ≤ j ≤ n, 1 ≤ k, l ≤ N.

We conclude bLj,K ∈ Cω,s1/2(BN (x0, δ1)) with ‖bLj,K‖Cω,s1/2(BN (x0,δ1)) .E 1.
By Proposition 4.7 (i), there exists an E-admissible constant s2 > 0 such

that bLj,K ∈ Cω,s2XJ0
(BN (x0, δ1)) with ‖bLj,K‖Cω,s2XJ0

(BN (x0,δ1)) .E 1. Also, it imme-

diately follows from the properties of the akj that bLj,K ∈ C(BXJ0 (x0, χ)) with

‖bLj,K‖C(BXJ0
(x0,χ)) .E 1 (here we have used χ ≤ ξ and therefore BXJ0 (x0, χ) ⊆ Ω′).

Because, for 1 ≤ j ≤ n, ‖Xj‖C1(BN (x0,δ1);RN ) .E ‖Xj‖Cω,s1 (BN (x0,δ1);RN ) .E 1,
the Picard-Lindelöf theorem shows that we may take an E-admissible constant η′′ ∈
(0,min{s2, η

′}] so small that XJ0 satisfies C(x0, η
′′, BN (x0, δ1)). Then, by Lemma 4.3

we have, for 1 ≤ j ≤ n, K,L ∈ I0(n,N),

‖bLj,K‖A x0,η
′′

XJ0

≤ ‖bLj,K‖Cω,s2XJ0
(BN (x0,δ1)) .E 1.

Combining this with (8.5) and the above mentioned fact that ‖bLj,K‖C(BXJ0
(x0,χ)) .E 1,

shows the first term on the right hand side of (8.2) is of the desired form, completing
the proof.

Lemma 8.5. Let K ∈ I0(n,N), 1 ≤ j ≤ n. Then,

Xj
detXK,J0

|detn×nXJ0 |
=

∑
L∈I0(n,N)

g̃Lj,K
detXL,J0

|detn×nXJ0 |

−
∑

L1,L2∈I0(n,N)

g̃L2

j,L1

(detXK,J0)(detXL1,J0)(detXL2,J0)

|detn×nXJ0 |3
,

where g̃L2

j,L1
are the functions from Lemma 8.4.

Proof. We have, using Lemma 8.4, for 1 ≤ j ≤ n, K ∈ I0(n,N),

Xj
detXK,J0
|detn×nXJ0 |

=
Xj detXK,J0
| detn×nXJ0 |

− 1

2

detXK,J0
| detn×nXJ0 |3

Xj | det
n×n

XJ0 |
2

=
∑

L∈I0(n,N)

g̃Lj,K
detXL,J0
| detn×nXJ0 |

−
∑

L1∈I0(n,N)

(detXK,J0)(detXL1,J0)(Xj detXL1,J0)

| detn×nXJ0 |3

=
∑

L∈I0(n,N)

g̃Lj,K
detXL,J0
| detn×nXJ0 |

−
∑

L1,L2∈I0(n,N)

g̃L2
j,L1

(detXK,J0)(detXL1,J0)(detXL2,J0)

| detn×nXJ0 |3
,

completing the proof.

Lemma 8.6. There exists an E-admissible constant η′′′ > 0 such that ∀K ∈
I0(n,N),

detXK,J0

|detn×nXJ0 |
∈ A x0,η

′′′

XJ0
,

∥∥∥∥ detXK,J0

|detn×nXJ0 |

∥∥∥∥
A
x0,η

′′′
XJ0

.E 1.
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Proof. For K ∈ I0(n,N), set GK :=
detXK,J0
| detn×nXJ0 |

. Lemma 8.5 shows, for 1 ≤ j ≤ n,

XjGK =
∑

L∈I0(n,N)

g̃Lj,KGL −
∑

L1,L2∈I0(n,N)

g̃L2

j,L1
GKGL1GL2 .

Using the estimates on the functions g̃L2

j,L1
described in Lemma 8.4, the result follows

from Proposition 7.10, with q = n, η = η′′, ξ = χ, D an E-admissible constant, L = 3,
N = |I0(n,N)|, and |G(x0)| = 1. Here, we take η′′′ to be the r′ guaranteed by that
result.

Lemma 8.7.

detXK,J0

|detn×nXJ0 |
∈ C(BXJ0 (x0, χ)),

∥∥∥∥ detXK,J0

|detn×nXJ0 |

∥∥∥∥
C(BXJ0

(x0,χ))

≤ 1.

Proof. Since
∧
XJ0 is never zero on BXJ0 (x0, χ) (by Theorem 3.10 (a)), the

continuity of
detXK,J0
| detn×nXJ0 |

follows immediately. That it is bounded by 1 follows directly

from the definition.

Lemma 8.8. There exists an E-admissible constant η2 > 0 and functions hj ∈
A x0,η2
XJ0

∩ C(BXJ0 (x0, χ)), 1 ≤ j ≤ n so that

Xj

∣∣∣∣det
n×n

XJ0

∣∣∣∣ = hj

∣∣∣∣det
n×n

XJ0

∣∣∣∣, 1 ≤ j ≤ n,

and ‖hj‖A x0,η2
XJ0

.E 1, ‖hj‖C(BXJ0
(x0,χ)) .E 1.

Proof. Using Lemma 8.4 we have

Xj

∣∣∣∣det
n×n

XJ0

∣∣∣∣ =
1

2

∣∣∣∣det
n×n

XJ0

∣∣∣∣−1

Xj

∣∣∣∣det
n×n

XJ0

∣∣∣∣2 =
1

2

∣∣∣∣det
n×n

XJ0

∣∣∣∣−1 ∑
K∈I0(n,N)

Xj(detXK,J0)2

=

∣∣∣∣det
n×n

XJ0

∣∣∣∣−1 ∑
K,L∈I0(n,N)

g̃Lj,K(detXK,J0)(detXL,J0)

=

∣∣∣∣det
n×n

XJ0

∣∣∣∣ ∑
K,L∈I0(n,N)

g̃Lj,K
detXK,J0

|detn×nXJ0 |
detXL,J0

|detn×nXJ0 |
.

We set hj :=
∑
K,L∈I0(n,N) g̃

L
j,K

detXK,J0
| detn×nXJ0 |

detXL,J0
| detn×nXJ0 |

, and let η2 := η′′ ∧ η′′′. Then,

using the bounds on g̃Lj,K from Lemma 8.4, the bounds on
detXL,J0
| detn×nXJ0 |

from Lemmas 8.6

and 8.7, and Lemma 4.1, we have hj ∈ A x0,η2
XJ0

∩C(BXJ0 (x0, χ)) and ‖hj‖A x0,η2
XJ0

.E 1,

‖hj‖C(BXJ0
(x0,χ)) .E 1 completing the proof.

Lemma 8.9. ν = |detn×nXJ0 |ν0 on BXJ0 (x0, χ), where ν0 is given by (7.8).

Proof. Since ν0(
∧
XJ0) ≡ 1, ν0 is a strictly positive density on BXJ0 (x0, χ). Thus,

ν = f(x)ν0 for some f : BXJ0 (x0, χ) → R. To solve for f we evaluate this equation
at
∧
XJ0 and since ν0(

∧
XJ0) ≡ 1, we have f = ν(

∧
XJ0). Since ν is the induced

Lebesgue density on an n-dimensional, injectively immersed, submanifold of RN (to
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which X1, . . . , Xq are tangent), we have ν(
∧
XJ0) = |detn×nXJ0 |, completing the

proof.

Proof of Proposition 8.2. For 1 ≤ j ≤ n, let fj := f0
j +hj , where f0

j is described in
Lemma 7.17 and hj is described in Lemma 8.8. Then, if r := min{η1, η2} > 0 we have
that r is an E-admissible constant, fj ∈ A x0,r

XJ0
∩ C(BXJ0 (x0, χ)), and ‖fj‖A x0,r

XJ0

.E 1,

‖fj‖C(BXJ0
(x0,χ)) .E 1.

Using Lemmas 7.17, 8.8 and 8.9 we have, for 1 ≤ j ≤ n,

LXjν = LXj
∣∣∣∣det
n×n

XJ0

∣∣∣∣ν0 =

(
Xj

∣∣∣∣det
n×n

XJ0

∣∣∣∣)ν0 +

∣∣∣∣det
n×n

XJ0

∣∣∣∣LXjν0

= hj

∣∣∣∣det
n×n

XJ0

∣∣∣∣ν0 + f0
j

∣∣∣∣det
n×n

XJ0

∣∣∣∣ν0 = fjν,

completing the proof.

9. Scaling and real analyticity: the proof of Theorem 5.4. In this section,
we prove Theorem 5.4. Fix a compact set K b Ω. The idea is that, if m is chosen
sufficiently large (depending on K and V1, . . . , Vr), then a proof similar to that of
Theorem 5.7 will work uniformly for x ∈ K with the manifold M from Theorem 5.7
replaced by Lx. As in Theorem 5.4, throughout this section we use A . B to denote
A ≤ CB where C can be chosen independent of x ∈ K and δ ∈ (0, 1].

We first show how the appropriate conditions hold uniformly, which uses the
Weierstrass preparation theorem. This is based on an idea of Lobry [Lob70]15 (see
also [Sus73, p. 188]), and was used in a similar context in [SS12] and [Str14, Section
2.15.5].

We take the same setting and notation as in Theorem 5.4. Thus, we have real
analytic vector fields V1, . . . , Vr on an open set Ω ⊆ Rn. We assign to each V1, . . . , Vr
the formal degree 1. If Z has formal degree e, we assign to [Vj , Z] the formal degree
e+ 1. We let S denote the (infinite) set of all such vector fields with formal degrees;
thus each (X, e) ∈ S is a pair of a real analytic vector field X and e ∈ N, where X is
an iterated commutator of V1, . . . , Vr.

An important ingredient is the next proposition:

Proposition 9.1. Fix x ∈ Ω. Then, there exists an open neighborhood Ux ⊆ Ω of
x and mx ∈ N such that the following holds. Let m ≥ mx, and let (X1, d1), . . . , (Xq, dq)
be an enumeration of those elements (Z, e) ∈ S with e ≤ m. Then there exist real

analytic functions ĉl,xj,k ∈ Cω(Ux) with

[Xj , Xk] =
∑

dl≤dj+dk

ĉl,xj,kXl on Ux.

We turn to the proof of Proposition 9.1. In the next few results, we (without loss
of generality) relabel the fixed point x ∈ Ω from Proposition 9.1 to be 0. Thus, we
work near the point 0 ∈ Rn. We write f : Rn0 → Rn to denote that f is a germ of a
function defined near 0 ∈ Rn. Let

An :=
{
f : Rn0 → R

∣∣ f is real analytic
}
,

15Lemmas 9.2 and 9.3 are classical, and it was Lobry [Lob70] who first used them to prove a result
similar to Proposition 9.1. Unfortunately, there is a slight error in [Lob70]; see [Ste80]. Below, we
begin with a finite collection of vector fields V1, . . . , Vr, which allows us to avoid this issue.
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Amn :=
{
f : Rn0 → Rm

∣∣ f is real analytic
}
.

Notice that Amn can be identified with the m-fold Cartesian product of An; justifying
our notation. Ann can also be identified with the space of germs of real analytic vector
fields near 0 ∈ Rn.

Lemma 9.2. The ring An is Noetherian.

Comments on the proof. This is a simple consequence of the Weierstrass preparation
theorem. See page 148 of [ZS75]. The proof in [ZS75] is for the formal power series
ring, however, as mentioned on page 130 of [ZS75], the proof also works for the ring of
convergent power series. This is exactly the ring An.

Lemma 9.3. The module Amn is a Noetherian An module.

Comments on the proof. It is a standard fact that for any Noetherian ring R, the
R-module Rm is Noetherian.

Lemma 9.4. Let S ⊂ Ann × N. Then, there exists a finite subset F ⊆ S such that
for every (g, e) ∈ S,

g(x) =
∑

(f,d)∈F
d≤e

c(f,d)(x)f(x),

with cf,d ∈ An.

Proof. Define a map ι : Ann × N → Ann+1 by ι(f, d) = tdf(x), where t ∈ R,
x ∈ Rn. Let M be the submodule of Ann+1 generated by ιS. M is finitely generated
by Lemma 9.3. Let F ⊆ S be a finite subset so that ιF generates M. We will show
that F satisfies the conclusions of the lemma.

Let (g, e) ∈ S. Since teg ∈M, we have

teg(x) =
∑

(f,d)∈F

ĉ(f,d)(t, x)tdf(x), ĉ(f,d) ∈ An+1,

on a neighborhood of (0, 0) ∈ R×Rn. Applying 1
e!∂

e
t

∣∣
t=0

to both sides and using that
1
e!∂

e
t

∣∣
t=0

tdc(f,d)(t, x) = 0 if d > e, we have

g(x) =
∑

(f,d)∈F
d≤e

[
1

e!
∂et
∣∣
t=0

tdĉ(f,d)(t, x)

]
f(x).

The result follows.

We return to the setting at the start of this section. We let Ŝ denote the smallest
collection of vector fields paired with formal degrees such that:

• (V1, 1), . . . , (Vr, 1) ∈ Ŝ.

• If (Y, d), (Z, e) ∈ Ŝ, then ([Y, Z], d+ e) ∈ Ŝ.

Note that Ŝ and S (where S is defined at the start of this section) are closely related.

Indeed, S ⊆ Ŝ, and if (Z, e) ∈ Ŝ then Z is a finite linear combination (with constant
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coefficients) of vector fields Z ′ such that (Z ′, e) ∈ S (this follows from the Jacobi
identity).

Lemma 9.5. Fix x ∈ Ω. There exists a finite set Fx ⊆ S and an open neighborhood
Ux b Ω of x such that for every (X, d) ∈ Ŝ,

X =
∑

(Z,e)∈Fx
e≤d

c
(Z,e)
(X,d)Z, c

(Z,e)
(X,d) ∈ C

ω(Ux).

Proof. In this proof we relabel x to be 0. We apply Lemma 9.4 to Ŝ to obtain a
finite set F̂ ⊆ Ŝ as in that lemma. Thus, every element (X, d) ∈ Ŝ can be written in
the form:

X =
∑

(Z,e)∈F̂
e≤d

c
(Z,e)
(X,d)Z, c

(Z,e)
(X,d) ∈ An.

Since every vector field appearing in Ŝ is a finite linear combination (with constant
coefficients) of vector fields with the same degree in S, there is a finite set F1 ⊆ S
such that every element (X, d) ∈ Ŝ can be written in the form:

X =
∑

(Z,e)∈F1

e≤d

c
(Z,e)
(X,d)Z, c

(Z,e)
(X,d) ∈ An. (9.1)

The problem is that, a priori, the neighborhood of 0 on which c
(Z,e)
(X,d) are defined might

depend on (X, d). Our goal is to find a common neighborhood of 0 which works for

all (X, d) ∈ Ŝ.
Let m := max{d : ∃(X, d) ∈ F1} and set F := {(X, d) ∈ S : d ≤ m}. Note that

F ⊂ S is a finite set and F1 ⊆ F . Furthermore, (9.1) holds with F1 replaced by F
(since F1 ⊆ F). For each (X1, d1), (X2, d2) ∈ F , ([X1, X2], d1 + d2) ∈ Ŝ and therefore
(9.1) holds with (X, d) replaced by ([X1, X2], d1 + d2) and F1 replaced by F . Since
there are only finitely many such vector fields, there is a common neighborhood U1 of
0 such that for each (X1, d1), (X2, d2) ∈ F we may write

[X1, X2] =
∑

(Z,e)∈F
e≤d1+d2

b
(Z,e)
(X1,d1),(X2,d2)Z, b

(Z,e)
(X1,d1),(X2,d2) ∈ C

ω
loc(U1). (9.2)

We claim, ∀(X, d) ∈ Ŝ,

X =
∑

(Z,e)∈F
e≤d

c
(Z,e)
(X,d)Z, c

(Z,e)
(X,d) ∈ C

ω
loc(U1). (9.3)

We prove (9.3) by induction on d. Since (V1, 1), . . . , (Vr, 1) ∈ F , the base case, d = 1,
is clear. Let d0 ≥ 2; we assume the result for all d < d0 and prove the result for
d0. If (X, d0) ∈ Ŝ with d0 ≥ 2, then X = [X1, X2] where (X1, d1), (X2, d2) ∈ Ŝ with
d1 + d2 = d0. In particular, d1, d2 < d0 and so by the inductive hypothesis we may
write for j = 1, 2,

Xj =
∑

(Z,e)∈F
e≤dj

c
(Z,e)
(Xj ,dj)

Z, c
(Z,e)
(Xj ,dj)

∈ Cωloc(U1).
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Thus, we have, using (9.2),

X = [X1, X2] =

 ∑
(Z1,e1)∈F
e1≤d1

c
(Z1,e1)
(X1,d1)Z1,

∑
(Z2,e2)∈F
e2≤d2

c
(Z2,e2)
(X2,d2)Z2


=

∑
(Z1,e1)∈F
e1≤d1

∑
(Z2,e2)∈F
e2≤d2

((
Z1c

(Z2,e2)
(X2,d2)

)
Z2 −

(
Z2c

(Z1,e1)
(X1,d1)

)
Z1 + c

(Z1,e1)
(X1,d1)c

(Z2,e2)
(X2,d2)[Z1, Z2]

)

=
∑

(Z1,e1)∈F
e1≤d1

∑
(Z2,e2)∈F
e2≤d2

(Z1c
(Z2,e2)
(X2,d2)

)
Z2 −

(
Z2c

(Z1,e1)
(X1,d1)

)
Z1

+c
(Z1,e1)
(X1,d1)c

(Z2,e2)
(X2,d2)

∑
(Z3,e3)∈F
e3≤e1+e2

b
(Z3,e3)
(Z1,e1),(Z2,e2)Z3

 .

Since c
(Z1,e1)
(X1,d1), c

(Z2,e2)
(X2,d2), b

(Z3,e3)
(Z1,e1),(Z2,e2) ∈ C

ω
loc(U1), ∀(Z1, e1), (Z2, e2), (Z3, e3) ∈ F , (9.3)

follows for (X, d), completing the proof of (9.3). Taking Fx := F and U b U1 a
relatively compact open set containing 0 = x, the result follows.

Proof of Proposition 9.1. Let Fx ⊂ S and Ux ⊆ Ω be as in Lemma 9.5. Set mx :=
max{e : ∃(Z, e) ∈ Fx}. For m ≥ mx let (X1, d1), . . . , (Xq, dq) be an enumeration of
those elements (Z, e) ∈ S with e ≤ m. Since Fx ⊆ {(X1, d1), . . . , (Xq, dq)} and for

each i, j, ([Xi, Xj ], di + dj) ∈ Ŝ, the result follows from Lemma 9.5.

Lemma 9.6. There exists m = m(K) ∈ N such that the following holds. Let
(X1, d1), . . . , (Xq, dq) be the list of vector fields with formal degrees ≤ m as defined at
the start of this section. Then, there exists ξ ∈ (0, 1], s > 0 such that ∀x ∈ K,

[Xj , Xk] =
∑

dl≤dj+dk

cl,xj,kXl, cl,xj,k ∈ C
ω,s
X (BX(x, ξ)), (9.4)

where X denotes the list of vector fields X1, . . . , Xq. Furthermore,

sup
x∈K
‖cl,xj,k‖Cω,sX (BX(x,ξ)) <∞.

Finally,
⋃
x∈KBX(x, ξ) b Ω.

Proof. For each x ∈ Ω, let mx ∈ N and Ux b Ω be as in Proposition 9.1. Fix an
open set Ω′ with K b Ω′ b Ω, and set K1 := Ω′ b Ω. {Ux : x ∈ K1} is an open cover for
K1 and we extract a finite sub-cover Ux1

, . . . , UxR . Set m := max{mxk : 1 ≤ k ≤ R}
and let (X1, d1), . . . , (Xq, dq) ∈ S be an enumeration of all the vector fields in S with
degree dj ≤ m.

We claim that there exists ξ ∈ (0, 1] such that ∀x ∈ K, ∃k ∈ {1, . . . , R} with
BX(x, ξ) ⊆ Uxk . Consider the list of vector fields W = X1, . . . , Xq,

∂
∂x1

, . . . , ∂
∂xn

. By
the Phragmen-Lindelöf principle, we may take ξ′ > 0 so small BW (x, ξ′) ⊆ Ω′ ⊂ K1,
for all x ∈ K. The balls BW (x, δ) are metric balls and the topology induced by these
balls on Ω is the usual topology. Let ξ ∈ (0, ξ′] be less than or equal to the Lebesgue
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number for the cover Ux1
, . . . , UxR of K1, with respect to the metric associated to

the balls BW (x, δ). Then, ∀x ∈ K, ∃k ∈ {1, . . . , R} with BX(x, ξ) ⊆ BW (x, ξ) =
BW (x, ξ) ∩ K1 ⊆ Uxk , as desired. Also,

⋃
x∈KBX(x, ξ) ⊆ Ux1 ∪ · · · ∪ UxR b Ω.

Let ĉl,xj,k be the functions from Proposition 9.1 (with this choice of m). Take s1 > 0

so that ∀r ∈ {1, . . . , R}, ĉl,xrj,k ∈ Cω,s1(Uxr ).

Take x ∈ K and 1 ≤ r ≤ R so that BX(x, ξ) ⊆ Uxr . Set cl,xj,k := ĉl,xrj,k

∣∣
BX(x,ξ)

.

By Proposition 4.7, there exists s ≈ 1 with cl,xj,k ∈ Cω,sX (BX(x, ξ)) ⊆ Cω,sX (Uxr) ⊆
Cω,s1(Uxr ) and

‖cl,xj,k‖Cω,sX
(BX (x,ξ)) ≤ ‖ĉ

l,xr
j,k ‖Cω,sX

(Uxr )
. ‖ĉl,xrj,k ‖Cω,s1 (Uxr )

≤ max
1≤r≤R

‖ĉl,xrj,k ‖Cω,s1 (Uxr )
. 1.

By the definition of cl,xj,k, we have [Xj , Xk] =
∑
l c
l,x
j,kXl, for x ∈ BX(x, ξ), completing

the proof.

Let m, cl,xj,k, ξ, s, and (X1, d1), . . . , (Xq, dq) be as in Lemma 9.6. We will prove

Theorem 5.4 with this choice of m. For δ ∈ (0, 1], set Xδ
j := δdjXj , let Xδ denote the

list Xδ
1 , . . . , X

δ
q , and set

cl,x,δj,k :=

{
δdj+dk−dlcl,xj,k, if dj + dk ≥ dl,
0, otherwise.

Lemma 9.7. [Xδ
j , X

δ
k ] =

∑
l c
l,x,δ
j,k Xδ

l on BXδ(x, ξ) and

sup
x∈K,δ∈(0,1]

∥∥∥cl,x,δj,k

∥∥∥
Cω,s
Xδ

(B
Xδ

(x,ξ))
<∞.

Proof. This follows immediately from Lemma 9.6, by multiplying (9.4) by δdj+dk

and tracing through the definitions.

We pick j1 = j1(x, δ), . . . , jn0(x) = jn0(x)(x, δ) as in Section 5.1.2 and we set

J0 = J0(x, δ) := (j1(x, δ), . . . , jn0(x)(x, δ)) ∈ I(n0(x), q)) ∈ I(n0(x), q).

Let Xδ
J0

denote the list Xδ
j1(x,δ), . . . , X

δ
jn0(x)(x,δ)

.

Lemma 9.8. The conditions Theorem 3.10 hold uniformly when applied to
Xδ

1 , . . . , X
δ
q , at the base point x, for x ∈ K and δ ∈ (0, 1]. Here we take ξ and

J0 = J0(x, δ) as defined above. The corresponding map Φ from Theorem 3.10 is the
map Φx,δ defined in (5.4). In particular, any constant which is admissible in the sense
of Theorem 3.10 can be taken independent of x ∈ K and δ ∈ (0, 1], when applied to
Xδ

1 , . . . , X
δ
q at the base point x.

Proof. We use ξ > 0 and cl,x,δj,k from Lemma 9.7. The existence of δ0, independent
of x ∈ K and δ ∈ (0, 1], as in the hypotheses of Theorem 3.10 follows directly from
Lemma 7.22. The existence of η > 0, independent of x ∈ K and δ ∈ (0, 1], such that
Xδ satisfies C(x, η,Ω), ∀x ∈ K also follows from Lemma 7.22. With J0 as above, we
may take ζ ≈ 1 in Theorem 3.10. By Lemma 4.3 and Lemma 9.7, we have

sup
x∈K,δ∈(0,1]

∥∥∥cl,x,δj,k

∥∥∥
A
x,min{s,η,ξ}
Xδ
J0(x,δ)

≤ sup
x∈K,δ∈(0,1]

∥∥∥cl,x,δj,k

∥∥∥
Cω,s
Xδ

(B
Xδ

(x,ξ))
<∞.
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Thus, we use min{s, η, ξ} in place of η in the hypotheses of Theorem 3.10. The result
follows.

Lemma 9.8 shows that Theorem 3.10 applies to Xδ
1 , . . . , X

δ
q at the base point x ∈ K,

to yield constants χ, η1, ξ1, ξ2 > 0 as in that theorem (with 0 < ξ2 ≤ ξ1 ≤ χ ≤ ξ),
which are independent of x ∈ K and δ ∈ (0, 1].

Proof of Theorem 5.4 (vi). This follows directly from Theorem 3.10 (g) and
(h).

Proof of Theorem 5.4 (v). By Theorem 3.10 we have BXδ (x, ξ2) ⊆ Φx,δ(B
n(η1)) ⊆

BXδ(x, ξ). Taking ξ0 = ξ2, we have B(X,d)(x, ξ0δ) ⊆ BXδ(x, ξ2) and since ξ ≤ 1,
BXδ(x, ξ) ⊆ BXδ(x, 1) = B(X,d)(x, δ), completing the proof of (v).

Remark 9.9. In the proof of Theorem 5.4 (v), we chose ξ0 so that B(X,d)(x, ξ0δ) ⊆
BXδ(x, ξ2).

Proof of Theorem 5.4 (iii). This is contained in Theorem 3.10 (d) and (e),
except that Theorem 3.10 (e) only guarantees that Φx,δ is a C2 diffeomorphism, not
a real analytic diffeomorphism. However, using (vi) (which we have already proved),

Y x,δ1 , . . . , Y x,δq form a real analytic spanning set for TuB
n0(x)(η1) (∀u ∈ Bn0(x)(η1)).

Since (Φx,δ)∗Y
x,δ
j = δdjXj where X1, . . . , Xq are real analytic on Lx, Lemma 7.25

shows Φx,δ is real analytic.

Lemma 9.10. There exists r > 0, independent of x ∈ K, δ ∈ (0, 1], and functions

fx,δl (1 ≤ l ≤ n0(x)) such that ∀x ∈ K, δ ∈ (0, 1],

LXδ
jl(x,δ)

νx = fx,δl νx, 1 ≤ l ≤ n0(x),

where fx,δl ∈ A x,r

Xδ
J0(x,δ)

∩ C(BXδ
J0(x,δ)

(x, χ)) with

‖fx,δl ‖A x,r

Xδ
J0(x,δ)

, ‖fx,δl ‖C(B
Xδ
J0(x,δ)

(x,χ)) . 1, 1 ≤ l ≤ n0(x).

Proof. It is immediate to verify that the hypotheses of Proposition 8.2, when
applied to the vector fields Xδ, hold uniformly for x ∈ K, δ ∈ (0, 1]. Thus, E-admissible
constants in that theorem can be chosen independent of x ∈ K, δ ∈ (0, 1]. Because of
this, the lemma is an immediate consequence of Proposition 8.2.

In light of Lemma 9.10, the assumptions of Theorem 3.14 and Corollary 3.15 hold,
when applied to the vector fields Xδ and the density νx, at the base point x, uniformly
for x ∈ K and δ ∈ (0, 1]. Thus, any constant which is ν-admissible (or 0; ν-admissible)
in the sense of those results can be chosen independent of x ∈ K, δ ∈ (0, 1].

Since νx is the induced Lebesgue density on an n0(x)-dimensional injectively
immersed submanifold of RN , we have

νx(Z1 ∧ · · · ∧ Zn0(x)) =

∣∣∣∣ det
n0(x)×n0(x)

(
Z1| · · · |Zn0(x)

)∣∣∣∣, (9.5)

where Z1, . . . , Zn0(x) are vector fields tangent to Lx and (Z1| · · · |Zn0(x)) denotes the
N × n0(x) matrix with columns given by Z1, . . . , Zn0(x).

Proof of Theorem 5.4 (iv). This follows from Theorem 3.14 and Corollary 3.15,
using (9.5).
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Proof of Theorem 5.4 (i). By Remark 9.9, Corollary 3.15, and (9.5), we have for
δ ∈ (0, 1],

νx(B(X,d)(x, ξ0δ)) ≤ νx(BXδ(x, ξ2))

≈ max
k1,...,kn0(x)∈{1,...,q}

νx(δdk1Xk1 , . . . , δ
dkn0(x)Xkn0(x)

)

≈
∣∣∣∣ det
n0(x)×n0(x)

δdX(x)

∣∣∣∣
∞
≈
∣∣∣∣ det
n0(x)×n0(x)

(ξ0δ)
dX(x)

∣∣∣∣
∞
,

(9.6)

where the last ≈ follows immediately from the formula for
∣∣detn0(x)×n0(x) δ

dX(x)
∣∣
∞

and the fact that ξ0 ≈ 1.
Similarly, since ξ2 ≤ 1, we have by Corollary 3.15 and (9.5),

νx(B(X,d)(x, δ)) ≥ νx(BXδ(x, ξ2))

≈ max
k1,...,kn0(x)∈{1,...,q}

νx(δdk1Xk1 , . . . , δ
dkn0(x)Xkn0(x)

)

≈
∣∣∣∣ det
n0(x)×n0(x)

δdX(x)

∣∣∣∣
∞
.

(9.7)

Combining (9.6) and (9.7) completes the proof.

Proof of Theorem 5.4 (ii). This follows immediately from the formula given in
Theorem 5.4 (i).

9.1. Multi-parameter geometries. The results in Section 5.1.2 concerned
single-parameter sub-Riemannian geometries. Theorem 5.4 can be generalized to the
setting of multi-parameter geometries with essentially the same proof. We outline
these ideas in this section. Such multi-parameter geometries arise in applications: see
[SS12, Str14].

Let V1, . . . , Vr be real analytic vector fields defined on an open set Ω ⊆ Rn. Fix
ν ∈ N and to each Vj assign a formal degree 0 6= ej ∈ Nν . If Z has formal degree
e ∈ Nν , we assign to [Vj , Z] the formal degree e+ ej . Fix m ∈ N a large integer and
let (X1, d1), . . . , (Xq, dq) denote the finite list of vector fields with ν-parameter formal
degree dj ∈ Nν with |dj |∞ ≤ m. The results which follow are essentially independent
of m, so long as m is chosen sufficiently large (depending on (V1, e1), . . . , (Vr, er) and
K). For δ ∈ (0, 1]ν , we let δdX denote the list of vector fields δd1X1, . . . , δ

dqXq. We
sometimes identify δdX with the n× q matrix (δd1X1| · · · |δdqXq). As before, we set
B(X,d)(x, δ) := BδdX(x, 1), though now δ ∈ (0, 1]ν .

As in Section 5.1.2, the involutive distribution generated by V1, . . . , Vr foliates
Ω into leaves, and we let Lx denote the leaf passing through x, and νx the induced
Lebesgue density on Lx. B(X,d)(x, δ) is an open subset of Lx.

For each x ∈ Ω set n0(x) := dim span{X1(x), . . . , Xq(x)}. For each x ∈ Ω,
δ ∈ (0, 1]ν , pick j1 = j1(x, δ), . . . , jn0(x) = jn0(x)(x, δ) so that∣∣∣∣ det

n0(x)×n0(x)

(
δdj1Xj1(x)| · · · |δdjn0(x)Xjn0(x)

(x)
)∣∣∣∣
∞

=

∣∣∣∣ det
n0(x)×n0(x)

δdX

∣∣∣∣
∞
.

For this choice of j1 = j1(x, δ), . . . , jn0(x) = jn0(x)(x, δ) set (writing n0 for n0(x)):

Φx,δ(t1, . . . , tn0) := exp
(
t1δ

dj1Xj1 + · · ·+ tn0δ
djn0Xjn0

)
x.
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Theorem 9.11. Fix a compact set K b Ω and x ∈ K, take m sufficiently large
(depending on K and (V1, e1), . . . , (Vr, er)), and define (X1, d1), . . . , (Xq, dq) as above.
Define n0(x), νx, and Φx,δ(t1, . . . , tn0) as above. We write A . B for A ≤ CB where
C is a positive constant which may depend on K, but does not depend on the particular
points x ∈ K and u ∈ Rn0(x) under consideration, or on the scale δ ∈ (0, 1]ν ; we write
A ≈ B for A . B and B . A. There exist η0, ξ0 ≈ 1 such that ∀x ∈ K,

(i) νx(B(X,d)(x, δ)) ≈
∣∣detn0(x)×n0(x) δ

dX(x)
∣∣
∞, ∀δ ∈ (0, 1]ν , |δ| ≤ ξ0.

(ii) νx(B(X,d)(x, 2δ)) . νx(B(X,d)(x, δ)), ∀δ ∈ (0, 1]ν , |δ| ≤ ξ0/2.

(iii) ∀δ ∈ (0, 1]ν , Φx,δ(B
n0(x)(η1)) ⊆ Lx is open and Φx,δ : Bn(η1)→ Φx,δ(B

n(η1))
is a real analytic diffeomorphism.

(iv) For δ ∈ (0, 1]ν , define hx,δ(t) on Bn0(x)(η1) by hx,δσLeb = Φ∗x,δνx. Then,

hx,δ(t) ≈
∣∣detn0(x)×n0(x) δ

dX(x)
∣∣
∞, ∀t ∈ Bn0(x)(η1), and there exists s ≈ 1

with ‖hx,δ‖A n0(x),s .
∣∣detn0(x)×n0(x) δ

dX(x)
∣∣
∞.

(v) B(X,d)(x, ξ0δ) ⊆ Φx,δ(B
n0(x)(η1)) ⊆ B(X,d)(x, δ), ∀δ ∈ (0, 1]ν .

(vi) For δ ∈ (0, 1]ν , x ∈ K, let Y x,δj := Φ∗x,δδ
djXj, so that Y x,δj is a real analytic

vector field on Bn0(x)(η1). We have

‖Y x,δj ‖A n0(x),η1 (Rn) . 1, 1 ≤ j ≤ q.

Finally, Y x,δ1 (u), . . . , Y x,δq (u) span TuB
n0(x)(η1), uniformly in x, δ, and u, in

the sense that

max
k1,...,kn0(x)∈{1,...,q}

inf
u∈Bn0(x)(η1)

∣∣∣det
(
Y x,δk1

(u)| · · · |Y x,δkn0(x)
(u)
)∣∣∣ ≈ 1.

Comments on the proof. The proof is nearly identical to the proof of Theorem 5.4;
anywhere in the proof where one writes d ≤ e, where now d, e ∈ Nν , the inequality
means dµ ≤ eµ, ∀1 ≤ µ ≤ ν. A main change needed is that the set S consists of
vector fields paired with formal degrees in Nν , instead of formal degrees in N. To deal
with this one needs to generalize Lemma 9.4 to deal with S ⊂ Ann × Nν ; the same
proof works by treating t ∈ Rν and using each degree as a multi-index. With these
modifications it is straightforward to adapt the proof to yield this more general result.
We leave the details to the interested reader.
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control balls, Trans. Amer. Math. Soc., 364:5 (2012), pp. 2339–2375. MR 2888209

[Nag66] T. Nagano, Linear differential systems with singularities and an application to transitive
Lie algebras, J. Math. Soc. Japan, 18 (1966), pp. 398–404. MR 0199865

http://math.mit.edu/~arita/18.101/


1078 B. STREET

[Nel59] E. Nelson, Analytic vectors, Ann. of Math. (2), 70 (1959), pp. 572–615. MR 0107176
[Nic07] L. I. Nicolaescu, Lectures on the geometry of manifolds, second ed., World Scientific

Publishing Co. Pte. Ltd., Hackensack, NJ, 2007. MR 2363924
[NSW85] A. Nagel, E. M. Stein, and S. Wainger, Balls and metrics defined by vector fields. I.

Basic properties, Acta Math., 155:1-2 (1985), pp. 103–147. MR 793239
[SS12] E. M. Stein and B. Street, Multi-parameter singular Radon transforms III: Real

analytic surfaces, Adv. Math., 229:4 (2012), pp. 2210–2238. MR 2880220
[SS18] B. Stovall and B. Street, Coordinates adapted to vector fields: canonical coordinates,

Geom. Funct. Anal., 28:6 (2018), pp. 1780–1862. MR 3881835
[Ste80] P. Stefan, Integrability of systems of vector fields, J. London Math. Soc. (2), 21:3 (1980),

pp. 544–556. MR 577729
[Str11] B. Street, Multi-parameter Carnot-Carathéodory balls and the theorem of Frobenius,
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