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1. Introduction
1.1. Overview

The understanding of many aspects of Ricci flow has advanced dramatically in the last
fifteen years. This has led to numerous applications, the most notable being Perelman’s
landmark proof of the geometrization and Poincaré conjectures. Nonetheless, from an
analytical viewpoint, a number of fundamental questions remain, even for 3-dimensional
Ricci flow. One of these concerns the nature of Ricci flow with surgery, a modification of
Ricci flow that was central to Perelman’s proof. Surgery, an idea initially developed by
Hamilton, removes singularities as they form, allowing one to continue the flow. While
Perelman’s construction of Ricci flow with surgery was spectacularly successful, it is not
entirely satisfying due to its ad hoc character and the fact that it depends on a number
of non-canonical choices. Furthermore, from a PDE viewpoint, Ricci flow with surgery
does not provide a theory of solutions to the Ricci flow PDE itself, since surgery violates
the equation. In fact, Perelman himself was aware of these drawbacks and drew attention

to them in both of his Ricci flow preprints [P1, p.37] and [P2, p. 1], respectively:

“It is likely that by passing to the limit in this construction [of Ricci
flow with surgery] one would get a canonically defined Ricci flow through

singularities, but at the moment I do not have a proof of that.”

“Our approach ... is aimed at eventually constructing a canonical Ricci

flow ... a goal, that has not been achieved yet in the present work.”

Motivated by the above, the paper [KL2] introduced a new notion of weak (or
generalized) solutions to Ricci flow in dimension 3 and proved the existence within this
class of solutions for arbitrary initial data, as well as a number of results about their
geometric and analytical properties.

In this paper we show that the weak solutions of [KL2] are uniquely determined
by their initial data (see Theorem 1.1 below). In combination with [KL2], this implies
that the associated initial value problem has a canonical weak solution, thereby proving
Perelman’s conjecture (see Corollary 1.2). We also show that this weak solution depends
continuously on its initial data, and that it is a limit of Ricci flows with surgery (see
Corollary 1.4). In summary, our results provide an answer to the long-standing problem
of finding a satisfactory theory of weak solutions to the Ricci flow equation in the 3-
dimensional case.

From a broader perspective, it is interesting to compare the results in this paper
with work on weak solutions to other geometric PDEs.

The theory of existence and partial regularity of such weak solutions has been studied
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extensively. As with PDEs in general, proving existence of solutions requires a choice of
objects and a topology that is strong enough to respect the equation, but weak enough to
satisfy certain compactness properties. Establishing the finer structure of solutions (e.g.
partial regularity) requires, generally speaking, a mechanism for restricting blow-ups.
For minimal surfaces, harmonic maps and harmonic map heat flow, good notions of weak
solutions with accompanying existence and partial regularity theorems were developed
long ago [Al], [Si], [SU], [CS]. By contrast, the theory of weak solutions to mean curvature
flow, the Einstein equation and Ricci flow, are at earlier stages of development. For
mean curvature flow, for instance, different approaches to weak solutions (e.g. (enhanced)
Brakke flows and level set flow) were introduced over the last forty years [Bra], [ES],
[CGG], [I1]. Yet, in spite of deep results for the cases of mean convex or generic initial
conditions [W1], [W3], [W4], [CM], to our knowledge, the best results known for flows
starting from a general compact smooth surface in R? are essentially those of [Bra], which
are presumably far from optimal. For the (Riemannian) Einstein equation many results
have been obtained in the K&hler case and on limits of smooth Einstein manifolds, but
otherwise progress toward even a viable definition of weak solutions has been rather
limited. Progress on Ricci flow has been limited to the study of specific models for an
isolated singularity [FIK], [AK], [ACK] and the K&hler case, which has advanced rapidly
in the last ten years after the appearance of [ST].

Regarding uniqueness of weak solutions, our focus in this paper, much less is known.
The paper [I2] describes a mechanism for non-uniqueness, stemming from the dynamical
instability of cones, which is applicable to a number of geometric flows. For example,
for mean curvature flow of hypersurfaces in R™ this mechanism provides examples of
non-uniqueness in high dimensions. Ilmanen and White [W2] found examples of non-
uniqueness starting from compact smooth surfaces in R?. Examples for harmonic map
heat flow are constructed in [GR], [GGM], and for Ricci flow in higher dimensions there
are examples in [FIK], which suggest non-uniqueness. Since any discussion of uniqueness
must refer to a particular class of admissible solutions, the interpretation of some of the
above examples is not entirely clear, especially in the case of higher-dimensional Ricci
flow, where a definition of weak solutions is lacking. In the other direction, uniqueness
has been proven to hold in only a few cases: harmonic map heat flow with 2-dimensional
domain [St], mean convex mean curvature flow [W3] and Kéahler-Ricci flow [ST], [EGZ].
The proofs of these theorems rely on special features of these flows. In [St], the flow
develops singularities only at a finite set of times, and at isolated points. The striking
proof of uniqueness in [W3] is based on comparison techniques for scalar equations and a
geometric monotonicity property specific to mean convex flow (see also the recent paper

[HW], which localizes the mean convexity assumption). Lastly, Kéhler—Ricci flow has
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many remarkable features that play a crucial role in its uniqueness argument: the singu-
larities, whose form is quite rigid, arise at a finite set of times determined by the evolution
of the Kéhler class; also, techniques specific to scalar equations play an important role.

The method of proving uniqueness used in this paper is completely different in spirit
from earlier work. Uniqueness is deduced by comparing two flows with nearby initial
condition and estimating the rate at which they diverge from one another. Due to the
nature of the singularities, which might in principle occur at a Cantor set of times, the
flows can only be compared after the removal of their almost singular regions. Since one
knows nothing about the correlation between the almost singular parts of the two flows,
the crux of the proof is to control the influence of effects emanating from the boundary
of the truncated flows. This control implies a strong stability property, which roughly
speaking states that both flows are close away from their almost singular parts if they
are sufficiently close initially. A surprising consequence of our analysis is that this strong
stability result applies not just to Ricci flows with surgery and the weak solutions of
[KL2], but to flows whose almost singular parts are allowed to evolve in an arbitrary
fashion, possibly violating the Ricci flow equation at small scales.

The main ideas of our proof may throw light on uniqueness problems in general.
When distilled down to its essentials, our proof is based on the following ingredients:

(1) A structure theory for the almost singular part of the flow, which is based on a
classification of all blow-ups, not just shrinking solitons.

(2) Uniform strict stability for solutions to the linearized equation, for all blow-ups.

(3) An additional quantitative rigidity property for blow-ups that makes it possible
to fill in missing data to the evolution problem, after recently resolved singularities.

This list, which is not specific to Ricci flow, suggests a tentative criterion for when
one might expect, and possibly prove, uniqueness for weak solutions to a given geometric
flow. From a philosophical point of view, it is natural to expect (1) and (2) to be necessary
conditions for uniqueness. However, implementation of even (1) can be quite difficult.
Indeed, to date there are few situations where such a classification is known. It turns out
that (3) is by far the most delicate part of the proof in our setting and it is responsible
for much of the complexity in the argument (see the overview of the proof in §2 for more
discussion of this point). Another context where the above criteria may be satisfied is
the case of mean curvature flow of 2-spheres in R?, where uniqueness is conjectured to
hold [W2].

We mention that our main result implies that weak solutions to Ricci flow behave
well even when one considers continuous families of initial conditions. This continuous
dependence leads to new results for diffeomorphism groups of 3-manifolds and spaces of

metrics with positive scalar curvature, which will be discussed elsewhere [BK1]-[BK3].
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1.2. Background and setup

In preparation for the statements of our main results, which will be presented in the
next subsection, we now recall in greater detail some facts about Perelman’s Ricci flow
with surgery [P2], [KL1], [MT], [BBM+] and the weak solutions from [KL2], which will
be needed for our setup. As these constructions are generally very technical, we will
continue in a relatively informal style. The reader who is already familiar with this
material may skip this subsection and proceed to the presentation of the main results in
§1.3.

In his seminal paper [Hal], Hamilton introduced the Ricci flow equation

Org(t) = —2Ric(g(t)), 9(0)=go

and showed that any Riemannian metric go on a compact manifold can be evolved into a
unique solution (g(t))te[o’T). This solution may, however, develop a singularity in finite
time. In [P1], Perelman analyzed such finite-time singularities in the 3-dimensional case
and showed that those are essentially caused by two behaviors:

e FExtinction (e.g. the flow becomes asymptotic to a shrinking round sphere).

e The development of neck pinches (i.e. there are regions of the manifold that be-
come more and more cylindrical, ~52 xR, modulo rescaling, while the diameter of the
cross-sectional 2-sphere shrinks to zero).

Based on this knowledge, and inspired by a program suggested by Hamilton, Perel-
man specified a surgery process in which the manifold is cut open along small cross-
sectional 2-spheres, the high-curvature part of the manifold and extinct components are
removed, and the resulting spherical boundary components are filled in with 3-disks en-
dowed with a standard cap metric. This produces a new smooth metric on a closed
manifold, from which the Ricci flow can be restarted. The process may then be iter-
ated to yield a Ricci flow with surgery. More specifically, a Ricci flow with surgery is a
sequence of conventional Ricci flows (91(t)):efo,1,], (92(8))teiry 1) (93(1))eermy,13]5 -+ ON
compact manifolds My, Ma, Ms, ..., where (M;11,¢9:+1(T;)) arises from (M;, g;(T;)) by
a surgery process, as described before.

As mentioned in §1.1, the construction of a Ricci flow with surgery depends on a
variety of auxiliary parameters, for which there does not seem to be a canonical choice,
such as the following;:

e The scale of the cross-sectional 2-sphere along which a neck pinch singularity is
excised; this scale is often called the surgery scale.

e The precise position and number of these 2-spheres.

e The standard cap metric that is placed on the 3-disks which are glued into the

2-sphere boundary components.
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Figure 1. In a Ricci flow with surgery (left figure) surgeries are performed at a positive scale,
whereas a singular Ricci flow (right figure) “flows through” a singularity at an infinitesimal
scale. The hatched regions in the left figure mark the surgery points, i.e. the points that are
removed or added during a surgery.

e The method used to interpolate between this metric and the metric on the nearby
necks.

Different choices of these parameters may influence the future development of the
flow significantly (as well as the space of future surgery parameters). Hence, a Ricci flow
with surgery cannot be constructed in a canonical way or, in other words, a Ricci flow
with surgery is not uniquely determined by its initial metric.

It is therefore a natural question whether a Ricci flow with surgery can be replaced
by a more canonical object, which one may hope is uniquely determined by its initial
data. This question was first addressed in [KL2], where the notion of a singular Ricci
flow, a kind of weak solution to the Ricci flow equation, was introduced. In these flows,
surgeries have been replaced by singular structure, i.e. regions with unbounded curvature,
which may be thought of as “surgery at an infinitesimal scale” (see Figure 1).

In order to present the definition and summarize the construction of a singular Ricci
flow, we need to introduce the spacetime picture of a Ricci flow or a Ricci flow with
surgery. For this purpose, consider a Ricci flow with surgery consisting of the conven-
tional Ricci flows (M1, (91(t))icio, 1), (Ma, (g2(t))te[r, 1)), -~ and form the following

4-dimensional spacetime manifold (see Figure 2 for an illustration):

M= (My x [0, 1] | My x [Ty, To] | M3 x [T, T5] ) )\S. (1.1)
1 b2 b3

Here S denotes the set of surgery points, i.e. the set of points that are removed or
added during a surgery step and ¢;: M; DU;—U,;41 CM;11 are isometric gluing maps,
which are defined on the complement of the surgery points in M; x{T;} and M; 1 x{T;}.
The above construction induces a natural time-function t: M—[0,00), whose level-sets
are called time-slices, as well as a time-vector field O¢ on M with 9¢-t=1. The Ricci

flows (g1(t))sefo,1)> (92(t))te[ry, 3], - induce a metric g on the horizontal distribution
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Figure 2. A Ricci flow with surgery (left) can be converted to a Ricci flow spacetime (right)
by identifying pre and post-surgery time-slices and removing surgery points. The white circles
in the right figure indicate that surgery points were removed at times 77 and T5.

{dt=0} CT M, which satisfies the Ricci flow equation
Ls,g=—2Ric(g).

The tuple (M,t,dy,g) is called a Ricci flow spacetime (see Definition 5.1 for further
details). We will often abbreviate this tuple by M.

Note that a Ricci flow spacetime M that is constructed from a Ricci flow with
surgery by the procedure above is incomplete (see Definition 5.3 for more details). More
specifically, the time-slices corresponding to surgery times are incomplete Riemannian
manifolds, because surgery points, consisting of necks near neck pinches or standard caps
are not included in M. So, these time-slices have “holes” whose “diameters” are <C9,
where 4 is the surgery scale and C' is a universal constant. A Ricci flow with this property
is called Cd-complete (see again Definition 5.3 for further details).

In [KL2] it was shown that every Riemannian manifold is the initial time-slice of
a Ricci flow spacetime M whose time-slices are zero-complete, which we also refer to
as complete (see Figure 3 for an illustration). This means that the time-slices of M
may be incomplete, but each time-slice can be completed as a metric space by adding a
countable set of points. Note that since the curvature after a singularity is not uniformly
bounded, we cannot easily control the time until a subsequent singularity arises. In fact,
it is possible—although not known at this point —that the set of singular times on a
finite time-interval is infinite or even uncountable. See [KL3] for a proof that this set has

Minkowski dimension g%.
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Figure 3. Example of a zero-complete Ricci flow spacetime with initial time-slice (M, go).

We briefly review the construction of the (zero-complete) Ricci flow spacetime M in
[KL2]. Consider a sequence of Ricci flows with surgery with surgery scale §; —0, starting
from the same given initial metric, and construct the corresponding Ricci flow spacetimes
M, asin (1.1). Using a compactness argument, it was shown in [KL2] that, after passing

to a subsequence, we have convergence
Ms, > M (1.2)

in a certain sense. The Ricci flow spacetime M can then be shown to be zero-complete.

We remark that even though the surgery scale in this flow is effectively zero, which
seems more canonical than in a Ricci flow with surgery, the entire flow may a priori not
be canonical; i.e. the flow is a priori not uniquely determined by its initial data.

We also remind the reader that, while a Ricci flow spacetime describes a singular
flow, the metric tensor field g on M is not singular itself, since the spacetime manifold
M does not “contain the singular points”. In other words, M describes the flow only on
its regular part. A flow that includes singular points can be obtained, for example, by
taking the metric completion of the time-slices. However, we do not take this approach,
in order to avoid having to formulate the Ricci flow equation at the added singular
points. This is in contrast to weak forms of other geometric flows, such as the Brakke
flow (generalizing mean curvature flow), which is defined at singular points and therefore
not smooth everywhere.

In lieu of an interpretation of the Ricci flow equation at the (non-existent) singular

points of a Ricci flow spacetime, it becomes necessary to characterize the asymptotic
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geometry in its almost singular regions. This is achieved via the canonical neighbor-
hood assumption, which states that regions of high curvature are geometrically close to
model solutions — k-solutions — modulo rescaling (see Definition 5.6 for more details).
Roughly speaking, this implies that these regions are either spherical, neck-like or cap-
like. k-solutions (see Definition 5.4 for more details) arise naturally as blow-up limits of
conventional 3-dimensional Ricci flows and have also been shown to characterize high-
curvature regions in Ricci flows with surgery. Moreover, the Ricci flow spacetimes con-
structed in [KL2] also satisfy the canonical neighborhood assumption in an even stronger

sense (for more details see the discussion after Definition 5.6).

1.3. Statement of the main results

We now state the main results of this paper in their full generality. Some of the termi-
nology used in the following was informally introduced in the previous subsection. For
precise definitions and further discussions we refer the reader to §5.

Our first main result is the uniqueness of complete Ricci flow spacetimes that satisfy
the canonical neighborhood assumptions. These spacetimes were also sometimes called

“weak Ricci flows” in the previous two subsections.

THEOREM 1.1. (Uniqueness of Ricci flow spacetimes, general form) There is a uni-
versal constant €can >0 such that the following holds.

Let (M, 1,0y, g) and (M’ ¥',0v,9") be two Ricci flow spacetimes that are both (0,T)-
complete for some T€(0,00] and satisfy the €can-canonical neighborhood assumption at
scales (0,1) for some r>0. If the initial time-slices (Mo, go) and (Mg, g) are isometric,
then the flows (M, t,0y,9) and (M’ ¥,0¢,q") are isometric as well.

More precisely, assume that there is an isometry ¢: (Mo, go)— (M, g). Then, there
is a unique smooth diffeomorphism é: M[O’T]—H\/lfoﬂ such that

é)*g/:ga QZA)|M0:¢3 qg*at:at’a t/o(zg:t.

A Ricci flow spacetime is “(0,T)-complete” if the zero-completeness property holds
up to time 7" (see Definition 5.3).
Both properties that are imposed on M and M’ in Theorem 1.1 hold naturally for

the Ricci flow spacetimes constructed in [KL2]. So, we obtain the following corollary.

COROLLARY 1.2. There is a universal constant ¢,y >0 such that the following holds.
For every compact Riemannian manifold (M,g) there is a unique (i.e. canonical)
Ricci flow spacetime (M, t, 0y, g) whose initial time-slice (Mo, go) is isometric to (M, g)
and that is zero-complete, and such that for every T>0 the time-slab Mo ) satisfies

the €can-canonical neighborhood assumption at scales (0,77) for some rp>0.
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While we will not discuss this here, we remark that it is possible to modify the
arguments in [Ba2]-[Ba6] to show that the flow M becomes non-singular past some
time T'>0 and we have a curvature bound of the form |[Rm|<C/t. So, the scale rp in
Corollary 1.2 can even be chosen independently of 7.

Coming back to Theorem 1.1, we draw attention to the fact that the time-slices of
M and M’, including the initial time-slices, may have infinite diameter or volume. Also,
they may have unbounded curvature even in bounded subsets, for instance when the flow
starts from a manifold with finite-diameter cuspidal ends. We also emphasize that the
constant €,y is universal and does not depend on any geometric quantities.

Theorem 1.1 will follow from a stability result for Ricci flow spacetimes. We first
present a slightly less general, but more accessible version of this stability result. In
the following theorem, we only require the completeness and the canonical neighborhood
assumption to hold above some small scale €, i.e. where the curvature is <e~2. As such,
the theorem can also be used to compare two Ricci flows with surgery or a Ricci flow
with surgery and a Ricci flow spacetime, via the construction (1.1). Furthermore, we
only require the initial time-slices of M and M’ be close in the sense that there is a
sufficiently precise bilipschitz map ¢, which may only be defined on regions where the
curvature is not too large. As a consequence, the two Ricci flow spacetimes M and M’
can only be shown to be geometrically close. More specifically, the map <;§ that compares
M with M’ can only shown to be bilipschitz and may not be defined on high-curvature
regions. The map é is also not necessarily O¢-preserving (see Definition 6.12), but it
satisfies the harmonic map heat flow equation (see Definition 6.13).

THEOREM 1.3. (Stability of Ricci flow spacetimes, weak form) For every 6>0 and
T <oo there is an e=e(0,T)>0 such that the following holds.

Consider two (e, T)-complete Ricci flow spacetimes M and M’ that each satisfy the
e-canonical neighborhood assumption at scales (e,1).

Let ¢:U—U" be a diffeomorphism between two open subsets UC My and U' CMj,.
Assume that |Rm|>e2 on Mo\U and

9" 90— 90| <e.

Assume also that the e-canonical neighborhood assumption holds on U’ at scales (0,1).

Then, there is a time-preserving diffeomorphism qAS: U—U' between two open subsets
CMio,r) and (/]\’CMEO’T] that evolves by the harmonic map heat flow and that satisfies
=¢ on UNU and

< Q)

%9’ —g| <6.

Moreover, |[Rm|>5"2 on M[O,T]\ﬁ'
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We remark that the condition that the e-canonical neighborhood assumption holds
on U’ at scales (0, 1) is automatically satisfied if the curvature scale on U’ is >¢, which is
implied by a bound of the form |Rm|<ce~2 on U’ (see Definition 5.6 for further details).

Theorem 1.3 is formulated using only C°-bounds on the quantity ¢*¢’—g, which
measures the deviation from an isometry. Using a standard argument involving local
gradient estimates for non-linear parabolic equations, these bounds can be improved to

higher-derivative bounds as follows:

ADDENDUM TO THEOREM 1.3. Let mg>1 and C<oo. If in Theorem 1.3 we addi-

tionally require that
V™ (6"90—9g0)| <&

and
[V"Rm| < C

on U for all m=0,...,mg+2, and allow € to depend on mqg and C, then
V(67 g —g)| <o

on U for all m=0,...,mg.

A similar addendum applies to Theorem 1.5 below.
Combining Theorem 1.3 with [KL2, Theorem 1.2] (see also [KL2, p.6]) we obtain
the following.

COROLLARY 1.4. Let (M,g) be a compact Riemannian manifold, and consider a
sequence of Ricci flows with surgery starting from (M, g), for a sequence of surgery scales
0;—0. Let My;, be the corresponding Ricci flow spacetimes, as defined in (1.1). Then,

the M, converge to a unique Ricci flow spacetime as in (1.2).

We remark that in the case of mean curvature flow a similar result holds: In [He],
[L] it was shown that the 2-convex mean curvature flow with surgery constructed in [HS]
converges to the level set flow as the surgery parameter tends to zero. However, their
proofs, which are remarkably elementary, are entirely different from ours: they use a
quantitative variant of the barrier argument from White’s uniqueness theorem [W3]. A
similar convergence result holds for mean convex mean curvature flow with surgery in
R3, as constructed in [BH], [HK].

Lastly, we state the stability theorem for Ricci flow spacetimes in its full generality.
The following theorem is an improvement of Theorem 1.3 for the following reasons:

e It provides additional information on the bilipschitz constant and establishes a

polynomial dependence on the curvature.
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e It states that the precision of the canonical neighborhood assumption can be
chosen independently of time and bilipschitz constant.

e In provides a condition under which the map ¢A> is almost surjective.

THEOREM 1.5. (Strong stability of Ricci flow spacetimes) There is a constant E<oo
such that, for every 60>0, T<oco and E<E<oo, there are constants €can==¢can(E) and
e=¢(0,T, E)>0 such that for all 0<r<1 the following holds.

Consider two (er,T)-complete Ricci flow spacetimes M and M’ that each satisfy
the ecan-canonical neighborhood assumption at scales (er,1).

Let ¢:U—U" be a diffeomorphism between two open subsets UC My and U' CMj,.
Assume that |Rm|>(er)=2 on Mo\U and

6" 90— g0l <er?”(|Rm|+1)"

on U. Assume moreover that the €.u,-canonical neighborhood assumption holds on U’
at scales (0,1).

Then, there is a time-preserving diffeomorphism (/3: U—U' between two open subsets
ﬁCM[O’T] and ﬁ'CMEQT] that evolves by the harmonic map heat flow, satisfies éz(b
on UNU and that satisfies

|6*9'—g| <6r*"(|Rm|+1)”

on U. Moreover, we have |Rm|>r"2 on M[O,T]\U'.
If additionally |Rm|>(er)=2 on M\U’, then we have |Rm|>r"2 on MEO,T]\ﬁ’.

1.4. A brief sketch of the proof, and further discussion

We now give a very brief and informal outline of the proof. See §2 for a more detailed
overview.

Theorem 1.1, the main uniqueness theorem, is obtained from the strong stability
Theorem 1.3 or 1.5 via a limit argument. In Theorems 1.3 and 1.5 we are given a pair of
Ricci flow spacetimes M and M’, and an almost isometry ¢: MoDU — U’ C M|, between
open subsets of their initial conditions, and our goal is to construct an almost isometry
&):MD(? —U’'C M’ that extends ¢ forward in time. The construction of ¢ involves a
procedure for choosing the domain U of #, and the map ¢ on this domain. These two
procedures interact in a complex way, and for this reason they are implemented by means
of a simultaneous induction argument.

We now indicate some of the highlights in the two steps of the induction.
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The domain U is chosen to contain all points in M whose curvature |Rm| lies
(roughly) below a certain threshold and is obtained from M by means of a delicate
truncation argument. The truncation uses the fact that, roughly speaking, the part of
M with large curvature looks locally either like a neck, or like a cap region. We cut along
neck regions so that the time-slices of U have spherical boundary. A critical complication
stems from the occurrence of moments in time when the presence of cap regions interferes
with the need to cut along neck regions. This occurrence necessitates modification of the
domain by either insertion or removal of cap regions.

The map ¢ is constructed by solving the harmonic map heat flow equation for its
inverse (Z)‘l. There are many interrelated issues connected with this step, of which the
three most important are:

e The distortion of the map ¢ must be controlled under the harmonic map heat
flow. For this, our main tool is an interior decay estimate, which may be applied away
from the spacetime boundary of U.

e The presence of boundary in U introduces boundary effects, which must be con-
trolled. It turns out that the geometry of shrinking necks implies that the neck boundary
recedes rapidly, which helps to stabilize the construction.

e The insertion of the cap regions alluded to above necessitates the extension of the
map é over the newly added region. The implementation of this extension procedure
relies on a delicate interpolation argument, in which the geometric models for the cap re-
gions must be aligned with the existing comparison map é within tolerances fine enough
to prolong the construction. This step hinges on several ingredients and their precise
compatibility —rigidity theorems for the models of the cap regions [Ha2], [Bre2], quan-
titative asymptotics of the models [Bry], and strong decay estimates for the distortion of

the map (ﬁ
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2. Overview of the proof

In this section we will describe the proof of the main theorem. Our aim here is to cover
the most important ideas in an informal way, with many technicalities omitted. The first

subsection of this overview provides an initial glimpse of the argument. It is intended
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to be accessible to readers outside the field who would like to gain some sense of how
the proof goes. The remaining subsections delve into the proof in greater detail and are
primarily intended for people working in the area.

The main part of the paper is concerned with the proof of the strong stability theo-
rem, Theorem 1.3 or 1.5, which asserts that two Ricci flow spacetimes are geometrically
close, given that their initial data are geometrically close and we have completeness as
well as the canonical neighborhood assumption in both spacetimes above a sufficiently
small scale. All other results of this paper will follow from this theorem; in particular,
the uniqueness theorem (Theorem 1.1) will follow from Theorem 1.3 or 1.5 via a limit
argument.

In the strong stability theorem, we consider two Ricci flow spacetimes M and M/,
whose initial time-slices, (Mo, go) and (Mg, g(), are geometrically close or even isometric.
Our goal is the construction of a map ¢: MDU—M’, defined on a sufficiently large
domain U, whose bilipschitz constant is sufficiently close to 1. In Theorems 1.3 and 1.5,
this map is denoted by ngS However, in the main part of this paper, as well as in this
overview, the hat will be omitted.

Our basic method for constructing ¢, which goes back to DeTurck [DT], is to solve
the harmonic map heat flow equation for the inverse ¢~!. In the non-singular case when
both Ricci flow spacetimes M and M’ may be represented by ordinary smooth Ricci
flows on compact manifolds (M, g(t)) and (M’,¢'(t)), this reduces to finding a solution
o(t): M—M' to the equation 9;(¢p~1)=A(¢~!). As DeTurck observed, the family of
difference tensors h(t):=(¢(t))*g'(t)—g(t), which quantify the deviation of ¢(¢) from
being an isometry, then satisfies the Ricci—DeTurck perturbation equation:

Oh(t) = Ayyh(t)+2Rmy () (h(t))+ Vh(t)* Vh(t)+h(t)« V2h(t). (2.1)

If ¢(0) is an isometry, then h(0)=0. So, by the uniqueness of solutions to the strictly
parabolic equation (2.1), one gets that h(t)=0 for all >0, and hence the two given Ricci
flows are isometric. In our case we are given that h(0) is small, and want to show that it
remains small. Equation (2.1) has several properties that are important for maintaining

control over of the size of the perturbation h, as the construction proceeds.

2.1. The construction process, an initial glimpse

In the general case, in which M and M’ may be singular, the domain of the map ¢ will
be the part of M that is not too singular, i.e. the set of points whose curvature is not too
large. Note that this means that we will effectively be solving the harmonic map heat

flow equation with a boundary condition.
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)

M M/

Figure 4. Comparison domain N'CM and comparison ¢ between M and M’. The extension
cap on the initial time-slice of A/® is outlined in bold.

The main objects of our construction are a subset N'C M, called the comparison
domain, and a time-preserving diffeomorphism onto its image ¢: N —M’, called the
comparison (map). We construct A and ¢ by a simultaneous induction argument using

discrete time increments [¢;_1,¢;]. The domain A is the union
N=NUNZU..UN,

where A7 lies in the time-slab of M corresponding to the time-interval [t;_1,¢;]. The
restriction of ¢ to each time-slab A7 is denoted by ¢7: N7 — M’. In the induction step,
we enlarge A and ¢ in two stages: in the first we determine A'/*!, and in the second we
define the map ¢7 1 N/HL 5 M/,

Before proceeding, we introduce the curvature scale p, which will be used throughout
the paper. The precise definition may be found in §6.1, but for the purposes of this
overview, p can be any function that agrees up to a fixed factor with R~1/2 wherever
|Rm| is sufficiently large. Here R denotes the scalar curvature. Note that p has the
dimension of length.

We will now provide further details on the geometry of A and ¢.

Fix a small comparison scale reomp>0. Our goal is to choose the comparison domain
N such that it roughly contains the points for which p27comp. Then, we will have
RéCr;fmp on N and R}cr(ﬁnp on M\N for some constants C,c¢>0. The constant
Tcomp Will also determine the length of our time steps: we set t;= jrgomp, so that the
time steps have duration rfomp.
Each time-slab N7 will be chosen to be a product domain on the time-interval

[tj—1,t;]. That is, the flow restricted to N- J can be described by an ordinary Ricci flow
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parameterized by the time-interval [t;_1,t;], on the initial time-slice of NI, We will
sometimes denote this initial time-slice of N7 by /\ftJJf , and the final time-slice by j\/g] .
Note that N,
will moreover be chosen in such a way that its time-slices N/ are bounded by 2-spheres

, and /\/t]J are diffeomorphic, as A7 is a product domain. Each domain A7
of diameter ~reomp that are central 2-spheres of sufficiently precise necks (i.e. cylindrical
regions) in M.

We now discuss the inductive construction of N and ¢. For this purpose, assume that
N N7 and ¢, ...,¢7 have already been constructed. Our goal is now to construct
NI and ¢7+1,

We first outline the construction of A/*1. Our construction relies on the canonical
neighborhood assumption, which guarantees that the large curvature part of the Ricci
flow looks, roughly speaking, locally either neck-like or like a cap region diffeomorphic
to a 3-ball. Using this geometric characterization, the final time-slice ./\/t‘iﬂ of N+1 is
obtained by truncating the time-y; -slice My, , along a suitable collection of central 2-
spheres of necks of scale ~7¢omp. Due to the fact that a neck region shrinks substantially
in a single time step and our neck regions have nearly constant scale, this process will
ensure that the boundaries of successive time steps are separated by a distance >>7comp.
So, our truncation process typically yields a rapidly receding “staircase” pattern (see
Figure 4). However, it can happen that a cap region evolves in such a way that its
scale increases slowly over a time-interval of duration >>r20mp, so that at time t;, this
cap region is not contained in the final time-slice /\/’2;7]7 but is contained in the initial
time-slice /\/}‘I],H. This behavior occurs, for instance, a short time after a generic neck
pinch singularity. In such a situation, the comparison domain N is enlarged at time t;
by a cap region, which we call an extension cap (see again Figure 4). It then becomes
necessary to extend the comparison map ¢ over the inserted region.

We now turn to the second stage of the induction step—the construction of the
comparison map ¢’/ N/ M.

As mentioned above, we will construct ¢! by solving the harmonic map heat flow
equation for the inverse diffeomorphism (¢7*1)~!. For now, we will only provide a brief
indication of a few of the obstacles that arise, leaving more detailed discussion to the
subsequent subsections of this overview:

e (Controlling h, §2.2) Since our objective is to produce a map that is almost an
isometry, one of the key ingredients in our argument is a scheme for maintaining control
on the size of the metric perturbation h=¢*g' —g as the map ¢ evolves. Our main tool
for this is an interior decay estimate for |h| with respect to a certain weight.

o (Treatment of the boundary, §2.3) The Ricci flow spacetime restricted to the prod-

uct domain N/*! is given by an ordinary Ricci flow on the manifold with boundary
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/\ft‘]]ﬂ The process for solving the harmonic map heat flow equation must take this
boundary into account and maintain control on any influence it may have on the rest of
the evolution.

o (Extending the comparison, §2.4 and §2.5) As mentioned above, it may be neces-
sary to extend the comparison map ¢ over an extension cap at time t;. This requires
a careful analysis of the geometry of M and M’ in neighborhoods of the cap and its
image, showing that both are well approximated by rescaled Bryant solitons. Then, the
extension of ¢ is obtained by gluing the pre-existing comparison map with suitably nor-
malized Bryant soliton “charts”. This gluing construction is particularly delicate, since
it must maintain sufficient control over the quality of the comparison map.

The actual construction of the comparison map ¢ is implemented using a continuity
argument. The above issues interact with one another in a variety of different ways. For
instance, both the treatment of the boundary and the procedure for extending ¢ over cap
regions are feasible only under certain assumptions on the smallness of h, and both cause
potential deterioration of h, which must be absorbed by the argument for controlling h.
We defer further discussion of these interactions, and other points of a more technical

nature, to §2.6.

2.2. Controlling the perturbation h

In order to control the perturbation h=¢*¢’—g¢ in the inductive argument described

above, we will consider the following weighted quantity:
Qre MR™E2|p|m e Ht P |p|. (2.2)

Here R denotes the scalar curvature and we have H >0 and E>2. We will show that this
quantity satisfies an interior decay estimate, which may be thought of as a quantitative
semi-local version of a maximum principle: rather than asserting that @ cannot attain
an interior maximum, it roughly states that @, evaluated at a point (z,t), must be a
definite amount smaller than its maximum over a suitable parabolic neighborhood around
(z,t) (see below for a more precise statement). This interior decay estimate will allow
us to promote, and sometimes improve, a bound of the form Q<@ forward in time. We
emphasize that the presence of the factor p¥, and the fact that E is strictly larger than
2, are both essential for the interior decay estimate. Moreover, the freedom to choose F
large (>100, say) will be of crucial importance at a later point in our proof (see §2.5).
Before providing further details on this estimate, we want to illustrate the function
of the weights in the definition of Q. The weight et serves a technical purpose, which
—E/2

we will neglect in this overview. To appreciate the role of the weight R , consider for



UNIQUENESS AND STABILITY OF RICCI FLOW 19

r

Figure 5. A parabolic ball B(z,t,7)x [t—r2,t] of radius r.

a moment a classical Ricci flow (M, ¢g(t)) with a perturbation h(t) that evolves by (2.1).
Suppose that h(0) is bounded and supported in a region of large scalar curvature. So, due
to the existence of the weight R~F/2, the quantity Q is small at time zero. Our estimates
will imply that @ remains small throughout the flow. Therefore, at any later time, the
perturbation h must be small at points where the curvature is controlled. In the following,
we will exploit this phenomenon, since, heuristically, we are considering two Ricci flow
spacetimes M and M’ whose initial data is either equal or very similar away from the
almost singular regions, where the scalar curvature is large. So, even if M and M’
were a-priori significantly different at those almost singular scales—resulting in a large
perturbation h(t) there—then @ would still be small, initially. Thus, the perturbation is
expected to decay as we move forward in time and towards regions of bounded curvature,
establishing an improved closeness there. More specifically, as remarked in the previous
subsection, h may a priori only satisfy a rough bound near the neck-like boundary of

each N7, However, as R~r_2

comp 1€ar such a boundary and reomp is assumed to be small,

our estimate suggests a significant improvement of this bound in regions where R~1.
We now explain the statement of the interior decay estimate in more detail, in the
case of a classical Ricci flow on M x [0, 7). Assume that the perturbation h is defined on
a sufficiently large backwards parabolic region PCM x[0,T) around some point (z,t).
If H is chosen sufficiently large and |h|<n, on P for some sufficiently small 7;,, where

both H and m;, depend on F, then our estimate states that
Q(x,t) < ﬁsgp Q. (2.3)

Here “P sufficiently large” means, roughly speaking, that the parabolic region P contains

a product domain of the form B(z,t,7)x [t—72,t] (a parabolic ball), where B(x,t,7) is
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the r-ball centered at (z,t) in the time-t slice M x {t}, and r is equal to a large constant
times the scale p(z,t) (see Figure 5).
In fact, the choice of the factor ﬁ in (2.3) is arbitrary: for any a>0 we have the

estimate
Q(z,t) <asup @, (2.4)
P

as long as we increase the size of the parabolic neighborhood P accordingly. An important
detail here is that the constant n, in the bound |h|<mi, can be chosen independently
of a.

The decay estimate (2.3) will be used to propagate a bound of the form

Q<Q (2.5)

throughout most parts of the comparison domain N. Here we will choose the constant @
in such a way that (2.5) holds automatically near the neck-like boundary of the N7 and
such that (2.5) implies |h|<min wherever p>rcomp. Note that at scales p>>7comp, the
bound (2.5) implies a more precise bound on |h|, whose quality improves polynomially
in p.

We will prove the interior decay estimate using a limit argument combined with a
vanishing theorem for solutions of the linearized Ricci-DeTurck equation on x-solutions,

which uses an estimate of Anderson and Chow [AC]. See §9 for more details.

2.3. Treatment of the boundary

We now discuss aspects of the inductive construction of the map ¢’/+1: N7+t M/
(sketched in §2.1) that are related to the presence of a boundary in the time slices ;' .
While the actual approach used in the body of the paper is guided by considerations
that are beyond the scope of this overview, we will describe some of the main points in
a form that is faithful to the spirit of the actual proof.

Recall from §2.1 that we wish to construct ¢! by solving the harmonic map heat
flow equation (for the inverse (¢7*1)~!), in such a way that ¢ yields a perturbation
h=¢*¢' —g satisfying the bound Q<@ near the neck-like boundary of A7, where Q is
as in §2.2. Thus we need to specify boundary conditions so that the resulting evolution
respects the bound Q<Q.

Our strategy exploits the geometry of the boundary of N/11. Recall from §2.1 that
N7+l s a product domain, and its boundary is collared by regions that look very close
to shrinking round half-cylinders (half-necks) with scale comparable to rcomp. Under

a smallness condition on A imposed in the vicinity of boundary components of J\/t{]'“,
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Figure 6. A parabolic neighborhood (hatched region) inside a comparison domain (shaded
region). In order to apply the interior estimate at time t; near the boundary of N1 a
large parabolic neighborhood must fit underneath the staircase pattern.

we argue that at time ¢;, our map ¢ must map the half-neck collar regions around
the boundary to regions in the time-t s slice M that are nearly isometric to half-necks.
Moreover, we will show that both half-necks evolve over the time-interval [t s, ¢ 41] nearly
like round half-necks. We then use this characterization and a truncation procedure to
find an approximate product domain N’7+1C M’ that serves as the domain for the
evolving inverse map ¢~'. It turns out that if the half-neck regions in M and M’ are
sufficiently cylindrical, and ¢ is initially (at time ¢;) sufficiently close to an isometry
near the collar regions, then the map ¢”*! produced by harmonic map heat flow remains
sufficiently close to an isometry near the boundary of N1, in the sense that Q<Q.

The above construction is feasible only under improved initial control on ||, which
necessitates an improved bound of the form Q<aQ, for some <1, near the boundary
components of ./\/t{]"'l. To verify this improved bound, we apply the strong form of the
interior decay estimate, (2.4), using parabolic regions that are large depending on a.
This requires the geometry of the staircase pattern of the comparison domain to be “flat
enough” to create enough space for such a parabolic region “under the staircase” (see
Figure 6). Such flatness can be guaranteed, provided the half-neck collars are sufficiently
precise.

2.4. Defining ¢ on extension caps

We recall from §2.1 that in the inductive construction of the time slab A//*!, we some-
times encounter extension caps, i.e. 3-disks C in the time-t; slice M;, of M that belong
to time slab A//*!, but that were not present in the preceding time slab A/, In this
and the next subsection, we discuss how these extension caps are handled in the second
stage of the induction step, in which ¢/*! is defined on A7 F1.
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Recall that we assume inductively that the map ¢”, as constructed in the previous
step, restricts to an almost isometric map of the final time-slice J\/'t‘]] of N7 into M, .
We would like to proceed with the construction of ¢/*! on A/V*! using harmonic map
heat flow, as described in the previous subsection. However, in order to do this, ¢7**
must be defined on the initial time-slice /\QJJH, whereas the previous induction step only
determined ¢”7 on the complement of the extension caps. Thus we must first extend ¢
over the extension caps to an almost isometry defined on /\/,5“]]4'1.

A priori, it is unclear why such an extension should exist; after all, since ¢ has thus
far only been defined on j\/t“]], one might not expect an extension cap CCJ\/,;T'l to be
nearly isometric to a corresponding 3-ball region in M’.

To obtain such an extension, we will need to combine several ingredients. The first
is the canonical neighborhood assumption, which asserts that the geometry of M and
M’ near any point of large curvature is well approximated by a model Ricci flow—a
k-solution. For regions such as extension caps, the k-soliton model is a Ricci flow on R3.
Up to rescaling, the only known example of this type is the Bryant soliton, a rotationally

symmetric steady gradient soliton, which can be expressed as a warped product
gBry = dr?+a*(r)gs,

where a(r)~y/r as r—oo. Bryant solitons commonly occur as singularity models of
type-1I blow-ups of singularity models, for example in the formation of a degenerate neck
pinch [GZ], [AIK]. Moreover, they also occur in Ricci flow spacetimes when a singularity
resolves. It is a well-known conjecture of Perelman that the Bryant soliton is the only
k-solution on R3, up to rescaling and isometry. This conjecture would imply that a
Bryant soliton always describes singularity formation/resolution processes as above, and
in particular the geometry of extension caps. Although this conjecture remains open,
by using a combination of rigidity results of Hamilton and Brendle [Ha2], [Bre2], it is
possible to show that Bryant solitons always describe the geometry at points where the
curvature scale increases in time (i.e. where the scalar curvature decreases). Such points
are abundant near a resolution of a singularity, as the curvature scale increases from zero
to a positive value.

The above observation will be central to our treatment of extension caps. We will
show that it is possible to choose the time slabs {7} so that each extension cap arises
“at the right time”, meaning at a time when the geometry near the extension cap in
M and its counterpart in M’ is sufficiently close to the Bryant soliton—at possibly
different scales. The main strategy behind this choice of time will be to choose two
different thresholds for the curvature scale on N, specifying when an extension cap may,

and when it must, be constructed. As curvature scales only grow slowly in time (with
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respect to the time scale corresponding to the curvature), this extra play will produce
sufficiently many time-steps during which an extension cap may, but need not necessarily
be constructed. It can be shown that at one of these time-steps the geometry in both
M and M’ is in fact close to a Bryant soliton. This time-step will then be chosen as the
“right time” for the construction of the extension cap.

The fact that the geometry near both the extension caps in M and the corresponding
regions in M’ can be described by the same singularity model (the Bryant soliton) is
necessary in order to construct the initial time-slice of ¢/*1. However, it is not sufficient,
as it is still not guaranteed that ¢/ at time ¢; extends over the extension caps almost
isometrically, due to the following reasons:

e The scales of the approximate Bryant soliton regions in M and M’ may differ, so
that they are not almost isometric.

e Even if there is an almost isometry of the approximate Bryant soliton regions, in
order to define a global map, there must be an almost isometry that is close enough to
the existing almost isometry (given by ¢”) on the overlap, so that the two maps may be
glued together to form an almost isometry.

These issues will be resolved by the Bryant extension principle, which will be dis-

cussed in the next subsection.

2.5. The Bryant extension principle

In the process of determining the initial data (at time ¢ ;) of ¢+ on or near the extension
caps, as mentioned in the previous subsection, we are faced with the following task (see
Figure 7 for an illustration). We can find two regions WCM;, and W/CM;, in the
time-t ; slices of M and M’ that are each geometrically close to a Bryant soliton modulo
rescaling by some constants A and X', respectively. Moreover, the region W contains
an extension cap CCM,,. The map ¢’ restricted to W\C is an almost isometric map
WA\C—W’'. Our task is then to find another almost isometric map : W—W’', which is
defined on the entire region W, and that coincides with ¢/ away from some neighborhood
of C. Although in this overview we have largely avoided any mention of quantitative
features of the proof, we point out that this step hinges on careful consideration of
asymptotics, in order to make our construction independent of the diameters of W, W',
and C. In particular, it turns out to be of fundamental importance that we have the
freedom to choose the exponent FE in the definition of @) in (2.2) to be large.

We obtain v as follows. We use the fact that W and W' are approximate (rescaled)
Bryant soliton regions to define an approximate homothety 1g: W —W’ that scales dis-
tances by the factor X' /A, possibly after shrinking W, W’ somewhat. The map v is
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Figure 7. Extending the map ¢JW\C over the extension cap C to an almost isometry : W — W'.

unique up to pre/post-composition with almost isometries, i.e. approximate rotations
around the respective tips. We then compare 1)y with ¢” on W\C, and argue that 1)
may be chosen so that it may be glued to ¢, to yield the desired map . To do this, we
must show that

® 1)y is an approximate isometry not just an approximate homothety, i.e. the ratio
of the scales X'/ nearly equals 1.

e 1)y may be chosen to be sufficiently close to ¢’ on a suitably chosen transition
zone VCW\C.

However, we are only given information on the map ¢’ far away from tip of the
extension cap C, where the metric is close to a round cylinder. Using this information,
we must determine to within small error the scale of the tips and the discrepancy between
the two maps. This aspect makes our construction quite delicate, because the only means
of detecting the scale of the tip is to measure the deviation from a cylindrical geometry
near V', which is decaying polynomially in terms of the distance to the tip. The crucial
point in our construction is that we can arrange things so that this deviation can be

measured to within an error that decays at a faster polynomial rate.

We now explain in some more detail the delicacy of the construction and our strategy
for the case of showing that A’/ is nearly equal to 1. The problem of matching ¢’ and
1o on V will be handled similarly. The only means to compare A and )\ is the almost

isometry ¢”: W\C—W’. This almost isometry implies that the cross-sectional spheres
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of W\C have approximately the same diameter as their images in W’. Unfortunately,
the closeness of these diameters does not imply a bound on X /), since these diameters
vary —and even diverge— as we move away from the tips of W and W', and ¢’ may
map cross-sectional spheres of W to other almost-cross-sectional spheres in W’ that are
closer or farther from the tip. This fact requires us to estimate the deviations from the
cylindrical geometry in W and W’ by analyzing the precise asymptotics of the Bryant
soliton. If the precision of ¢’ is smaller than these deviations, then ¢’ can be used
to compare further geometric quantities on W and W', not just the diameters of the
cross-sectional spheres. Combined with the almost preservation of the diameters of these
spheres, this will imply that \'/A=1.

The precision of the almost isometry ¢’ is measured in terms of |h|. Using the
bound Q<Q, as discussed in §2.2, we obtain a bound of the form

| S RE2 S ", (2.6)

Since W is an approximate rescaled Bryant soliton region and p—oo as one goes to
infinity on the Bryant soliton, the bound (2.6) improves as we move further away from
the tip of W. If the exponent E is chosen large enough, then the precision of the almost
isometry ¢” in the transition zone V. CW is good enough to compare the deviations from
a cylinder in V' and its image, to very high accuracy. As mentioned before, this will
imply that X /A=1.

For more details, we refer to §10.

We mention that the mechanism that we are exploiting here can be illustrated using
a cantilever: the longer the cantilever, and the less rigid it is, the more its tip may
wiggle. However, the rigidity of a cantilever depends not only on its length, but also on
the rigidity of the attachment at its base. A longer cantilever may be more stable than
a short one, as long as the attachment at its base is chosen rigid enough to compensate
for the increase in length. (Here, we are assuming the lever itself to be infinitely rigid.)

2.6. Further discussion of the proof

In this subsection we touch on a few additional features of the induction argument
sketched in §2.1. Due to the complexity of the underlying issues, our explanations will
be brief and relatively vague. For more details, we refer to §7.

We recall the bound Q<@ from §2.2, which enabled us to guarantee a bound of
the form |h|<m, in most parts of the comparison domain A. As discussed in that
subsection, this bound is propagated forward in time using the interior decay estimate.

The bound Q< @, especially the factor p¥ in its definition, was also crucial in the Bryant
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extension process. In fact, it could be used to construct the initial time-slice of a new
almost isometry ¢7 11, defined on the extension caps, that is precise enough such that a
bound of the form |h|<mi, holds on or near each extension cap.

However, the bound Q< (@, which is typically stronger than |h|<mj,, may not remain
preserved during the Bryant extension process; it may deteriorate by a fixed factor. In
order to control the quality of the comparison map, measured by |h|, after the Bryant

extension process has been performed, we will consider an additional bound of the form

o %eH(T—t)R|%/‘2 ~ (T8 3| | < Q.
The constant Q* will be chosen such that this bound implies the bound |h| <min wherever
it holds on . Due to the small exponent 3< FE, which makes the bound Q* <Q* weaker
than Q<@ at large scales, this bound still holds on and near each extension cap after
the Bryant extension process has been carried out.

Both bounds, Q<Q and Q*<Q* will be propagated forward in time via the interior
decay estimate from §2.2. The bound Q<Q will hold at all points on the comparison
domain A that are sufficiently far (in space and forward in time) from an extension cap,
while the bound Q* <Q* will hold sufficiently far (in space) from the neck-like boundary
of M. Tt will follow that, for a good choice of parameters, at least one of these bounds
holds at each point of the comparison domain A. This fact will enable us to guarantee
that || <, everywhere on N.

Even though the bound Q<@ may not hold in the near future of an extension cap,
it may be important that it holds at some time in the future, thus allowing us to control
the comparison map near a future neck-like boundary component, as described in §2.3.
In order to guarantee this bound near such neck-like boundary components, in the future
of extension caps, we first ensure that the neck-like boundary and the extension caps
of the comparison domain are sufficiently separated (in space and time). Then, we use
the strong form of the interior decay estimate to show that a weak bound of the form
Q<WQ, W>1, which holds after a Bryant extension process, improves as we move
forward in time and eventually implies Q<(@Q. This interior decay estimate relies on the
fact that |h|<mun, which is guaranteed by the bound Q* <Q*.

3. Organization of the paper

The theorems stated in the introduction are proven in §13. They are all consequences of a
more technical stability theorem, Theorem 13.1, which first appears in §13. This theorem

asserts the existence of a comparison map between two Ricci flow spacetimes, satisfying
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a (large) number of geometric and analytic bounds. As explained in the overview in the
preceding section, Theorem 13.1 is proven using a simultaneous induction argument, in
which the domain of this comparison map and the comparison map itself are constructed.
The induction step consists of two stages; the first one is concerned with the comparison
domain, and the second with the comparison map. These two stages are implemented
in §11 and §12, respectively, and the induction hypotheses are collected beforehand as a
set of a-priori assumptions, in §7. Both induction steps are formulated using objects and
terminology that are introduced in preliminaries sections, §5 and §6. The arguments in
§12 rely on two main ingredients: the interior decay estimate, which is discussed in §9,
and the Bryant extension principle, which is presented in §10. We will also make use of
a number of technical tools, which appear in §8.

To facilitate readability and verifiability, we have made an effort to make the proof
modular and hierarchical. This eliminates unnecessary interdependencies, and minimizes
the number of details the reader must bear in mind at any given stage of the proof. For
instance, the two stages of the induction argument are formulated so as to be completely
logically independent of each other. Also, within §12, which constructs the inductive
extension of the comparison map, the argument is split into several pieces, which have

been made as independent of one another as possible.

4. Conventions
4.1. Orientability

Throughout the paper we impose a blanket assumption that all 3-manifolds are ori-
entable. The results remain true without this assumption — for instance Theorem 1.1
can be deduced from the orientable case by passing to the orientation cover. However,
proving the main result without assuming orientability would complicate the exposition
by increasing the number of special cases in many places. It is fairly straightforward,

albeit time consuming, to modify the argument to obtain this extra generality.

4.2. Conventions regarding parameters

The statements of the a-priori assumptions in §7 involve a number of parameters, which
will have to be chosen carefully. We will not assume these parameters to be fixed through-
out the paper; instead, in each theorem, lemma or proposition we will include a list of
restrictions on these parameters that serve as conditions for the hypothesis to hold. These
restrictions state that certain parameters must be bounded from below or above by func-

tions depending on certain other parameters. When we prove the main stability result,
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Theorem 13.1, by combining our two main propositions, Propositions 11.1 and 12.1, we
will need to verify that these restrictions are compatible with one another. This can be
verified most easily via the parameter order, as introduced and discussed in §7.5. This
parameter order is chosen in such a way that the required bounds from below/above on
each parameter, if any, are given by a function depending on parameters that precede
it. Hence, in order to verify the compatibility of all restrictions, it suffices to check that
each parameter restriction is compatible with the parameter order in this way.

Throughout the entire paper, we will adhere to the convention that small (greek
or arabic) letters stand for parameters that have to be chosen small enough and capital
(greek or arabic) letters stand for parameters that have to be chosen sufficiently large.
When stating theorems, lemmas or propositions, we will often express restrictions on
parameters in the form

y<y(z) and Z2>=Z(x).

By this we mean that there are constants y and Z, depending only on x such that if
0<y<y and Z>Z, then the subsequent statements hold. Furthermore, in longer proofs,
we will introduce a restriction on parameters in the same form as a displayed equation.
This makes it possible for the reader to check quickly that these restrictions are accurately
reflected in the preamble of the theorem, lemma or proposition. Therefore, she/he may

direct their full attention to the remaining details of the proof during the first reading.

5. Preliminaries 1

In the following we define most of the notions that are needed in the statement of the

main results of this paper, as stated in §1.3.

Definition 5.1. (Ricci flow spacetimes) A Ricci flow spacetime is a tuple (M, t, 0, g)
with the following properties:

(1) M is a smooth 4-manifold with (smooth) boundary oM.

(2) t M—]0,00) is a smooth function without critical points (called time function).
For any ¢t>0 we denote by M, :=t~1(t)CM the time-t slice of M.

(3) Mo=t"1(0)=0M, i.e. the initial time-slice is equal to the boundary of M.

(4) O is a smooth vector field (the time vector field), which satisfies O¢t=1.

(5) gis asmooth inner product on the spatial sub-bundle ker(dt) CT M. For any t>0
we denote by g¢; the restriction of g to the time-t-slice M; (note that g; is a Riemannian
metric on My).

(6) g satisfies the Ricci flow equation: L5,g=—2Ric(g). Here, Ric(g) denotes the
symmetric (0,2)-tensor on ker(dt) that restricts to the Ricci tensor of (My,g;) for all
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t>0.

For any interval 1C[0,00) we also write M;=t"!(I) and call this subset the time-
slab of M over the time-interval I. Curvature quantities on M, such as the Riemannian
curvature tensor Rm, the Ricci curvature Ric, or the scalar curvature R will refer to
the corresponding quantities with respect to the metric g; on each time-slice. Tensorial
quantities will be imbedded using the splitting T M=ker(dt) P ().

When there is no chance of confusion, we will sometimes abbreviate the tuple

(M7ta a’ug) by M.

Ricci flow spacetimes were introduced by Lott and the second author (see [KL1]).
The definition above is almost verbatim that of [KL1] with the exception that we require
Ricci flow spacetimes to have initial time-slice at time zero and no final time-slice. This
can always be achieved by applying a time-shift and removing the final time-slice from
M. Ricci flows with surgery, as constructed by Perelman in [P2], can be turned easily
into Ricci flow spacetimes by removing a relatively small subset of surgery points. See
(1.1) in §1.2 for further explanation.

We emphasize that, while a Ricci flow spacetime may have singularities—in fact the
sole purpose of our definition is to understand flows with singularities — such singularities
are not directly captured by a Ricci flow spacetime, as “singular points” are not contained
in the spacetime manifold M. Instead, the idea behind the definition of a Ricci flow
spacetime is to understand a possibly singular flow by analyzing its asymptotic behavior
on its regular part.

Any (classical) Ricci flow of the form (g¢);e(0,7), 0<T' <00 on a 3-manifold M can be
converted into a Ricci flow spacetime by setting M =M x [0, T'), letting t be the projection
to the second factor and letting O, correspond to the unit vector field on [0,T). Vice
versa, if (M, t,dy, g) is a Ricci flow spacetime with t(M)=[0,T) for some 0<T Koo and
the property that every trajectory of d; is defined on the entire time-interval [0,T), then
M comes from such a classical Ricci flow.

We now generalize some basic geometric notions to Ricci flow spacetimes.

Definition 5.2. (Length, distance and metric balls in Ricci flow spacetimes) Let
(M, t,0¢,g) be a Ricci flow spacetime. For any two points x, y€M; in the same time-
slice of M we denote by d(z,y) or di(x,y) the distance between x and y within (My, g¢).
The distance between points in different time-slices is not defined.

Similarly, we define the length length(y) or length, () of a path ~: [0, 1]—.M; whose
image lies in a single time-slice to be the length of this path when viewed as a path inside
the Riemannian manifold (My, g¢).

For any x€ M; and r>0 we denote by B(x,r)C.M; the r-ball around = with respect
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to the Riemannian metric g;.

Our next goal is to characterize the (microscopic) geometry of a Ricci flow spacetime
near a singularity or at an almost singular point. For this purpose, we will introduce a

(curvature) scale function p: M — (0, 00] with the property that
C7'p™ 2 <|Rm|<Cp~2 (5.1)

for some universal constant C'<oco. The quantity p will be a (pointwise) function of
the curvature tensor and therefore it can also be defined on (3-dimensional) Riemann-
ian manifolds. For the purpose of this section, it suffices to assume that p:|Rm|*1/ 2,
However, in order to simplify several proofs in subsequent sections, we will work with a
slightly more complicated definition of p, which we will present in §6.1 (see Definition 6.1).
Nonetheless, the discussion in the remainder of this subsection and the main results of
the paper, as presented in §1.3, remain valid for any definition of p that satisfies (5.1).
We now define what we mean by completeness for Ricci flow spacetimes. Intuitively,
a Ricci flow spacetime is called complete if its time-slices can be completed by adding
countably many “singular points” and if no component appears or disappears suddenly

without the formation of a singularity.

Definition 5.3. (Completeness of Ricci flow spacetimes) We say that a Ricci flow
spacetime (M, t, 0y, g) is (1o, to)-complete, for some rq, to >0, if the following holds: Con-
sider a path 7: [0, s0) = Mg 4,] such that inf,cjo s,) p(7(s))>ro for all s€[0, s0) and

(1) its image ¥([0, sp)) lies in a time-slice M; and the time-t length of  is finite or

(2) v is a trajectory of 9¢ or of —0.

Then, the limit limg »s, v(s) exists.

If (M, t, 0y, g) is (1o, to)-complete for all to >0, then we also say that it is ro-complete.

Likewise, if (M, t, 0y, g) is zero-complete, then we say that it is complete.

Note that the Ricci flow spacetimes constructed [KL2] are zero-complete, see [KL2,
Proposition 5.11 (a) and Definition 1.8]. A Ricci flow with surgery and d-cutoff, as
constructed by Perelman in [P2], can be turned into a Ricci flow spacetime as in (1.1)
that is e¢dr-complete for some universal constant ¢>0, as long as the cutoff is performed

in an appropriate way,(!) see [KL2, §3].

(Y) As Perelman’s objective was the characterization of the underlying topology, he allowed (but
did not require) the removal of macroscopic spherical components during a surgery step. In contrast,
Kleiner and Lott’s version (cf. [KL1]) of the cutoff process does not allow this. However, both cutoff
approaches allow some flexibility on the choice of the cutoff spheres inside the e-horns. Some of these
choices may result in the removal of points of scale larger than ¢dr; in such a case cér-completeness
cannot be guaranteed. Nevertheless, in both approaches it is always possible to perform the cutoff in
such a way that the resulting Ricci flow spacetime is cdr-complete.



UNIQUENESS AND STABILITY OF RICCI FLOW 31

Lastly, we need to characterize the asymptotic geometry of a Ricci flow spacetime
near its singularities. This is done by the canonical neighborhood assumption, a notion
which is inspired by Perelman’s work ([P2]) and which appears naturally in the study
of 3-dimensional Ricci flows. The idea is to impose the same asymptotic behavior near
singular points in Ricci flow spacetimes as is encountered in the singularity formation of
a classical (smooth) 3-dimensional Ricci flow. The same characterization also holds in
high-curvature regions of Perelman’s Ricci flow with surgery that are far enough from
“man-made” surgery points. Furthermore, an even stronger asymptotic behavior was
shown to hold on Ricci flow spacetimes as constructed by Lott and the second author
in [KL2].

The singularity formation in 3-dimensional Ricci flows is usually understood via sin-
gularity models called k-solutions (see [P1, §11]). The definition of a x-solution consists
of a list of properties that are known to be true for 3-dimensional singularity models.
Interestingly, these properties are sufficient to allow a qualitative (and sometimes quanti-
tative) analysis of k-solutions. We refer the reader to Appendix C and to [P2] and [KL1]
for further details.

Let us recall the definition of a x-solution.

Definition 5.4. (k-solution) An ancient Ricci flow

(Mv (gt)te(—oo,o])

on a 3-dimensional manifold M is called a (3-dimensional) k-solution, for k>0, if the
following holds:
(1) (M,g,) is complete for all t€(—o0, 0],
2) |Rm| is bounded on M x I for all compact IC (—o0, 0],
3) secgy, >0 on M for all te(—o0,0],
4) R>0 on M x (—o00,0],
5) (M, ¢:) is k-non-collapsed at all scales for all t€(—o0, 0].
(This means that for any (z,t)€ M x (—oo, 0] and any r>0 if [Rm|<r~2 on the time-t

ball B(x,t,r), then we have |B(x,t,7)|>xr™ for its volume.)

(2)
3)
(4)
()

We will compare the local geometry of a Ricci flow spacetime to the geometry of

k-solution using the following concept of pointed closeness.

Definition 5.5. (Geometric closeness) We say that a pointed Riemannian manifold
(M, g,x) is e-close to another pointed Riemannian manifold (M, g,Z) at scale A>0 if

there is a diffeomorphism onto its image

:BM(z,e7 ) — M
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such that ¢(Z)=xz and
A9 9=l g1y ot (z.0-1)) <O

Here the C' 'l-norm of a tensor A is defined to be the sum of the C%-norms of the tensors
h, V9h, V92h, ..., V& 1h with respect to the metric g.

We can now define the canonical neighborhood assumption. The main statement of
this assumption is that regions of small scale (i.e. high curvature) are geometrically close

to regions of k-solutions.

Definition 5.6. (Canonical neighborhood assumption) Let (M, g) be a (possibly in-
complete) Riemannian manifold. We say that (M, g) satisfies the e-canonical neighbor-
hood assumption at some point z if there is a x>0, a r-solution (M, (9t)te(—o0,01) and a
point € M such that p(Z,0)=1 and such that (M, g, ) is e-close to (M, go, ) at some
(unspecified) scale A>0.

We say (M, g) satisfies the e-canonical neighborhood assumption at scales (rq,r2),
for some 0<ry <rq, if every point € M with r1 <p(z)<rs satisfies the e-canonical neigh-
borhood assumption.

We say that a Ricci flow spacetime (M, t, dy, g) satisfies the e-canonical neighborhood
assumption at a point x€M if the same is true at z in the time-slice (My(z), ge(a))-
Moreover, we say that (M, t, 0y, g) satisfies the e-canonical neighborhood assumption at
scales (ry1, ) if the same is true for all its time-slices. Lastly, we say that a subset X C M
satisfies the e-canonical neighborhood assumption at scales (ri,73), if the e-canonical

neighborhood assumption holds at all x€ X with p(z)€(r1, r2).

Note that if M is a Ricci flow spacetime as constructed in [KL2], then Mg 1
satisfies the e-canonical neighborhood assumption at scales (0,r), where r=r(e,7)>0
[KL2, Theorem 1.3 and Proposition 5.30]. If M is the Ricci flow spacetime of a Ricci
flow with surgery and d-cutoff, as constructed by Perelman in [P2], then M satisfies the e-
canonical neighborhood assumption at x € M, provided the scale of x lies in the interval
(10h,r). Here h=h(e,t) and r(e,t) are decreasing functions of time, which appear in
Perelman’s construction, h<d?r, and §=04(g,t) may be chosen as small as desired.

Observe that we do not assume a global lower bound on & in Definition 5.6. This
slight generalization from other notions of the canonical neighborhood assumption does
not create any serious issues, since by Perelman’s work [P2], every 3-dimensional k-
solution is a kg-solution for some universal ko>0, unless it homothetic to a quotient of
a round sphere (see assertion (a) of Lemma C.1 for further details).

We also remark that in Definition 5.5 we have put extra care in describing how
the Cl="'l-norm has to be understood. The reason for this is that the model metric g

in Definition 5.6 is not fixed. So, it would be problematic, for example, to define the
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_1]

cle

charts may depend on the Riemannian manifold (M, ).

-norm using coordinate charts on M, as the number and sizes of those coordinate

It may seem more standard to require spacetime closeness to a k-solution on a
backwards parabolic neighborhood —as opposed to closeness on a ball in a single time-
slice—in the definition of the canonical neighborhood assumption. Such a condition
would be stronger and, as our goal is to establish a uniqueness property, it would lead to
a formally less general statement. We point out that spacetime closeness to a k-solution is
a rather straightforward consequence of time-slice closeness. The main purpose of the use
of time-slice closeness in our work is because our uniqueness property also applies to Ricci
flow spacetime with singular initial data. For this reason, the canonical neighborhood
assumption also has to be applicable to the initial time-slice Mg or to time-slices M, for

small ¢.

6. Preliminaries 11

In this section we present basic definitions and concepts that will be important for the

proofs of the main results of this paper.

6.1. Curvature scale

As mentioned in §5, we will now define a notion of a curvature scale p that will be

convenient for our proofs. The main objective in our definition will be to ensure that
_(1p\1/2
p=(3R)

wherever the sectional curvature is almost positive. For this purpose, observe that there is
a constant ¢o>0 such that the following holds. Whenever Rm is an algebraic curvature
tensor with the property that its scalar curvature R is positive and all its sectional
curvatures are bounded from below by —%R, then ¢o|Rm|< %R. We will fix ¢ for the

remainder of this paper.

Definition 6.1. (Curvature scale) Let (M, g) be a 3-dimensional Riemannian mani-
fold and z€ M be a point. We define the (curvature) scale at x to be

p(a) =min{ (AR (2)) """, (co[Rml(z))~1/2}. (6.1)
Here, R, (z):=max{R(z),0} and we use the convention 0~1/2=

If 79>0, then we set py,(x):=min{p(z),ro}. Lastly, if (M,t,0,¢g) is a Ricci flow

oQ.

spacetime, then we define p, p,,: M —R such that they restrict to the corresponding scale

functions on the time-slices.
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LEMMA 6.2. There is a universal constant C'<oo such that
€1~ (w) < [Rm| () < Cp2 (). (6.2)

Moreover, there is a universal constant €9 >0 such that if x satisfies the €can-canonical

neighborhood assumption for some €can <o, then R(x)=3p%(z).

Proof. The bound (6.2) is obvious. For the second part of the lemma observe that,

for sufficiently small ecan, we have R(z)>0 and sec>—%R(z) at z. So,

(LR, (2))""* < (co|Run| () ~1/2. -

The normalization constant % in front of the scalar curvature in (6.1) is chosen
purely for convenience. More specifically, we will frequently consider the following round

shrinking cylinder evolving by Ricci flow:

(52 xR, (g: = (%—Qt)ggz —|—gR)t€(7oo’1/3]).

The scale of this cylinder and the normalization of the curvature scale have been chosen
in such a way that p(-,0)=1 and p(-,—1)=2 hold, which can be remembered easily;

more generally, we have

p(-,t)=V1—3L.

Definition 6.3. ((Weakly) thick and thin subsets) Let X be a subset of a Riemannian
manifold (M, g) or Ricci flow spacetime (M, t, 0y, g) and >0 a number. We say that X
is r-thick if p(X)>r and weakly r-thick if p(X)>r. Similarly, we say that X is r-thin or
weakly r-thin if p(X)<r or p(X)<r, respectively.

6.2. Basic facts about the Bryant soliton

In the following, we will denote by (Mpg:y, (9Bry,t)ter) the Bryant soliton and with tip
ZBry € MBry normalized in such a way that p(xBry)zl. The Bryant soliton was first
constructed [Bry]. A more elementary construction can also be found in [Ap2]. Recall
that (Mgry, (gBryi)te]R) is a steady gradient soliton all whose time-slices are rotationally
symmetric with center zg,,. More specifically, (Mg.y,gBry,+) can be expressed as a

warped product of the form
9Bry,t = do® +wj(0)gs2,

where wy(c)~+/o for large 0. We refer to Lemma B.1 for a more extensive list of

properties of the Bryant soliton that are being used in this paper. Note that, due to
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the normalization of Mg,y, the definition of p and (B.2) of Lemma B.1, we have p>1 on
Msg,y. This fact will be important in this paper.

We will set gry:=gpry,0 for the time-zero slice of the Bryant soliton. Furthermore,
we will denote by Mg,y (r):=B(2B:y,r) the r-ball around the tip with respect to gg.y

and for 0<ry <rg, we will denote by Mg,y (r1,r2) the open (r1,72)-annulus around zgyy.

6.3. Geometry of Ricci flow spacetimes

The goal of this subsection is to introduce several notions that we will frequently use in

order to describe points or subsets in Ricci flow spacetimes.

Definition 6.4. (Points in Ricci flow spacetimes) Let (M,t,0;,¢g) be a Ricci flow
spacetime and € M be a point. Set t:=t(x). Consider the maximal trajectory v,: I—M,
IC[0,00) of the time-vector field ¢ such that v, (t)=x. Note that then t(v,(t'))=t' for

all t’€l. For any t' €I we say that x survives until time t' and we write

Similarly, if X C M; is a subset in the time-t slice, then we say that X survives until
time t' if this is true for every z€ X and we set X (¢'):={x(t'):x€ X}.

We will also use the following two notions.

Definition 6.5. (Time-slice of a subset) Let (M,t,dy, g) be a Ricci flow spacetime
and let X CM be a subset. For any time ¢€[0,00) we define the time-t slice of X to
be X;:=XNM; and for any interval IC[0,00) we define the I-time slab of X to be
Xr=XnNnMj.

Definition 6.6. (Product domain) Let (M, t,dy, g) be a Ricci flow spacetime and let
X CM be a subset. We call X a product domain if there is an interval I C[0, 00) such
that for any t€ any point z€X survives until time ¢ and z(t)€X.

Note that a product domain X can be identified with the product Xy, xI for an
arbitrary toel. If X, is sufficiently regular (e.g. open or a domain with smooth boundary
in My,), then the metric g induces a classical Ricci flow (g¢)ter on Xy, We will often
use the metric g and the Ricci flow (g¢)ter synonymously when our analysis is restricted

to a product domain.

Definition 6.7. (Parabolic neighborhood) Let (M, 1, dy, g) be a Ricci flow spacetime.
For any ye M let I, C[0,00) be the set of all times until which y survives. Now consider
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a point z€ M and two numbers a0, beR. Set ¢t:=t(x). Then, we define the parabolic
neighborhood P(x,a,b)CM as follows:

P(z,a,b):= U U y(t').

yEB(z,a) t'€t,t+bNI,

If b<0, then we replace [t,t+b] by [t+b,t]. We call P(z,a,b) unscathed if B(z,a) is
relatively compact in M, and if I, D[t,t+b] or I,D[t+b,t]N[0,00) for all yeB(z,a).

Lastly, for any >0 we introduce the simplified notation
P(x,r):=P(z,r,—1%)

for the (backward) parabolic ball with center x and radius 7.

Note that, if P(x, a,b) is unscathed, then it is a product domain of the form B(z, a) X
I, for any y€ B(x, a). We emphasize that P(z, a,b) can be unscathed even if t+b<0, that
is when it hits the initial time-slice earlier than expected. So, an unscathed parabolic
neighborhood is not necessarily of the form B(x,a) X [t+b,t] if b<0.

6.4. Necks

Borrowing from Definition 5.5, we will introduce the notion of a §-neck.

Definition 6.8. (d-neck) Let (M, g) be a Riemannian manifold and UCM an open
subset. We say that U is a d-neck at scale A>0 if there is a diffeomorphism

P:SPx (=670 —U

such that
H/\iw’*g* (3952 +gr) Hc[é—ll(sw(f&—aé—l)) <9

We call the image 1(S?x{0}) a central 2-sphere of U and every point on a central
2-sphere a center of U.

Note that by our convention (see Definition 6.1) we have p=1 on (52 xR, %gsz —+—gR).
So, on a d-neck at scale A we have pa )\, where the accuracy depends on the smallness
of §. We also remark that a §-neck U has infinitely many central 2-spheres, as we may
perturb ¢ slightly. This is why we speak of a central 2-sphere of U, as opposed to the
central 2-sphere. Similarly, the centers of U are not unique, but form an open subset
of U.
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6.5. Ricci-DeTurck flow and harmonic map heat flow

In this subsection we recall some of the basic facts about the harmonic map heat flow
and the Ricci-DeTurck flow equation in the classical setting, which were first observed
by DeTurck [DT] and Hamilton [Had, §6]. More details, including precise statements of
short-time existence and regularity of these flows, can be found in Appendix A.
Consider two n-dimensional manifolds M and M’, each equipped with a smooth
family of Riemannian metrics (9¢)ef0,77, (9¢)teo, 7). Let moreover (x¢)iepo,r7, Xe: M'— M

be a smooth family of maps.

Definition 6.9. We say that the family (xt).c[o,7] moves by harmonic map heat flow
between (M',g,) and (M, g;) if it satisfies the following evolution equation:

n

Dixe =gy g Xt = Y (VI endxiled) —dxi(Vies)), (6.3)

i=1
where {e;}, is a local frame on M’ that is orthonormal with respect to g;.

Assume now for the remainder of this subsection that (g:):epo, 77 and (g;)¢ejo, 1) evolve

by the Ricci flow equations
drgr = —2Ricy, and 0Oyg; = —2Ricy,.

Furthermore, assume for the rest of this subsection that all the maps x; are diffeo-
morphisms and consider their inverses ¢;:=x; '. A basic calculation (see Appendix A
for more details) reveals that the pullback g;:=¢;g; evolves by the Ricci—-DeTurck flow
equation

Orgy = —2Ricgr —Lx, (41)91 » (6.4)

where the vector field X, (g;) is defined by

Xy, (91) = Dgr gridar = > (Vie;~ Vil ey), (6.5)

=1

for a local frame {e;}? , that is orthonormal with respect to g;.

The advantage of the Ricci-DeTurck flow equation over the Ricci flow equation is
that it is a non-linear, strongly parabolic equation in the metric g;. More specifically,
if we express g; in terms of the perturbation h;:=g; — g, then (6.4) becomes the Ricci—

DeTurck flow equation for perturbations

vatht:Agtht+2 ngt (ht)+Qgt [ht} (66)
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Here we view ¢; as a background metric. All curvature quantities and covariant deriva-
tives are taken with respect to g;. On the left-hand side of (6.6), we moreover use
Uhlenbeck’s trick:

(Vo he)ij = (Oshe)ij+g7 " (Ricys (he)ig+Ricy (he)gj)-
The expressions on the right-hand side of (6.6) are to be interpreted as follows:
(ngt (ht))lj = gtqupiju (ht)qu
and Qg, [h] is an algebraic expression in g¢, hy, Vhe, V2hy of the form

Qg, [he] = (ge+he) "% (ge+he) " % VhyxVhy
—l—(gt—i—ht)_l*(gt—i—ht)_l*ngt shyxhe+(ge+he) " (g +he) " xhex V2 Ry

See (A.10) in Appendix A for an explicit formula for Qg,. The precise structure of the
quantity Q,, will, however, not be of essence in this paper.

We remark that in the classical setting and in the compact case, the uniqueness of
solutions to the Ricci flow equation follows from the existence of solutions to (6.3) and
the uniqueness of solutions to (6.6). More specifically, for any two Ricci flows (g¢):ep0, 1
and (g;)¢ejo,r) on M and M’ for which there is an isometry x: M'—M with x*go=g;
one first constructs a solution (x¢)efo,r) of (6.3), for some maximal 7<7, with initial
condition xo=x. The resulting perturbation h;=¢;g;—g;, for (bt:X;l, solves (6.6), as
long as it is well defined. As hg=0, we obtain by uniqueness that h;=0, as long as it is
defined. It then follows that x; is an isometry for all t€[0,7]=[0,7] and by (6.3) that
Orx¢ =0.

In this paper we will mostly analyze solutions h; to (6.6) of small norm. Via a
limit argument, such solutions can be understood in terms the linearized Ricci—DeTurck
equation

Vo, hy =20y, hy+2Rmyg, (hy).

For more details on this, see §9.

6.6. Maps between Ricci flow spacetimes

In this subsection consider two Ricci flow spacetimes (M, t,d, g) and (M’ t', 9y, q),
which we will abbreviate in the following by M and M’. Our goal will be to characterize
maps between subsets of these spacetimes. Using the terminology introduced above,
we will then generalize the notions introduced in the previous subsection to Ricci flow

spacetimes.
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Definition 6.10. (Time-preserving and time-equivariant maps) Let X C M be a sub-
set and ¢: X > M’ be a map. We say that ¢ is time-preserving if ¢ (¢(z))=t(x) for all
xeX. We say that ¢ is a-time-equivariant, for some a€R, if there is some to€R such
that ¥/ (¢(z))=at(z)+to for all z€ X.

Observe that a time-preserving map is also 1-time-equivariant.

Definition 6.11. (Time-slices of a map) If ¢: X CM—M' is time-equivariant and
te(0,00) such that X;=XNM,;#2, then we denote by

¢t ::¢|Xt:Xt —)M;/ CM/

the time-t slice of ¢. Here t' is chosen such that ¢(X;)CM;,.

Definition 6.12. (O¢-preserving maps) Let ¢: X — M’ be a differentiable map de-
fined on a sufficiently regular domain X C M. If (d¢).0¢=0y, then we say that ¢ is

Oy-preserving.

Note that the image of a product domain under a time-equivariant and J¢-preserving

map is again a product domain.

Definition 6.13. (Harmonic map heat flow) Let Y C M’ be a subset. We say that a
map x: Y — M evolves by harmonic map heat flow if it is 1-time-equivariant and if at all
times t,t'€[0, 00) with ¥;#@ and x(Yy) C M, the identity

dx(ay) :at—f-Agé’tht (67)

holds on the interior of Y. The last term in this equation denotes the Laplacian of the
map ¢: (M}, g;,)—(My, g¢) (see (6.3) for further details).

It is not difficult to see that the notions of harmonic map heat flow in Definition 6.13
corresponds to Definition 6.9 in the case in which M and M’ can be described in terms of
classical Ricci flows (M, (g¢):er) and (M’, (g1)ter), respectively. The same is true in the
case in which x is the inverse of a diffeomorphism ¢: X —Y Cc M’, where X is a product
domain in M whose time-slices are domains with smooth boundary. In this case, which
will be of main interest for us (see Definition 7.2), the equation (6.7) makes sense and
holds, by continuity, on all of Y.

Next, we generalize the concept of Ricci-DeTurck flow to the setting of Ricci flow

spacetimes.

Definition 6.14. Counsider a smooth symmetric (0, 2)-tensor field h on the sub-bundle
ker(dt) CT M over a sufficiently regular domain N C M (in this paper we will only consider
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the case in which N is a domain with smooth boundary or is a product domain whose
time-slices are domains with smooth boundary). We say that h is a Ricci—-DeTurck

perturbation (on N) if
Lo, (g+h)=—2Ric(g+h)—Lx,(g+n)(g+h), (6.8)

where X,(g+h) is defined on each time-slice X; as in (6.5).

If X is a product domain of the form X’ x I, and if we identify g and h with smooth
families of the form (g;)ter and (hy)ier, then (6.8) is equivalent to the classical Ricci-
DeTurck equation (6.4).

The following lemma is an immediate consequence of our discussion from §6.5.

LEMMA 6.15. Let XCM be open or a product domain whose time-slices are do-
mains with smooth boundary and consider a diffeomorphism ¢: X =Y :=¢(X)CM’. As-
sume that the inverse map ¢~ Y —X evolves by harmonic map heat flow. Then, the

perturbation h:=¢*g' —g is a Ricci—DeTurck perturbation in the sense of Definition 6.14.

7. A-priori assumptions

In this section we introduce the objects and conditions that will be used to formulate
and prove the main result (Theorem 13.1), which asserts the existence of a certain type
of map between subsets of Ricci flow spacetimes. The domain of the map will be called
a comparison domain (Definition 7.1), and the map itself a comparison (Definition 7.2).
The comparison and its domain will be subject to a number of a-priori assumptions
(Definitions 7.4 and 7.5). These definitions have been tailored to facilitate an existence
proof by induction over time steps.

We recommend reading the overview in §2 prior to reading this section, because it
provides motivation for the structures defined here, and gives some indication of the role
they play in the proof. We refer the reader to §5 and §6 for the definitions relevant to

this section.

7.1. Comparison domains

We begin with a definition that collects the qualitative features of the domain of our
comparison map. Additional assumptions of a quantitative nature are imposed later,
in the a-priori assumptions. Loosely speaking, a comparison domain is a sequence of
product domains N?, ..., N/ defined on successive time-intervals, whose time-slices have

spherical boundary (see Figure 8 for an illustration). One observes two types of behavior
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Figure 8. Example of a comparison domain defined over the time-interval [0,¢5] and a cut.
The dark shaded regions indicate the picture of the comparison domain at integral time-steps
to, ..., t5. The extension cap at time t3 is shaded very dark. This extension cap is contained
in a cut D, which is outlined in bold. Note that cuts, such as D, occur in the definition of a
comparison, not of a comparison domain.

near the boundary as one transitions from one product domain to the next: boundary
components can either “recede”, or they can be filled in by 3-balls. In the main existence
proof, the latter case corresponds to the situation when the comparison map is extended

over a cap region lying in a subset that is approximated by a Bryant soliton; for this
reason, we call the closures of such 3-balls extension caps.

Definition 7.1. (Comparison domain) A comparison domain (defined over the time-
interval [0,¢,]) in a Ricci flow spacetime M is a triple (N, {N7 }1¢j<r, {tj}7=), where
the following holds:

(1) The times 0=tg<...<t; partition the time-interval [0, ¢;]. Each N7 (for 1<j<J)
is a subset of My, _, 4, and

N = U NjCM[07tJ].

N
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(2) For all 1<j<J the subset N7 is closed in M, and is a product domain, in the
sense of Definition 6.6.

(3) For all 1<j<J, we have aj\ftleCInt J\/'tjj Here Int J\ftJJ denotes the interior of
/\/'tJJ inside M;,. Consequently, the difference /\/}JJ +1\Int/\/'t]; is a closed subset of My,
that is a domain with smooth boundary, with boundary contained in /\/gj .

(4) For every 1<j<.J, the components of /\/,5]7+1 \Int /\/,f7 are 3-disks, which are called
extension caps.

For any t<t;, we define the forward time-t slice MV, of N to be the set of accu-
mulation points of N7 as t \¢, and if t=t; we define NV}, =N;. We define the backward
time-slices NV;_ similarly, but taking accumulation points as £ 't, and when t=0, we put
No-=No. Thus if t€(t;_1,1;) then Npw=N7, Ny, =Nj and N, =N if 1< <.
Observe that N;=N;_UN,.

In the case J=0 the comparison domain (N=@,{ },{to}) is called the empty com-
parison domain.

When there is no chance of confusion, we will sometimes abbreviate
N AN {3 —0)
by N.

7.2. Comparisons

Next, we collect the basic properties of our comparison maps between Ricci flow space-
times. Roughly speaking, a comparison is a map between Ricci flow spacetimes that is
defined on a comparison domain. Away from the transition times, the inverse of this map
solves the harmonic map heat flow equation for the evolving metrics, or equivalently, the
pullback metric satisfies the Ricci-DeTurck equation. At a transition time, the compari-
son is extended over the extension caps. In order to guarantee a good interpolation, it is
necessary to adjust the comparison over a region that is much larger than the extension
cap. As a consequence, the comparison, when viewed as a map between spacetimes, may
have jump discontinuities near every extension cap. The discontinuity locus is contained
in a disjoint union of closed disks, which we will call cuts (see Figure 8 for an illustration).

In the following definition, we allow a comparison to be defined on a shorter time-
interval than the comparison domain. This is done for technical reasons having to do with
a two part induction argument. More specifically, in §11, we will analyze a comparison
that is defined on an entire comparison domain (over a time-interval [0,¢;]) and then
extend the comparison domain by one time-step (to the time-interval [0, ;41]), without

extending the comparison itself. So, we will end up with a comparison domain that is
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defined up to some time t;11, while the comparison itself still remains defined only up

to time t;.

Definition 7.2. (Comparison) Let M and M’ be Ricci flow spacetimes and consider
a comparison domain (N, {N7}J_,, {t;}7_,) defined over the time-interval [0,¢;] in M.

A triple (Cut, ¢, {¢’ }3’:1) is a comparison from M to M’ defined on (N, {N7}7
{t; };—’:0) (over the time-interval [0,¢;+]) if the following holds:

(1) J*<J.

(2) Cut=Cut'U ..UCut” !, where each Cut’ is a collection of pairwise disjoint
3-disks inside Int Ny ;.

(3) Each DeCut contains exactly one extension cap of the domain (N, {N7}:_,
{t;}/_0) and every extension cap of (N, {N7}7_,, {t;}7_,) that is contained in M.

is contained in one element of Cut.

Jj=b

(4) Each ¢/: N7 — M’ is a time-preserving diffeomorphism onto its image. More
precisely, ¢/ may be extended to a diffeomorphism onto its image defined on an open
neighborhood of N7 in the manifold with boundary M, _, ;.

(5) If J*>1, then ¢: szl/\/ \Upecut P—M' is a continuous map that is smooth
on the interior of Uj; Ni\Upecus D- If J*=0, then we assume that ¢: @—@ is the
trivial map.

(6) ¢=¢’ on the open time slab N ) for all j=1,...,J*.

(7) For all j=1,...,J*, the inverse map (7)1 (/\/J)—>N7 evolves by harmonic
map heat flow (according to Definition 6.13).

We define ¢y, to be d’j'N} if 0<j<J* and ¢} if j=0. Similarly, we define ¢, to
be ¢j|ij“ if 0<j<J* and qu*thJ;* if j=J*.

We remark that Definition 7.2 implies that ¢ is injective, and that ¢! satisfies the
harmonic map heat flow equation everywhere it is defined.

Note that by Definition 7.2, the only comparison in the case J*=0 is the trivial
comparison (Cut=g, ¢: -, &).

As explained in §6.5, a map whose inverse is evolving by harmonic map heat flow
induces a Ricci-DeTurck flow on its domain. We will now use this fact to define the

Ricci-DeTurck perturbation associated with a comparison.

Definition 7.3. (Associated Ricci-DeTurck perturbation) Consider a comparison do-
main (N, {N7}7_, {t;}7_,) in a Ricci flow spacetime M that is defined over the time-
interval [0, ;] and a comparison (Cut, ¢, {¢’ 3];1) from M to M’ defined on this domain
over the time-interval [0, ¢ +] for some J*<J.

Define h:=¢*g'—g on NM\Upecy P and hi:=(¢7)*g'—g on N7 for all 1<j<J*.
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Then, we say that (h, {h? 3]:1) is the associated Ricci—DeTurck perturbation for

(Cutv ¢a {¢J }3];1)

Moreover, for 1<j<J* we set htj, ::h{j, and define hy,_ ::h(l). Likewise, for 0<j<J*—1

j+1
we set by :=h] " and hy,.,=h",.

Note that by Lemma 6.15 the tensors h and h? are Ricci-DeTurck perturbations in
the sense of Definition 6.14.

7.3. A-priori assumptions I: the geometry of the comparison domain

Next, we introduce a-priori assumptions for a comparison (Cut, ¢, {¢’ Jle) defined on
a comparison domain (N, {N7 ‘jjzl,{tj}jzo). We first state the first six a-priori as-
sumptions, (APA1)—(APAG6), which characterize the more geometric properties of the
comparison domain and the comparison. These are the only a-priori assumptions needed
to implement the first part of the main induction argument, in §11.

To make it easier to absorb the list of conditions, we make some informal preliminary
remarks. The construction of the comparison domain and comparison involves a com-
parison scale rcomp. Most of the a-priori assumptions impose conditions at scales that
are defined relative to rcomp. For instance, the final time-slice of each product domain
N7 of the comparison domain is assumed to have boundary components that are central
2-spheres of necks at scale r¢omp. Moreover, we assume the comparison domain to be
ATcomp-thick and to contain all Areomp-thick points at integral time-slices. These and
similar characterizations will be made in a-priori assumptions (APA1)—(APA3).

In addition, we impose two assumptions, (APA4) and (APA5), that restrict the
situations when a component can be discarded or added, respectively. To appreciate the
role of these two conditions, the reader may wish to imagine a scenario when a Bryant-
like cap region in M evolves through a range of scales, initially well below Argomp, then
well above ATcomp, possibly fluctuating between these over a time scale >>7‘fomp. Then,
initially the cap region will lie outside the comparison domain, because its scale is too
small, and later it will necessarily lie in the comparison domain, because it has scale
>Arcomp. A-priori assumptions (APA4) and (APAS5) ensure that these events occurs
when the tip of the cap has scale in the range approximately (A comp, 10ATcomp), and
that they do not occur unnecessarily too often.

Finally, a-priori assumption (APAG) states that the comparison itself is an almost
isometry of high enough precision.

We mention that a-priori assumptions (APA1)-(APA6) depend on a number of pa-

rameters, which will be chosen in the course of this paper. Also, as with Definition 7.2,
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in the following definition we do not require a comparison to be defined on the entire
comparison domain (see the discussion before Definition 7.2).

Definition 7.4. (A-priori assumptions (APA1)-(APAG)) Let (N, {N7}/_, {t;}7_0)
be a comparison domain in a Ricci flow spacetime M that is defined over the time-interval
[0,¢;] and consider a comparison (Cut,, {¢’ 3];1) from M to M’ on this domain to
another Ricci flow spacetime M’ that is defined over the time-interval [0,¢ ;-] for some
J*<L .

We say that (N, {N7 j:l’{tj}}]:O) and (Cut, ¢, {¢/ j;l) satisfy a-priori assump-
tions (APA1)—(APAG6) with respect to the tuple of parameters

(nlin» 5nv A, Dcapv Aa 5b, Ecany Tcomp)

if the following holds:
(APA1) We have tj=j-12,,, for each 0<;j<.J.
(APA2) All points in N are Areomp-thick.
(APA3) For every 1<j<.J, the backward time-slice ./\/'tj,:./\/g_ has the following

properties:

(a) The boundary components of /\/'tj, are central 2-spheres of d,-necks at
scale Tcomp-
(b) M- contains all Arcomp-thick points of M.

(¢) Each component of ./\/}J._ contains a Argomp-thick point.

(d) Each component of M, \Int Ny, with non-empty boundary contains a
10A7comp-thin point.

(e) The points on each cut DeCut are Argomp-thin.

(APA4) (Discarded disks become thin) Suppose 1<j<J, and C is a component of
N, \Int N, ¢ (if j22) or Mo\Int Mo, (if j=1) such that the following holds:

(a) C is diffeomorphic to a 3-disk.
(b) OCCNy,_, 4.

Then, either C does not survive until time ¢; (as in Definition 6.4), or for some time
tetj—1,t;] we can find a weakly Arcomp-thin point on C(¢) (recall the notation C(t) from
Definition 6.4).

(APA5) (Geometry of extension caps) For each 1<j<J* and every component C of

M, \Int Ny, _ the following holds: C is an extension cap of (N, {7 3»]:1, {t; }3]:0) if and

only if there is a component C’ of M; \ ¢y, (Int Ny, ) such that the following holds:
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(a) C and C’ are 3-disks.

(b) OC'=¢y,-(9C).

(c) There is a point z€C such that (M, x) is d,-close to the pointed Bryant
soliton (Mgyy, gBry, TBry) at scale 10Arcomp-

(d) There is a point x’e./\/l;j, at distance <DgapTcomp from C’, such that
( ;j,x') is dp-close to the pointed Bryant soliton (Mpg,y, gBry, ZBry) at some
scale in the interval [D_,} reomps DeapTcomp)-

(e) C and C’ have diameter <DcapTcomp-

(APAG6) Consider the Ricci-DeTurck perturbation (h, {h}j;l) associated with the
comparison (Cut, ¢, {¢’}7_)).

If J*>1, then |h|<mi, on U‘j]:1 Nj\UDeCut D. Moreover, the e¢,n-canonical neigh-
borhood assumption holds at scales (0,1) on U;.Izl & (N).

We point out that a-priori assumptions (APA1)-(APA4) are conditions on the com-
parison domain only. On the other hand, a-priori assumption (APA5) places restrictions
on extension caps in terms of the comparison map and the local geometry of the image.
This is to ensure that extension caps arise only when the geometry of the domain and
target are nice enough to allow an extension of a comparison on that is a precise enough

almost isometry.

7.4. A-priori assumptions II: analytic conditions on the comparison

Lastly, we introduce a further set of a-priori assumptions, (APAT)—(APA13), which char-
acterize the behavior of the perturbation h and the geometry of the cuts more precisely.
These assumptions will become important in §12, where we will extend the comparison
by one time-step onto a larger comparison domain.

We now give a brief overview of a-priori assumptions (APA7)-(APA13). A-priori
assumptions (APA7)-(APA10) impose global bounds on the Ricci-DeTurck perturbation
h via two quantities Q and Q*. These bounds essentially introduce a pointwise weight,
which depends on the curvature scale p and time. A-priori assumption (APA7) imposes
a bound on ) on the comparison domain, on the complement of forward parabolic
neighborhoods of cuts. Similarly, a-priori assumption (APA9) imposes a bound on Q* at
points of the comparison domain that are far enough away from its neck-like boundary.
For an illustration of the domains on which these bounds do or do not hold, see Figure 9.
A-priori assumption (APAS8) introduces a weaker bound on @, which holds essentially
everywhere on the comparison domain. Note that the constant W in this bound will

be chosen to be large. Therefore, a-priori assumption (APAS8) will not directly imply
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Figure 9. Th_e bound Q<Q in (APAT) holds on all of N except for the hatched region. The

bound Q*<Q* in (APA9) holds on all of A/ except for the dotted region.
a-priori assumption (APAT).

A-priori assumption (APA10) states that Q* is small on each cut and a-priori as-
sumption (APA12) guarantees a good bound on @ and Q* on the initial time-slice. A-
priori assumption (APA11) controls the geometry of the cuts. Lastly, a-priori assumption
(APA13) imposes a bound on t;.

Definition 7.5. (A-priori assumptions (APA7)-(APA13)) Let (N, {N7}/_, {t;}7_0)
be a comparison domain in a Ricci flow spacetime M that is defined on the time-interval
[0,t7] and consider a comparison (Cut, ¢, {W}‘le) on this domain to another Ricci flow
spacetime M’ that is defined on the same time-interval [0, ¢s].

We say that (N, {N7}/_,,{t;}]_) and (Cut, ¢, {¢7}]_,) satisfy a-priori assump-
tions (APA7)—(APA13) with respect to the tuple of parameters

(T7 E, H, Min, V, A, Tlcut Dy, W, A7 Tcomp)
if the following holds. Define the functions
Qe=e"TUpEIh| and Q" =TV il

on NM\Upecus D, where t: M —[0,00) is the time-function. On Ny, we denote by Q+
and Q7% the corresponding values for h;,+. We also set Q+:=Q on N\Upccy, D- Set

Q= 10*E*1minr£)mp and QF:= loilnlin()\rCOmP)S'
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Then
(APAT) (Q<Q if no cuts in nearby past) For all € N'\Upecy, P for which

P(z,Ap1(z))ND=g for all D e Cut,

we have
Qz) <Q.

Note that the bound is also required to hold if P(z, Api(z))ZN.
(APA8) We have
QE<W-Q on N\ U D.
DeCut
(APA9) (Q*<Q* away from time-slice boundary) For all €N \Upe oy P for which
Bz, Ap1(x)) CNy(g)-, we have
Q(x)<Q"

(APA10) On every cut DeCut, we have

Qj_ < Tcut @* .

(APA11) For every cut DeCut, DC My, the following holds: The diameter of D
is less than DcytTcomp and D contains a Tl()Dcutrcomp—neighborhood of the extension cap
C=D\Int Ny, .

(APA12) We have Q<vQ and Q*<vQ* on N (i.e. at time zero).

(APA13) We have t;<T.

Note that a-priori assumptions (APA7)-(APA13) are vacuous if J=0.

We briefly comment on the purpose of a-priori assumptions (APAT)—(APA9).

As explained in §2, a-priori assumption (APA7), the bound Q< @, serves as a main
ingredient for the Bryant extension principle, as long as F is chosen large enough. It will
also be used to ensure that |h|<mu, at most points of the comparison domain.

Note however that @ is chosen such that the bound Q<@ only implies |h|<min
when p1 27comp. S0, it does not imply |h|<min everywhere on the comparison domain.
Unfortunately, we will not be able to remedy this issue by replacing @Q in a-priori as-
sumption (APA7) by a smaller constant, as our solution of the harmonic map heat flow
will introduce an error of magnitude depending on §,, near the neck-like boundary of V.

More specifically, assuming that the bound Q<@ holds near the neck-line boundary,
which has scale &7comp, then errors would force Q2 rE  n', where 1'=n'(6,). On the
other hand, since we would want the inequality Q<@ to enforce the bound |h|<Min

everywhere in N, and since N may contain points of scale ~Ar¢omp, we would need to



UNIQUENESS AND STABILITY OF RICCI FLOW 49

Tlcut

w A A Ob Ecan

l

Tcomp

Figure 10. All restrictions on the parameters that will be imposed throughout this paper.
Each parameter in this graph can be chosen depending only on the parameters that can be
reached by following the arrows backwards. Note that the graph does not contain any oriented
circles.

have Q <(Arcomp)“Min. Combining the two inequalities, we get 1’(0y) SAEMin, so we end
up with a condition of the form &, <&, (7in, A). However, to construct the comparison
domain so that its boundary consists of (roughly) d,-necks, we need a condition of the
form A<A(d,), which is incompatible. In summary, the constant @ cannot be chosen
such that a-priori assumption (APAT) is both weak enough to hold near the boundary
of A and strong enough to imply |h|<mi, at all points of scale 2 AT comp-

The bound Q* <Q* in a-priori assumption (APA9), on the other hand, automatically
implies |h|<min everywhere on A/. However, we are not imposing it near the neck-like
boundary of N.

Lastly, note that the bound @<Q may be violated after a Bryant extension con-
struction. Therefore, we have not imposed it in a-priori assumption (APA7) at points
that lie in the near future of cuts. At these points, the bound Q*<Q* will be used to
guarantee |h| <my,. Moreover, the bound Q<WQ from a-priori assumption (APAS) will
be used to partially retain a-priori assumption (APAT) in the future of a cut. Using the
interior decay from §9, this bound can in turn be improved to the bound Q<@ from

a-priori assumption (APAT) after a sufficient time.
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7.5. Parameter order

As mentioned earlier, the a-priori assumptions, as introduced in the last two subsections,
involve several parameters, which will need to be chosen carefully in the course of this
paper. Each step of our construction will require that certain parameters be chosen
sufficiently small/large depending on certain other parameters. In order to show that
these parameters can eventually be chosen such that all restrictions are met, we need
to ensure that these restrictions are not circular. For this purpose, we introduce the

following parameter order:
T, F, H, Min, Y, 5na A, Dcap7 Tlcut Deyi, W, A7 A» 5b7 €cans Tcomp-

In the entire paper, we will require each parameter to be chosen depending only on
preceding parameters in this list. So, parameters can eventually be chosen successively
in the order indicated by this list.

For a more detailed picture of all the parameter restrictions imposed in this paper
see Figure 10. These restrictions also appear in the preamble of our main technical result,
Theorem 13.1. Note that, as these restrictions are not completely linear, there are several
admissible parameter orders. We have chosen the above parameter order, because we
found it to be most intuitive.

We advise the first-time reader that it is not necessary to follow all parameter re-
strictions in detail when going through the proofs of this paper. Instead, it suffices to

check that the above parameter order is obeyed in each step.

8. Preparatory results

In this section we collect a variety of technical results that will be needed in the proof of
the main theorem. These are based on definitions from §§5-7. The reader may wish to
skim (or skip) this section on a first reading.

8.1. Consequences of the canonical neighborhood assumption

The completeness and canonical neighborhood assumptions, as introduced in Defini-
tions 5.3 and 5.6 lead in a straightforward way to local bounds on geometry, including
local control on curvature and its derivatives, as well as control on neck and non-neck
structure. We begin this subsection with a few such results (Lemmas 8.1-8.7), and
then use them to deduce control on scale distortion of bilipschitz maps (Lemma 8.9),

self-improvement of necks (Lemma 8.10) and scale bounds near necks (Lemma 8.11).
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Our first two results are direct consequences of the definition of the canonical neigh-

borhood assumption, and properties of k-solutions.

LEMMA 8.1. (a) For every A<oo there is a constant C=C(A)<oo such that, if
Ecan < écan(A)

and a Riemannian manifold M satisfies the €can-canonical neighborhood assumption at
x €M, then the following holds on the ball B(x, Ap(x)) for all 0<m<A:

p=V3R2  C7lp(x)<p<Cp(z), |V™Rm|<Cp 27" ().
(b) There is a C'<oo such that, if

<

EC&H ~X Ecan

and M is a Ricci flow spacetime that satisfies the €cayn-canonical neighborhood assumption

at some point x€M, then
|0e0°| () = 3|0 R~ |(2) < C.
(c) Given 6>0, if

€can & €can (5)

and M is a Ricci flow spacetime that satisfies the €can-canonical neighborhood assumption
at some point x€M, then
8tp2(:r) = 3(9tR71(£ZJ) g 0.

Proof. Assertion (a) follows from the definition of the canonical neighborhood as-
sumption, assertions (c) and (d) of Lemma C.1 and Lemma 6.2.

For assertions (b) and (c) we recall that in a Ricci flow the time derivative 0;R(x)
may be expressed as a universal continuous function F(Rm(z),V Rm(z), V2 Rm(z)) of
spatial curvature derivatives. Now, assertions (b) and (c) follow from the definition of

the canonical neighborhood assumption, and assertion (e) of Lemma C.1. O

LEMMA 8.2. For every §>0 there is a constant Co=Cy(d)<oo such that, if
Ecan < gcan(é)a

then the following holds.

Assume that (M, g) is a Riemannian manifold that satisfies the &.an-canonical neigh-
borhood assumption at some point x€M. Then, one of the following hold:

(a) x is the center of a 6-neck at scale p(x).

(b) There is a compact, connected domain V C M, with connected (possibly empty
boundary) such that the following hold:
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(1) B(z, 6 'p(x))CV.

(2) p(y1)<Cop(y2) for all y1,y2€V.
(3) diam V <Cyp(z)

(4) If V£, then

(iil) Any two points z1, 20 €0V can be connected by a continuous path inside
OV whose length is less than

min{d(z1, ), d(x, z2)} —100p(x).

(5) If V is diffeomorphic to a twisted interval bundle over RP?, then
py1) <2p(y2) for all yr,y2€V.

Proof. This follows immediately from Lemma C.2 using the definition of the canon-
ical neighborhood assumption. O

LEMMA 8.3. Suppose M is an (rg,to)-complete Ricci flow spacetime. If for some
r>ry we have p>r on a parabolic neighborhood P(x,a,b)C Mg, then it is unscathed.

Proof. Let t=t(z). From the (rg, tp)-completeness of M, any unit speed geodesic in
M, starting at x can be extended up to a length of at least a. Therefore, the exponential

map exp,: TpM; D B(0,a)—M; is well defined, and has compact image

exp, (B(0,a)) = B(z,a).

If ye B(x, a), then since p>r on P(z,a,b), it follows from (rg, to)-completeness that y(¥)
is defined on [t,t+4b] if b>0 or [t+b,t]N[0, 00) if b<O.

O

Next, we derive a few results based on the bounds in Lemma 8.1.

LEMMA 8.4. (Scale nearly constant on small two-sided parabolic balls) If L>1 and
n<i(L) and Ecan < Ecans

then the following holds.

Suppose that 0<r<1 and M is an (gcanT,to)-complete Ricci flow spacetime satis-
fying the ecan-canonical neighborhood assumption at scales (ecanr, 1). If for some point
€My with t€0,to] we have pi(x)>=r, then the parabolic neighborhoods

Py 5:P(517>77P1(55)a i(npl(w))z)ﬂM[O,to]
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are unscathed and
L™ pi(2) <p1 < Lp (x) (8.1)

on PLUP_.

Proof. 1f

gcan g ‘C:Cal’la

then, by Lemma 6.2 and assertions (a) and (b) of Lemma 8.1, there is a constant Cp<oo
such that near any point that satisfies the e.,,-canonical neighborhood assumption we
have

IVpl,|0¢p%| < Co. (8.2)

Now choose a point y€ Py, and let v:[0,a]—M be a curve from z to y that is a con-
catenation of curves y; and 72, where -7 is a unit speed curve from z to y(¢) of length

<np1(z), and 72 is the integral curve of £ from y(¢) to y. Then, by (8.2), we have
[(prom1)'(s)| < Co and  [(pFora)'(s)] < Co, (8.3)
wherever the derivatives are defined and pjeo7;($)>€canr. Therefore, if
n<n(L),

then (8.1) follows by integrating the derivative bound (8.3). The fact that P. are un-

scathed follows from Lemma 8.3. O

LEMMA 8.5. (Backward survival control) If >0, A<oo and
Ecan g 67(:8‘11(5) A)?

then the following holds.

Suppose that r>0 and M is an (EcanT, to)-complete Ricci flow spacetime satisfying
the €can-canonical neighborhood assumption at scales (€canr,r). Let x€ My with t€]0,to)
and assume that p(x)>r. Then, x(t') exists for all t€[t—Ar?,t]N[0,00), and we have

pla(B) > (1-0)r.

Proof. Set t:=t(z) and let 04 >0 be a constant whose value we will choose at the end

of the proof. Recall that p,=min{p,r}. By assertion (c) of Lemma 8.1, and assuming

Ecan < gcan((s#)a
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we have

(D) (8.4)

for all £<t for which both z(#) and the derivative exist and p2(x(f))> (€canr)?. Therefore,
if
04 <0(0, A),

then we may integrate (8.4) to obtain that p2(z(#))>(1—4§)r for all £<t for which
t—t< Ar?

and z(t) is defined. Assuming
Ecan < 1—90,

we can use the (€canr, to)-completeness to show that z(f) is defined for all
€ [t—Ar?,t]n[0, 00). O

LEMMA 8.6. (Bounded curvature at bounded distance) For every A<oc there is a
constant C=C(A)<oo such that if

€can < Ecan(A)a

then the following holds.

Let 0<r<1 and consider an (€cant, to)-complete Ricci flow spacetime M that sat-
isfies the ecan-canonical neighborhood assumption at scales (€cant, 1). If x€EMigy,) and
p1(x)=r, then P(x, Api(x)) is unscathed and we have

C7'pi(z) <p1<Cpi(z) on P(x,Api(x)). (8.5)
Proof. We claim that there is a constant Cy=C4(A)<oo such that
Crlpi(z) <p1 <Cipi(x) on B(x, Api(x)). (8.6)

This is immediate if p1 =1 on B(z, Ap1(z)), so suppose p1 (y) <1 for some y€ B(xz, Apy(z)).
By the continuity of p1, we may choose y such that p;(y)€ (%pl (z), 1). Applying assertion
(a) of Lemma 8.1 to the ball B(y,4A4p(y))DB(z, Ap1(x)), we get (8.6).
If
Ecan < Ecan(A),

then using (8.6), we may apply Lemma 8.5 at any point z€ B(x, Ap1(x)) to conclude
that v(t) is defined and
p1(z(t)) > %Cl_lpl(z) > Ecan”
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for all t€[t—Ap1(z)?,¢]N[0, 00). Thus, P(z, Ap1(x)) is unscathed by Lemma 8.3.
Next, by assertion (a) of Lemma 8.1 there is a universal constant Cs<oo such that
if
Ecan < Ecan(4),

then for all £€[t— Ap?(z)]N]0, 00) we have
L ()| <0
! 2

provided the derivative is defined. Integrating this bound yields
pi(2(8) < C?pi(2)

for C=C(A)<oo. Thus (8.5) holds. O

In the next result we combine the bounded curvature at bounded distance estimate
(Lemma 8.6) with a distance distortion estimate to find a parabolic neighborhood cen-
tered at a point = that contains all parabolic neighborhoods of the form P(y, A2p1(y)),

where y varies over some parabolic neighborhood P(x, A1p1(z)).

LEMMA 8.7. (Containment of parabolic neighborhoods) For any A;, As<oo there
is a constant A'=A'(Ay, Ay)<oo with A'> A1+ As such that if

Ecan < écan(Ala AQ)a

then the following holds.
Let 0<r<1 and consider an (€canT, to)-complete Ricci flow spacetime M that sat-
isfies the ecan-canonical neighborhood assumption at scales (€cant,1). If erM[o,tO] and

p1(x)=r, then the parabolic neighborhood P(x, A'p1(x)) is unscathed and we have

P(y, Aapi(y)) C Pz, A'py () (8.7)

for all ye P(z, A1p1(x)).

Proof. We first use Lemma 8.6, assuming
Ecan < gcan (Al)a
to argue that P(z, A1p1(x)) is unscathed and

p1<Ci(A1)p1(x) on Pz, A1p1(z)) (8.8)
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for some C71=C1(A1)<oo.
The constant A’ will be determined in the course of the proof. Again, by Lemma 8.6,
assuming
Ecan < Zean(4'), (8.9)

we find that P(x,2A’p;(x)) is unscathed and that p; >co(A")p1 () Zcor>ccanr on it. At
any point z€ P(x,2A p1(x)) with p1(2)<1 the curvature operator is close to that of a
k-solution. Since k-solutions have non-negative Ricci curvature, we can argue that

Ric > ~3(A)p(2) > —p; *(x)

at z if we assume a bound of the form (8.9). On the other hand, at any z€ P(x,2A4’p;(x))
with p1(2z)=1 we have p(z)>1, and therefore Ric>—Cj at z for some universal constant

Cs. So, in summary, we have
Ric> —Capy ?(z) on P(x,2Ap(z)). (8.10)

Now consider a point ye P(z, A1p1(x)). Set t:=t(z) and ¢,:=t(y). We first claim
that for
A'> A'(Ay, Ay)

we have

B(y, A2p1(y)) C P(x, A'p1(2)). (8.11)

Assume not and choose a smooth curve 7: [0, 1]— (P(z, 24 p1(x))¢, between y and a point
z€P(x,2A'p1(x))\ P(x, A’p1(z)) such that £; (v)<Azpi(y). Note that for all t'€[t,, t,]
the curve ~yp: [0, 1] =My with v (s):=((s))(t') is defined and its image is contained in
P(xz,2A'p1(x)). So, by (8.10) and (8.8), we have
dr, (y(te), 2(ts)) <L, (7e.)

<exp(Capy *(2)ATpi (x))- A2pr (y)

< C1Az exp(Co A7) pa(x)
So

A'pi(2) <dy, (2,y)+dy, (y, 2(t)) < Arp1 () +C1 Az exp(C2 A7 ) pa (2).

Now set

A/(Ay, Ag)i= A1 +C Ay exp(Co AT) 4+ / A3+ A3.

Then, we obtain a contradiction and thus (8.11) holds. Since
(A)? > Aj+ 43,

we obtain (8.7). O
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The next two results concern the behavior of the curvature scale p under nearly
isometric mappings. We begin with a convergence lemma that shows that an immersion
between Riemannian manifolds must nearly preserve the scale, provided it is nearly
an isometry, and we have sufficient control on the curvature and possibly curvature
derivatives on the domain and target. The main point is that the map is only assumed

to be an almost isometry in the C%-sense.

LEMMA 8.8. Suppose that {(Z},gt,21}52, and {(Z2,93,23)}32, are sequences of
pointed smooth Riemannian manifolds such that for some ro>0 and for each i=1,2 the
ball B(z},r0)CZ; is relatively compact for all k, and one of the following holds:

(1) suPp(zi ry) [Rm[g; =0 as k—o0.

(i) Hmsupy_. SUpp(si r) [V Rmlg <oo for 0<j<5.

Let {¢y: Z; —Z2132 | be a sequence of smooth maps such that ¢y (z})=z; and

sup  |[(¢rgr—9g)|gr =0 ask—oo. (8.12)
B(Zixro) "
Then, after passing to a subsequence, the scale functions converge to the same limit:
Jim p(z}) = lim p(:3) € [0, 00)U{oc).
—
Proof. We first prove the lemma under the additional conditions that the ¢xs are

diffeomorphisms and the injectivity radii at z} satisfy
hgninflanad(Z;,g;,z;) > 0. (8.13)
— 00

Using standard injectivity radius estimates, conditions (i), (ii), (8.12), and (8.13)
imply that for every r<ry, and sufficiently large k, the injectivity radius is bounded
uniformly from below on B(z,i,r)CZ,i. By standard compactness arguments, after
passing to a subsequence, the sequence of pointed balls {(B(z%,70), g5, 25)}32, con-
verges to a pointed C*-Riemannian manifold (Z¢_, g% , 2. ), that is a proper ro-ball
(i.e. balls of radius <rg are relatively compact), and there is a basepoint-preserving

map doo? (Z3, 250) (23

00 oo 2 ,22) that is an isometry of the Riemannian distance functions,

where, for each i=1, 2, the following holds:
e If {g;} satisfies (i), then the pointed convergence

(B(2k:70): Gk 21) = (Z50: 25)

is with respect to the Gromov—Hausdorff topology and Z¢_ is flat.
o If {gi} satisfies (ii), then the pointed convergence

(B(zi,ro),gz,z;i) (ZZ 79007 <Zx>)

is with respect to the C*-topology.
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In view of the above, we have p(zi)—p(z5,)€[0,00)U{o0} as k—oo for i=1,2.
Since ¢ is an isometry (of distance functions) between C* Riemannian manifolds, it
is a C3-isometry of Riemannian manifolds, and hence it preserves curvature tensors:
¢ (Rm(22,))=Rm(zL,). It follows that p(zl )=p(z2).

We now return to the general case. We may assume after shrinking rg that the
conjugate radius of Z} at z{ is >2rg. For i=1,2, let (W}, wi) be the ball B(0,2ry)C
TZ;Zé with basepoint wi=0€ B(0,2rq), and let h}C::eXp;i g and hi:z(d)koexpzé)*gi.
Then, the injectivity radius at w}, satisfies InjRad(W}, h}, wi)>ro, and B(wi,ro) CW}
is relatively compact. Therefore, applying the above argument to the identity maps
Wl —W2, we obtain the lemma. O

LEMMA 8.9. (Scale distortion of bilipschitz maps) There is a constant 103 <Csp <00
such that the following holds if

Min < Min, O0n<0n, Ecan <E€can and Tcomp < Tcomp-

Let M and M’ be (€canTcomp, to)-complete Ricci flow spacetimes. Consider a closed
product domain X C Mgy, on a time-interval of the form [t—r2,,.,t], t=12m,, such
that the following holds:

(i) 0X; consists of embedded 2-spheres that are each centers of d,-necks at scale
T comp -

(ii) Each connected component of X, contains a 2rcomp-thick point.

Let te[t—r2

comp’

t], t 20 and consider a diffeomorphism onto its image ¢: Xz— M.,
such that |¢* gl —g7| <min. We assume that M satisfies the ecan-canonical neighborhood
assumption at scales (0,1) on X, and that M’ satisfies the ecan-canonical neighborhood
assumption at scales (0,1) on ¢(Xg).

Then, for any x€ Xz, we have

Coppi(@) < pi(¢(x)) < Csppr (). (8.14)

This lemma will later be applied whenever a bound on the distortion of the scale
function under a comparison (as defined in Definition 7.2) is needed. The product domain
X in this lemma will later be taken to be a time-slab A7 of a comparison domain (as
defined in Definition 7.1) and ¢ will denote the time-slice of a comparison. Assumptions
(i) and (ii) correspond to a-priori assumptions (APA3) (a) and (APA3) (d), respectively
(see Definition 7.4).

In order to avoid confusion, we point out that usually it is possible to derive stronger
scale distortion bounds than (8.14), with Csp replaced by a constant that can be chosen

arbitrarily close to 1. These stronger bounds follow simply via local gradient estimates,
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due to the parabolic nature of the comparison. This approach, however, fails if the point
x lies close to the spatial or time-like boundary of X. This is why we have to work with

a larger constant Csp in this paper.

Proof. Assume the lemma was false. Then, there are sequences in,; —0, 0n,x—0,
5can,k_>07 Tcomp,k_)07 {Mk}a {M/k}a {Xk}7 {mk}7 {t’f}7 {Ek}’ {t;c} and ¢’€th€k_>M7/5§]:
satisfying the assumptions of the lemma, such that

p(an) —0 or M%oo as k— oo. (8.15)

p1(¢k (k) p1(x(zk))

To simplify notation, we let Mk::/\/lifk and M ’IC::M;Z denote the time-slices, with
metrics g, and g, respectively, and let Yk::th“k C M}, be the relevant time-slice of the
product domain X*.

Let r:=min{p;(xx), p1(dr(xr))}. In view of (8.15), we have rp,—0. Note that, by
our assumptions, for each of xp and ¢y (xy), either the ecapn p-canonical neighborhood
assumption holds, or we have p;(zr)=1 or p1(dr(zr))=1, respectively. In the first case
we may use the estimates on the derivatives of curvature in assertion (a) of Lemma 8.1,
and we have

|VIRm| < Clrkf%j on B(xg,ry) or B(or(zk), k), (8.16)

respectively, for some universal C7 <oo and large k£ and 0<j<5, and in the second case

we may apply Lemma 8.6 to obtain
[Rm| < Cy on B(zg,ri) or B(dr(xk), k), (8.17)

respectively, for some universal Cy<oo and large k.
Case 1. liminfy . r;ld(xk,aYk)>O.

If we let gk::r,gzgk and f};ﬁ::r;zg;ﬂ, then the assumptions of Lemma 8.8 hold for
the sequence {¢x: (Int Yz, G, zx) = (M}, §;., &1 (xx))} by (8.15)-(8.17) and the fact that

rr—0. Hence, after passing to a subsequence,

lim pg, (wx) = Hm pg; (S (zr))-

Since for every k the ecan k-canonical neighborhood assumption holds at one of the points
Zk, Ok (x), the above limit must equal 1. This contradicts (8.15).

Case 2. liminfy_, r,;ld(xk,aYk)zo.

After passing to a subsequence, we may assume that

lim 7, 'd(zy, 9Y;) =0. (8.18)

k—o00
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For each k we may choose a boundary component ¥, Cthk_ such that

lim Tlc_ld(a;‘k, Zk(fk)) =0.

k—o00

Let Ui, be the 107 comp,x-neighborhood of ¥y, in thk. If k is large, then
%rcomP’k < p<2rcomp,x on Ug.

So, by assumption (ii) and the fact that §, ;—0, it follows that Uy does not fully contain
the component of thk. in which it lies, and moreover it does not intersect any other
boundary components of thk. Therefore, we can pick yx Ethk with d(yk, Xr)=Tcomp,k-

By Lemma 8.6, there is a universal constant C's <oco such that, for large k, we have
O3 M eompk < P < CaTcomp i (8.19)
on Ug(%x), in particular on X (tx). By (8.16) or (8.17) and the fact that
Bz, mi) NSk (tr) # 2

for large k, we get r; <CaTcomp,r for large k, where Cy <oo is a universal constant. By
(8.19), (8.18), and a distance distortion estimate, we have xy€Uy(fx), and therefore
rp<p1(xk) <Csrcomp,k for large k. Hence, limg_,o0 rt d(xy,0Y;)=0. By a distance

comp,k

distortion estimate, there is a universal constant C5<oo such that, for large k,

C5 reompk < d(yr(tr), vx), d(yr (tk), 0Y%) < CsTcomp. k- (8.20)

So, using (8.20) and Case 1, we can find a uniform Cg<oo such that

O3 O M reomp.k < Cg 1 (yr (B)) < p1 (0 (i (1)) < Cop1 (Y (1)) < C3Co6T comp k-

Since d(ox (yr (tk)), ¢k (2k)) <2C37comp i for large k, Lemma 8.6 gives
C;lrcomp,k < Pl(d)k (xk)) < C7rcomp,k

for some uniform C7<oco and large k. This contradicts (8.15). O

In the following lemma we show that a region that is bilipschitz close to a cylinder
contains a smaller region on which we have closeness to a cylinder in the C™-sense,
provided that the canonical neighborhood assumption holds. So, the smaller region is a
neck of arbitrarily high accuracy, as long as the bilipschitz control on the larger region

is strong enough.
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LeMMA 8.10. (Self-improvement of necks) If
(5# >0, 5<(§((5#) and Ecangécan(é#),

then the following holds.

Let (M, g) be a Riemannian manifold and €M be a point that satisfies the €can-
canonical neighborhood assumption. Let r>0 be a constant and : S x (=61, 67 1) =M
be a diffeomorphism onto its image that satisfies x€(S%x{0}) and

_ * 2
[r=2¢*g—g% *F||co <6,

where gSzX]R denotes the round cylindrical metric with p=1, and the C°-norm is taken
over the domain of .

Then, x is a center of a dx-neck in M at scale r.

Proof. Without loss of generality, we may assume that r=1.

Assume that the lemma was false for some ¢4 >0. Then, we can find sequences 65, —0
and €can x—0, as well as a sequence {(My, gi, xx)} of pointed Riemannian manifolds and
a sequence {¢5: S x (=6, *, 6, 1) =My} of diffeomorphisms onto their images such that,
for all k, the following holds:

(1) (Mg, gx) satisfies the ecan  canonical neighborhood assumption at x;

(2) zr€Yn(S?x{0});

(3) [ige—g%F oo <d—0;

(4) =z, is not a center of a dx-neck at scale 1.

Let #:=p1(xx). Then, letting
— — A — 2 —
(Zkl:v gliv zli) = (52 X (_5k 17 5k 1)7 Tk; 2gS XR’ q/jk 1(1%))’
(Zlg? glzw Zl%) = (Mkv /f.]:,2gk7 xk)v

and ¢ :=1y, the assumptions of Lemma 8.8 hold by (3) above and assertion (a) of
Lemma 8.1 together with the choice of 7. Therefore, we have p(x3)— p(¢; ' (vx))=1 as
k—o0. It follows that (Mg, gk, Tk) IS €can k-close at scale tending to 1 to the final time-
slice (]\ka,gk,:%k) of a Kg-solution with p(&;)=1, as k—oco. Hence, diam(]\’/\[k,gk)—)oo.
Since p(i)=1, it follows that (M}, gx) cannot be a round metric for large k. So,
by assertions (a) and (b) of Lemma C.1, after passing to a subsequence, the sequence

{(Mg, gk, xx)} converges in the pointed smooth topology to the final time-slice

(Mooagomxoo)

of some k-solution. However, by property (3) above, we conclude that (Mso, goo) is

isometric as a metric space to (S? xR, gSQX]R) equipped with the induced length metric.
S0, (Muo, goo) is isometric as a Riemannian manifold to (S? xR,gSQXR). Thus zy, is a

center of a dx-neck at scale 1 for large k, contradicting (4). O
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The next lemma gives control on the scale at bounded distance to a neck, assuming

the canonical neighborhood assumption.

LEMMA 8.11. (Scale bounds near necks) There is a constant do>0 such that for
every X <oo there is a constant Y=Y (X)<oo such that, if

Ecan < €can (X)a

then the following holds.

Let (M,g) be a (possibly incomplete) Riemannian manifold and let XCM be a
central 2-sphere of a dg-neck at scale 1 in M. Assume that M satisfies the &cayn-canonical
neighborhood assumption at some point in 2.

Consider a point x€ M\Y and let C be the component of M\X containing x. If
d(z,2)<X and diamC2Y, then py(x)>1s. Here the diameter is taken with respect to
the distance function of (M, g).

The proof uses the geometry of non-negatively curved manifolds to bound neck scales
from below. The argument is a variation on part of Perelman’s proof of compactness of

k-solutions (see [P1]).

Proof. Fix X <oo and some small constant §p>0. The precise conditions on the
smallness of §y will become clear in the course of the proof.

Assume that the statement of the lemma was false (for fixed X') and choose sequences
Y}, — 00 and €can,x—0. Then, we can find counterexamples (Mg, gx), Xk, Tk, Cr C M\ X,
such that (M, gi) satisfies the ecan k-canonical neighborhood assumption at some point
Y EXg, d(zg, X ) <X, diam Ci, >Y}, but p(xk)gﬁ.

If

do < o,

then the injectivity radius at y is uniformly bounded from below by a positive constant.
So, after passing to a subsequence, we may assume that

e The sequence of pointed Riemannian manifolds (My, gk, yr) converges to the
pointed final time-slice (Mo, goo, Yoo ) Of some x-solution.

e The 2-spheres Y, C M}, converge to a central 2-sphere X, of a 2dg-neck Uy, C M
at scale 1.

e The points x converge to a point x., € M, such that p(a:oo)gﬁ.

o d(Zoo, Yoo )= iéo_l, since we may assume that p>% on the 2dg-neck Uxe.

As diam C, >Y} — 00, the k-solution M., must be non-compact. If

0o < do,
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then M., cannot be isometric to a quotient of a round cylinder, because Uy, is a 2dg-neck
of scale 1, while p(z)< %. Therefore, M. is diffeomorphic to R?, and the 2-sphere
bounds a compact domain, and a non-compact domain Z. We cannot have xo, € Mo\ Z,
since this would imply that diam Cp <2 diam(My\Z) for large k, contradicting the fact
that diam Cy,—00. So, xo €Z.

Let yC My be a minimizing geodesic ray starting from y,, and pick z€yNZ, to be
determined later. Let §0cZ, ZToo and Too¥oo be minimizing geodesic segments between

the corresponding pairs of points. Assuming
do < do,

the segments Joz and JooToo may intersect X, at most once and are nearly parallel to
the R-factor of the neck Us. Therefore, both segments are contained in Z apart from
the endpoint Y., and they form an angle of at most iw at Yoo. By Toponogov’s theorem,
this implies that the comparison angle Zyoo (Zoo, 2) 1s at most iw. Provided that d(z, Yoo )
is sufficiently large, we therefore have me(yoo, z)>i7r.

Fix some small §; >0 whose value we will determine later. If
0o < do

and d(z, Yoo ) is sufficiently large, then p=! (2o ) min{d(zwo, 2), d(Too, Yoo ) } is large enough
that we may apply [KL1, Corollary 49.1] to conclude that z, is a center of a d;-neck,
with central 2-sphere ¥, C M. If §; <01, then the segments Tz and Tooys intersect
Y., only at xo and are nearly parallel to the R-factor the neck at z~. Since their
angle at x is >i71'7 it follows that y., and z lie in distinct connected components of
M\ .

Let co be the diameter of a central 2-sphere of a round cylinder of scale 1. If 6y <do,
we may choose a point y, €Y, such that d(y.,,ye)>0.99¢o. Now consider geodesic
segments 9z and y(’x7 If <o, both segments are contained in Z, and since X, __

separates Yo, from z, both segments intersect X, . If §o<dy then
|d(2, Yyoo) —d(z, Yl )| < 0.01cq,

as follows by applying the triangle inequality to points on yz and y._ z at distance
%55 !, Therefore, after swapping the labels of 3., and ¢/ if necessary, we may assume

without loss of generality that there is a point y/ €y’ z such that d(z,y”)=d(z, yso)

and d(Yoo, Y )>.98co. Similarly, if §, <81, there are points we, €Jogz and w'_ €y’ z such
that
d(Woo, why) < 1.01cop(zo0) < Eco,
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d(Weo, 2)=d(w’,,2) and one of wy and w., lies on X, . By Toponogov’s theorem

(monotonicity of comparison angles) we have

(Yoo, Yso) A Woo, Wi
d(Yoor2)  d(Woo,2)

So, if d(z,y~) is sufficiently large, then
0.98¢0 < d(Yoo, Ylto) < 2d(wos, why) < 2o,

which is a contradiction. O

8.2. Promoting time-slice models to spacetime models

Our next two results show that under appropriate completeness and canonical neighbor-
hood assumptions, if a time-slice of a Ricci flow spacetime is close to a neck or a Bryant
soliton, then a parabolic region is also close to a neck or Bryant soliton, respectively.
The proofs are standard convergence arguments based on a rigidity property of necks

and Bryant solitons among k-solutions.

LEMMA 8.12. (Time-slice necks imply spacetime necks) If
6£>0, 0<6<8(64), 0<écan<Zcan(dy), 0<r<7,

then the following holds.

Assume that M is an (€cant, to)-complete Ricci flow spacetime that satisfies the

Ecan-canonical neighborhood assumption at scales (€canr,1). Let a€ [—1, ﬂ and consider
a time t=0 such that t+ar?€|0,to].

Assume that U C My, g2 is a d-neck at scale r/1—3a. So, there is a diffeomorphism
1 SPx (=616 —U
such that

2
7295 Grsarz — g5 XRHC[S—H <. (8.21)

Here, (ngXR)te(_ooJ/g) denotes the shrinking round cylinder with p(-,0)=1 at time 0
and the C1¥ ' 1-norm is taken over the domain of 1.
Then, there is a product domain U* CM(i_y2 ¢ 4r2 j40(0,t,) aNd an r2-time-equivariant

and O¢-preserving diffeomorphism

ho: P (=61, 6,1 x [t ] — U,
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with t+t*r*=max{t—r2,0} and t+t*r?=min{t+1r% to}, such that
¢2|s2x(—5;1,5 l)x{a}—¢1|s2x( 6505
and

S? XRH

[r—2v3g—g 551 <Oy

Here the C¥% V-norm is taken over the domain of s.

Note that the lemma can be generalized to larger time-intervals. We have omitted
this aspect, as it will not be important for us later. We also remark that one may prove
a more general result to the effect that any parabolic region is close to a parabolic region

in a k-solution.

Proof. For the following proof, we may assume that 7 and £.,, are chosen small
enough such that any point €M with %rgp(:r) < 10r satisfies the ecqp-canonical neigh-
borhood assumption.

Assuming
5 <6,

we have the following bound on the image of 1;:

1r<irv1-3a<p<2rv1-3a<4r. (8.22)

Assume now that the statement of the lemma was false for some fixed d4>0.
So, there are sequences €canx —0, 6 —0, re<F, tp =712, ar€[—1, 1], to x>0, t;€[—1,0],
tr€[0, 1], with ty+t5ri=max{ty, —rZ,0} and t;+t; ri=min{ty+1r,to 4}, as well as a
sequence {MF} of Ricci flow spacetimes that satisfy the ecan x-canonical neighborhood
assumption at scales (€can k7%, 1) and maps i1 ; belonging to dx-necks at time ¢ and
scale ry/1—3az, but for which the conclusion of the lemma fails. After passing to a sub-
sequence, we may assume that t5_:=limy o ¢}, t55:=limy_ o 7" and aoo:=limy_oc ax
exist.

Choose a’_ €[tr ,as] and aZ} €laco, t5:] minimal and maximal, respectively, such
that for any d>0 and any compact interval [sq, s3] C(aZ,a%s) the following holds for
large k (possibly depending on d, s; and sq): For all z€vy x(S? % (—d,d)) and ¢’ €[ty +

s172,t,+sori] the point z(t') is defined and we have
167k < p(a(t) <107y (8.23)

Note that, by the remark in the beginning of the proof, this implies that z(t’) satisfies
the canonical €can -canonical neighborhood assumption. By (8.22) and Lemma 8.4, we

know that a’ <ac if aco >t%, and al >ac if aoo <.
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By the choices of a%, a%} we can find sequences d, — 00, af €[—1,ax] and a}* € [ak, i]

*

with limy o aj,=a%, and limy_, a;*=aZ} such that the set

Py = (91,6(S% % (=di, i) ([tx+airis, te+ag r))

is well defined and such that %rk <p<10r; on Py. For every k consider the parabolically

rescaled flow (g}, .)se(az,az+) ON S2 x (—dy, di,) with

g;c7s Z:T;2th+STi, (824>

where gy, 1,2 denotes the pullback of g, 4,2 under the composition of ¢y, with the
map

1/)1)19(52 X (—dk, dk)) —)Pk

that is given by the time (s—ay)ri-flow of 9.

By (8.23) and the ecan x-canonical neighborhood assumption (see assertion (a) of
Lemma 8.1), we obtain that the curvature of (gk,s)se(a;,a;*)a along with its covariant
derivatives, is uniformly bounded. Together with (8.21), these bounds imply uniform
C™-bounds on the tensor fields (g§€ ) themselves. So, by passing to a subsequence, we
obtain that the (g, ,) converge to a Ricci flow (g5, ;)se(az, azs) On S* xR, which extends

smoothly to the time-interval [a¥_, aX].
The €can,k-canonical neighborhood assumption implies that all time-slices of this
limit are final time-slices of x-solutions. By (8.21) we know that g/, , :gfiXR. Since

52 xR has two ends, g/ , splits off an R factor for all s€(af, 55

s sk ) and must therefore be

homothetic to a round cylinder. It follows that ggo’S:g;?QXR for all s€lal,,aX’]. Since
this limit is unique, we obtain that the (gfgys) converge to (gl ,) even without passing to
a subsequence.

As 1<p<2 on (S?xR) x (a%,,all), we get that, for any d>0 and [s1, so] € (aZ,, all),

we have 1r,<p<dry, on (¢1,(S*x(—d,d)))([s1,ss]) for large k. So, by Lemma 8.4

and the minimal and maximal choices of a%, and a%},

we have a’ =tX and a l=t%r.
Moreover, after adjusting the sequence dj — oo, we may assume that aj=t; and a;*=t;*
for large k.

For large k we now define 9o by extending v,  restricted to SQX(ch;;l,é;;l)

forward and backward using the flow of r%@t. Then, we have
T V5 19k = Gk s

on (S%x (—6;1,(5;1))x[ 5oti’]. So, it suffices to show that g; . converges to g5 <R on

(52 x (75;1, 5;#1)) x [ty t7*] uniformly in the CB% ' _sense. To see this, note that g from
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(8.24) is uniformly bounded on (S? x (—5#1, 5#1)) x [-1,1] in every C"™-norm and that

. 2
we have uniform convergence of gj, . to g% *R on every subset of the form

(52 (=065",651)) x [s1, 2]

for [s1,s2) C(t5,,t5r), in every C™-norm. O

[o oRihge o]

For notation and facts about the Bryant soliton, see §6.2 and Appendix B. In the

following result, it is important that p>1 on the normalized Bryant soliton.

LEMMA 8.13. (Propagating Bryant-like geometry) If
64>0, T<oo, 6<6(64,T), €can<Ecan(0p,T) and r<FT,

then the following holds.
Assume that M is an (€canT, to)-complete Ricci flow spacetime that satisfies the
Ecan-canonical neighborhood assumption at scales (ecant, 1). Let t€[0,t0] and consider a

diffeomorphism onto its image
P1: Mpyy (671 x {0} — M,
with the property that
HT_wagt—gBry||c[5*1J(MBry(5—1)x{o}) <. (8.25)
Then, there is an r2-time equivariant and O¢-preserving diffeomorphism onto its image
Pa: MBry((;;l) X [t 7] —= Mpg—rr2 14 7r2]0[0.t0]»
where t* <0<t*™ are chosen such that
t+t*r? =max{t—Tr% 0} and t+t"*r> =min{t+Tr? ty}.
The map o has the property that Yo=1 on MBry((Sq;l) x {0} and
T G

where the norm is taken over the domain of .

Proof. The proof is similar to the proof of Lemma 8.12.
In the following, we may assume that ¥ and &.,, are chosen small enough such
that any point with z€ M with %Orgp(x) < 10r satisfies the €.,,-canonical neighborhood

assumption.
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Assuming

we have

ir <p onlImey; and %7‘ < p(Y1(xBry)) <47

Assume now that the statement of the lemma was false for some fixed 64 >0 and
T'<oo. So, there are a sequences {ecank}, {0}, {to,x}, {re}, {tx}, {t;} and {t;;*} such
that €canx —0, 0 —0, as well as a sequence {M¥} of (can 7k, to.x)-complete Ricci flow
spacetimes that satisfy the ec,p-canonical neighborhood assumption at scales (gcan k7%, 1)
and a sequence of maps {1} satisfying the hypotheses of the lemma, but for which
the conclusion of the lemma fails for all k. By passing to a subsequence, we may assume
that 5 :=limy_o t7 and t3}:=limy_, t;* exist.

Choose a €[t%,,0], atr€[0,¢%}] minimal and maximal, respectively, such that for

* Hok

any d>0 and any compact interval [s1, s3] C(a’,, a’’
every £€v1 ;(Mpyy(d)) and ' €[ty +s173, ti,+s2r7] the point z(t') is well defined and we
have p(z(t')) = 15 and p((¥1,x(zBry))(t')) <10r4. Note that af, <0 if t3,<0 and a%; >0
if >0, due to Lemma 8.4.

As in the proof of Lemma 8.12, we can now find sequences dy— oo and aj €[t} 0],

) the following holds for large k: For

*

ap* €0, ;"] with limg,o0 af =a’, and limy_,o a}*=a’}, such that the product domains

Py 1= (1, (Mpay (1)) ([tx+ajr}, te+airf])

are well defined and such that
p=fsrr on Py,

and
(V1,5 (2Bry)) () <107y for all ' € [tk—l—a,’;r,%, tk—i—az*rﬁ].

So, (Y1,k(xBry))(t) satisfies the ecan x-canonical neighborhood assumption for all
t' € [tp+ajry, ty+ai ri].

For every k consider the parabolically rescaled flow (g;, ,)se(az,az*] O Mpry(di) With
g,’€7s::7“,:2gtk+srz, where gy, 4,2, denotes the pullback of i, +sr2 under the composition

of ¥ ; with the map
M, D1 (Mery (i) x{0}) — Py,

given by the time ris—ﬂow of 0¢. By the ecan k-canonical neighborhood assumption at
(1,1 (zBry))(t") (see assertion (a) of Lemma 8.1) and a distance distortion estimate on P,

we obtain that the curvature of this flow, along with its derivatives, is uniformly bounded
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by a constant that may only depend on the spatial direction. Together with (8.25), these
bounds imply uniform local C"*-bounds on the tensor fields (g;€7s) themselves.

So, by passing to a subsequence, we obtain that (9273) converges to a Ricci flow
(95,5)se(az, azr)y on Mpyy with uniformly bounded curvature, which extends smoothly
to the time-interval [a%,,a’%]. By the &can i-canonical neighborhood assumption at
(¢1,k(xBry))(t") and the compactness of k-solutions (see (a) and (b) of Lemma C.1),
we find that all time-slices of this limit are final time-slices of x-solutions. By (8.25), we
furthermore know that gi, o=gBry0-

We now claim that g/ ,=ggry,s for all s€fal,,a%]. For s>0, this follows from the
uniqueness of Ricci flows with uniformly bounded curvature. To verify this in the case
5<0, recall that there is a r-solution (g7)se(—o0,0 On Mpry such that 96/:9;;0' Now,

set g

s

Ui=glh s if af <s<0 and g)":=g." .. if s<al,. Then, (g!)sc(—o0,0] is a smooth
r-solution (possibly after adjusting ). Since 0;Rg (Bry,0)=0, it follows from Propo-
sition C.3 that (Mpry, (9%)se(—o0,0], TBry) is isometric to (MBry, (9Bry,t)te(—o0,0]> TBry)-

Thus g/, s=0Bry,s for all s€[al,, a’}

5o, arr]. As in the proof of Lemma 8.12, the uniqueness of

the limit implies that the (g}, ;) converge to (g5, ) even without passing to a subsequence.

S0, (9be,s)selax, azx] satisfies p=1 everywhere and p(zpy,s)=1 for all s€la’,, a}].
Therefore, by the minimal and maximal choices of ¢’ and a%} and Lemma 8.4, we obtain
that a’ =t*  and aXl=t%*. Moreover, after possibly adjusting the sequence dj— 00, we
may assume that aj =t; and a;*=t;* for large k. The claim now follows as in the proof
of Lemma 8.12. O

8.3. Identifying approximate Bryant structure

In the next result, we exploit the rigidity theorems of Hamilton and Brendle to show
that a large region must be well approximated by a Bryant soliton if the scale is nearly

increasing at a point.

LEMMA 8.14. If
(5# > 0, 1) < 5(5#) and Ecan < éCan((s#)>

then the following holds.

If M is a Ricci flow spacetime satisfying the €can-canonical neighborhood assumption
at xeM, and Oyp*(x)=—6, then (My,x) is du-close to (Mpyy, gBry, TBry) at any scale
a€((1=0)p(x), (1+6)p(x)).

Note that d¢p? is scaling invariant.
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Proof. Suppose the lemma was false for some 64 >0. Then, there a sequence {M*}
of Ricci flow spacetimes satisfying the (1/k)-canonical neighborhood assumption at zy €
M§ , such that dp?(zx)=—1/k, but (MF , xr) is not du-close to (Mpry, gBry, TBry) at
some scale ar€((1-1/k)p(zr), 1+1/k)p(xr)).

By the definition of the canonical neighborhood assumption, for every k there is a
pointed ry-solution (M, (Gk,t)te(— 0,0 T) With p(Z)=1 and a diffeomorphism onto its
image

Vi B(zy, 0, k) — MY,

with 9 (Z) =z such that, for some A\ >0 with Ag/p(zr)—1, we have

HAIZQngk_gk||ck(3(;ik7k)) <k~ L

So, we also have
lag, *Vkge =G ll o Bz ) = O-

Hence, liminfy, oo O1p%(Zx)=0. Therefore, (M, (Gk,t)te(~o0,0)) cannot be a shrinking
round spherical space form for large k. So, by assertions (a), (b) and (e) of Lemma C.1,
after passing to a subsequence, (Mj,, (Gk,t)te(—o0,0]» Tk) converges in the pointed smooth
topology to a r-solution (Moo, (Goo,t)te(—o00,0s Too) With 0;p?(Zoo)=0. Now, by Proposi-

tion C.3, it follows that (Moo, (Joo,t)te(—o0,0] Too) is isometric to a Bryant soliton. This

is a contradiction. O

By combining Lemmas 8.14 and 8.13, we can deduce closeness to a Bryant soliton

on a parabolic region.

LEMMA 8.15. (Nearly increasing scale implies Bryant-like geometry) If
@,6>0, 1<J<oo, B<LB(,6,J), Ecan<Eean(a,6,J) and r<7(a)

then the following holds.
Let 0<r<1. Assume that M is an (gcant, to)-complete Ricci flow spacetime that
satisfies the €can-canonical neighborhood assumption at scales (Ecant, 1).

Let te[Jr? ty] and x€ M. Assume that x survives until time t—r? and that
ar<plx)<a lr and plz(t—r?)) < p(z)+pr

Let a€lp(z(t—r?)), p(x)+pPr]. Then, (My,z(t')) is §-close to (Mpry, gBry, TBry)
at scale a for all t'€[t—r? t]. Also, there is an a®-time-equivariant and O¢-preserving

diffeomorphism onto its image

V1 Mpyy (67 1) x [T (ar™)72,0] — M
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such that Y (2Bry, 0)=2 and

Haizdf*g_gBryHc[é*l] <9,

where the norm is taken over the domain of .

Proof. Let 2>L>1 and 4’ >0 be constants whose values will be determined in the

course of this proof. By Lemma 8.5, and assuming that
gcan < &TCal’l(a? L) and r g f(a)7
we obtain that for all ¢’ €[t—r?,¢] we have

Lar <L7'p(e) < pla(t')) < Lp(a(t—1)).

If moreover

B<B(a, L),

then
pla(t—r?)) < p(x)+Br < p(x)+(L-1)ar < Lp(z).

Therefore, L= p(x)<p(z(¥')) < L%*p(z) and a€ L™ p(z(¥')), L2p(x(t'))] for all ' €[t —1?  t].
We also obtain that x(t') satisfies the ecan-canonical neighborhood assumption for all
t'€[t—r?, ], assuming that

Ecan & Ecan and <7
By the mean value theorem, we can find a t'€[t—r2,t] at which

(L2—L™Y)p()

—2/712 -1
5 > 20" 2(L*~ L Y)L.

dip*(x(t') = —2p(z(t))- ;

Therefore, if
L<1+L(8) and  ecan < Eean(d),

then Lemma 8.14 implies that (My,z) is §’-close to (Mp.y, gBry, TBry) at scale a. As-

suming

5/<(5l((1,57 J), Ecangécan(aa(sv J) and ’I"S’F(Oé),

the claim now follows from Lemma 8.13. O
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8.4. The geometry of comparison domains

The results in this subsection analyze the structure of comparison domains (and related
subsets) of spacetimes that satisfy completeness and canonical neighborhood conditions,
as well as some of the a-priori assumptions (APA1)-(APAG6), as introduced in §7.

The first two results —the Bryant slice lemma (Lemma 8.16) and the Bryant slab
lemma (Lemma 8.17) —describe the structure of comparison domains in approximate
Bryant regions. These results are helpful in showing that neck-like boundaries of com-
parison domains and cuts are far apart (Lemma 8.19), and in facilitating the construction
of the comparison domain in §11.

The Bryant slice lemma characterizes how a domain X in a time-slice M, that is
bounded by a central 2-sphere of a sufficiently precise neck intersects a domain W C M,
that is geometrically close to a Bryant soliton. The domain X will later be equal to

either backward time-slice -/\/t,-— of a comparison domain or the domain 2 from §11.

LEMMA 8.16. (Bryant slice lemma) If
n<bn, 0<A<I, A=A and <S5\ A),

then the following holds for some Dy=Djy(\)<o0.

Consider a Ricci flow spacetime M and let >0 and t=0. Consider a subset X C M,
such that the following holds:
i) X is a closed subset and is a domain with smooth boundary.
ii) The boundary components of X are central 2-spheres of 0n-necks at scale r.
iil) X contains all Ar-thick points of M.

iv) Ewery component of X contains a Ar-thick point.

A~ o~~~

Consider the image W of a diffeomorphism

d):W* = Bry(d)HWCMt,
such that d=6"1 and

[ (10Ar) 2% gy —9Brylcts—11 ey <O

Then, ¥(xBry) is 11Ar-thin. Moreover, if C:=W\Int X#@, then
(a) C is a 3-disk containing Y (Tpry).

(b) C is a component of M \Int X, and 0CCOX.

(¢c) C is 9Ar-thick and 1.1r-thin.

(d) CCY(Mpry(Do(AN)))CInt W.
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Proof. Assuming
§<6(\A),
it follows from the definition of W* that W is Ar-thick, W is 9Ar-thick, and the image
of the tip ¥(zgry) is 11Ar-thin. The fact that OW is Ar-thick and assumption (iii) imply
that OW ClInt X.
Consider a boundary component X C0X with XNW #g. Let Ug CM; be a d,-neck

at scale r that has ¥ as a central 2-sphere. If
On < O,

then we have .99r <p<1.01r on Us. Assuming
A >10,

we find that, then UxsNOW =@ and hence Us CW.
Next, if
§<H(N),

then .98(101) 1 <p<1.02(10A)~! on ¥ ~(Us). Moreover, the 2-sphere X*:=1~1(X) is
isotopic within the set {.98(10\) "1 <p<1.02(10A) "t} CW* to the 2-sphere

S*={p=1.02(10A)""}
in W*.
By Alexander’s theorem, ¥* bounds a 3-disk Vi CW*. By the previous paragraph,
we have V5t C Vst :={p<1.02(10A)~'}. Thus, if

§<O(N),

then VE::w(VE*)Cz/J(‘?E*) is 1.17-thin and contains ¥ (zgyy).

Lastly, suppose that ¥; and X5 are distinct components of 0X that intersect W.
Let Vx, and Vs, be the corresponding 3-disk components, as defined in the discussion
above. Since ¢ (zg.y)€Vy, NVy,, we may assume (after reindexing) that Vs, CVx,.

If X is the component of X containing ¥;=0Vy,, then it must be contained in Vs,
since every arc leaving Vs, must intersect 0.X D0Vx,. Thus, X is 1.1r-thin, contradicting
assumption (iv) for

A>1.1.
Thus W intersects at most one component of 9.X.

Now, suppose C:=W\Int X is non-empty. Since OW CInt X, we have C£W. By
the discussion above, we see that X NW consists of a single 2-sphere component 3,
where ¥ bounds a 3-disk Vs which contains ¢ (zgyy). Thus C=V5, and assertions (a)—(c)
now follow immediately. For assertion (d), recall that CC(Vs)=¢({p<1.02(10A)"1}),

which can easily be converted into the desired bound. O
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Next we consider a parabolic region W C M, ;] inside a time-slab of a Ricci flow
spacetime that is geometrically close to an evolving Bryant soliton. Moreover, we consider
two domains X, and X; that are contained in the initial and final time-slices M, and
My, of this time-slab, respectively, and whose boundary components are central 2-spheres
of sufficiently precise necks. The Bryant slab lemma describes the complements of these

domains in W and characterizes their relative position.

LEMMA 8.17. (Bryant slab lemma) If
Sn<bn, 0<A<L, A=A and <S5\ A),

then the following holds.

Consider a Ricci flow spacetime M and let r>0 and to=0. Set ti:=tq+7r2. For i=
0,1 let X;C My, be a closed subset that is a domain with boundary, satisfying conditions
(i)-(@iv) from Lemma 8.16 and, in addition,

(v) Xi(t) is defined for all t€[to,t1], and 0X1(to)CInt Xo.

Consider a “5-good Bryant slab” in My 4,1, i.e. the image W of a map

Y W* = My (d) % [—(10A) 72, 0] — M1, 1,1,

where d>6"1 and 1 is a (10\r)2-time equivariant and O¢-preserving diffeomorphism

onto its image and

1(LOAY) 20" g = gnry sy (arey < 6

Set C;:=Wy,\Int X; C My, for i=0,1. Then, the following holds:
(a) Ci(t) is well defined and 9 r-thick.
(b) If Cl%g, then CoCCl(to) and Coicl(to)\IHth.

Proof. Assuming
0<A<1l, A=A, 6,<6, and §<I(\A),

Lemma 8.16 may be applied in the t;-time-slice for i=0,1 and W is 9Ar-thick. Since, by
definition, C; CW;,, assertion (a) now follows from the fact that W is a product domain.

We now verify assertion (b). If C;#@, then ¥(xg.y,0)€Ci, by Lemma 8.16. So,
since W is a product domain, we get that ¢(zpyy, —(10A)72)€Cy(ty). If Co#D, then
both C;(to) and Cy are 3-disks in Wy, containing 1 (2p,y, —(10X)~2). By assumption (v)
we have 0C(to) COX1(to) CInt X and hence 9Cy (o) is disjoint from CoC My, \Int Xo.
Therefore, Co CCy(tp). This gives Co=(Wy, \Int Xo)NCy(to)=Ci (to)\Int Xo. O
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We now show that a parabolic region P(z,a,—b) lies in a comparison domain

(N7 {NJ }3']=17 {tj }3']=0)7

provided the ball B(z,a,b) lies in N' and P(z,a,—b) “avoids the cuts”; see below for

further discussion.

LEMMA 8.18. (Parabolic neighborhoods inside the comparison domain) Consider a
Ricci flow spacetime M, a comparison domain (N, {N7 ;-]:1, {tj}f:o) i M and a set
Cut=Cut' U...uCut’ ™, where Cut? is a collection of pairwise disjoint 3-disks inside
Ni,+ in such a way that each extension cap of N is contained in some DeCut.

Let xeM, a,b>0 and assume that B(x,a)CN and that P(x,a,—b)ND= for all
DeCut. Then,

P(z,a,-b)CN\ | D. (8.26)
DeCut

As the notation suggests, the set Cut will later denote the set of cuts of a comparison,
according to Definition 7.2. However, we will use Lemma 8.18 at a stage of the proof
when this comparison will not have been fully constructed. More specifically, we will
later consider a comparison domain defined over the time-interval [0,%;11] and have to
take Cut to be the union CutUCut’. Here Cut is the set of cuts of a comparison that
is only defined on the time-interval [0,¢;] and Cut” is a set of freshly constructed cuts
at time ¢ 7, which will not be part of a comparison yet. For this reason we have phrased
Lemma 8.18 —and similarly Lemma 8.19 below — without using the terminology of a

comparison and have instead only listed the essential properties of Cut.

Proof. Set t:=t(x). Consider a point y€B(z,a) and choose j minimal with the
property that y(t) is defined and y(t)eN for all t€t;,t]. Assume that t;>0 and ¢;>t—b.
Then, y(t;) €Ny, + \ Ny, —. So, y(t;) is contained in an extension cap and therefore y(t;) €D
for some D€ Cut, in contradiction to our assumption. So, t;=0 or t; <t—b. It follows that
P(z,a,—b)CN. Combining this with the assumption of the lemma yields (8.26). O

The following result shows that any point near the neck-like boundary of a compar-
ison domain is far from cuts, in the sense that there is a large backward parabolic region
that is disjoint from the cuts. This result plays an important role in §12, where it allows
us to isolate behavior occurring at the cuts from behavior that occurs near the neck-like
boundary.

LEMMA 8.19. (Boundaries and cuts are far apart) If

nlin>07 6n<(§na )\< Dcut>07 AO>07 A?Aa

A,
6b gf;b()‘chuhAOvA)a Ecan gécan(/\chuthOaA)v Tcomp g'Fcompv
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then the following holds.

Suppose that 0<T<oco, and consider Ricci flow spacetimes M and M’ that are
(EcanTcomp, T')-complete and that satisfy the ecan-canonical neighborhood assumption at
scales (canTcomps 1). Let (N, {N7 3-]:11, {t; j]iol) be a comparison domain on the time-
interval [0,t;.1], and (Cut, ¢, {¢’ ‘}‘]:1) be a comparison from M to M’ defined on
this comparison domain over the interval [0,t;]. Assume that tj11<T and that this
comparison domain and comparison satisfy a-priori assumptions (APA1)—(APAG6) for

the tuple of parameters
(nlina Ons A, Dcap7 A, by, €can, Tcomp)~

Let Cut’ be a set of pairwise disjoint 3-disks in Int Ny, 4+ such that each DeCut’
contains an extension cap of the comparison domain. Assume that the diameter of each
DeCut UCut” is less than Dyt Tcomp-

Suppose that xeENy=N;_UN;, and that

P(x, Aop1(x))ND # 2

for some DeCut U Cut”, where DCMy,.
Th6n7 B(‘TvAOpl(I’))CN't-Pm-/\/t— Zf t>1, and B(xaAOpl(’r))C-/\/H— Zf t=t.

As in Lemma 8.18 we have introduced a set Cut’ of “synthetic” cuts at time t; in
order to avoid complications due to the possible lack of a map ¢’*' that extends the
comparison (Cut, ¢, {¢/}/_,) past time ¢;.

The sketch of the proof is as follows. The cut D contains an extension cap, which
by a-priori assumption (APA5) and Lemma 8.13 implies that a large future parabolic
region is Bryant-like. Then, the Bryant slice and slab lemmas, applied inductively on
time steps, imply that the comparison domain contains this Bryant-like region for many

time steps, which excludes neck-like boundary in the vicinity.

Proof. Pick ye P(z, Agp1(x))ND. By Lemma 8.6 and a-priori assumption (APA2),
if
Ecan < écan(/\a A0)7
then
Cr ' pi(x) < pi(y) < Cipa(z), (8.27)

for some C1=C4(Ap) <oc.
By Definition 7.2 (3) and our assumptions regarding Cut’, we know that D contains
an extension cap C. A-priori assumption (APA5) implies that there is a point z€C such

that (My,, z) is dp-close to a Bryant soliton at scale 10Arcomp-
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Let 04 >0 be a constant that will be chosen at the end of the proof.
Choose 1€{2, ..., J+1} such that t€[t;_1,t;) or [t;—1,%] if I=J+1. Since DC My,
we have k<<I—1. By a-priori assumption (APA3) (e) and (8.27), we have

t—t < (Aopl(m))2+rzomp < ((AOClA)2+1)Tzomp' (828)
Assuming
5b < Sb(>\7AO,A75#)a Ecan ge—can()‘vAOvAaé#) and Tcomp g']:comp;

we can use (8.28), a-priori assumption (APA2) and Lemma 8.13 to find a (10A7comp)?-

time equivariant and J¢-preserving diffeomorphism
P W i= Mpry (65,1) %[0, (t1—t1) - (10ATcomp) %] —> M
onto its image, such that ¥ (zp,y,0)=2 and

(10X comap) 20" g —gmuyl <Oy

" w)
Let W= (W*).

In the following we will apply the Bryant slice lemma (Lemma 8.16) at time ¢; for
X :/\/}j,, using the time-slice Wy, where k<j<l. We will also apply the Bryant slab
lemma (Lemma 8.17) for X :'/\[tj—I* and X4 :/\/'tj,, using the time slab Wy, _, ;1, where
k+1<j<I. Note that assumptions (i)—(iv) of the Bryant slice lemma hold due to a-priori
assumptions (APA3) (a)—(c) and assumption (v) of the Bryant slab lemma holds due to
Definition 7.1 (3). If

6n<dy, 0<A<1, A=A and 0z <dx() Ag,A),

then the remaining assumptions of both the Bryant slice and the Bryant slab lemma
are satisfied. This means, in particular, that the time-slice Wy, and the slab W}, ¢
satisfy the assumptions of the Bryant slice/slab lemma for all k<j<! and all k+1<j<!,

respectively.

CrLamm.  (a) Wy, CNy, - for all k+1<j<l.
(b) Wi CNey NN if t>tk, and Wy CNiy if t=ty.

Proof. Let C;j:=W;, \Int V;, _ for k<j<I. By assertion (a) of the Bryant slice lemma,
we know that C; is either empty or is a 3-disk in Int Wy, for all k<;j<I. Furthermore,
assertion (b) of the Bryant slice lemma implies that Cp=C.
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We will now show by induction that C;= for all k4+1<j<!l. This will imply
assertion (a).

To see this, observe first that if Cp41#@, then by the Bryant slab lemma we have
C=Cy CCr+1(tx). However, since C is an extension cap, we have CCN4, 4, in contradiction
to the fact that Int Cri1(tr) C My, \ N+

Next, assume that k+2<j<! and that C;_;=@, but C;#2. Then, by the Bryant
slab lemma, C;(t) is defined and 9A7comp-thick for all t€[t;_1,t;]. Since C;_1=@, W is
a product domain and C; CInt Wy, we have Cj(t;_1)CInt W, CNy,_,—. So, C;(t;_1)
is a component of Ny, , _\Int Ny, and 9C;(t;—1) CN;,_,+. This, however, contradicts
a-priori assumption (APA4), finishing the induction.

To see assertion (b), observe that by assertion (a) for j=I>k+1 we have
Wt = th (t) C Ml*(t)

As t<t; if I#£J+1 and Ny =N;_ if I=J+1, this implies that W; CN;,. Assume now
that t>t;. If t>t;_1, then we trivially have W; CN;, =N;_. Lastly, if t=t;_1>t;, then
[—1>k+1 and therefore assertion (a) yields that Wy, _, CMN,_, . O

We will now show that B(z, Agpi(x)) CW;. In combination with assertion (b) of the
claim, this completes the proof of the lemma.

By the assumption of the lemma, we have d, (y, 2) < DcutTcomp- S0, if
6# < 5#(A7 Dcut);

then yeDCW;,. Recall that Ric>0 on (Mg,y, gBry). S0, gBry is decreasing in time.
Therefore, if

6# g 6#(>\7 DCut)a

then
dt(y(t)v Z(t)) g thk (y, Z) g 2Dcutrcomp~

Now, by (APA3) (e),
di(z, 2(t)) < di(2,y () +de(y(1), 2(1))

< App1(2)+2Dcut T comp

< AoC1p1(Y)+2Dcuscomp

< (AoC1A+2D i) Tcomp-
Therefore, assuming

4 <04 (A, Deus; Ao, M),

we have B(z, Agp1(x)) CWe, as desired. O
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The next lemma characterizes parabolic neighborhoods whose initial time-slices in-
tersect a cut of a comparison. It states that points that belong to such an initial time-slice,
but not to the corresponding cut, must have large scale if certain parameters are chosen
appropriately. We also obtain that such an initial time-slice must be far from cuts that
occur at earlier times. The first assertion will follow from the fact that the geometry
on and near a cut is geometrically sufficiently close to a Bryant soliton and the second
assertion will be a consequence of Lemma 8.19.

The results of the following lemma are specific for the proof in §12.4. As in the
previous lemmas, we will use a set Cut” of “synthetic” cuts in time-t-slice. Instead, we

have listed the relevant properties of the cuts as assumptions of the lemma.
LEMMA 8.20. For all Cy<oo, if
00 <O, AKX, Dew =Dew(A, Cg), AZA,
8 Kb (A, Cgty Doty Aos A)y Ecan < Ecan (A Deuts A0y A)y Teomp < Teomp(Cgt ),

then the following holds.

Suppose that 0<T <oo, and consider Ricci flow spacetimes M and M’ that are
(EcanTcomp, I')-complete and that satisfy the ecan-canonical neighborhood assumption at
scales (EcanTcomp, 1). Let (N, {N7 j;rll, {tj}jiol) be a comparison domain on the time-
interval [0,t741], and (Cut, ¢, {¢’ ]le) be a comparison from M to M’ defined on this
comparison domain over the time-interval [0,t;]. Assume that t;.1<T and that this
comparison domain and comparison satisfy a-priori assumptions (APA1)-(APAG6) for

the tuple of parameters

(nlim Oy A, Dcapa A, 0p, Ecan, rcomp)-

Let Cut”? be a set of pairwise disjoint 3-disks in Ni, ¢ such that each DeCut? contains
ezxactly one extension cap of the comparison domain.

Assume that the diameter of every DeCut U Cut” is less than DeytTcomp and that the
%Dcutrcomp—neighborhood of every extension cap is contained in some DeCut UCut”.

Let zeN and t:=t(x). Let Bi_1,:=(B(z, Aop1(x)))(t—Tp) be the initial time-slice
of the parabolic neighborhood P(x, Agpi(x),—Ty) for some 0<To<(Aop1(x))? and as-
sume that By_1,NDo#@ for some DyeCut U Cut”.

Then,

p1 2 Cureomp on By \Do.

Moreover, for all yeBi_1,, we have
P(y, Aop1(y)) D=2

for all DeCut with DCM{g g(y))-
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Proof. Let t:=t(x) and choose j€{1, ..., J} such that t;=t—Tp, so B;_1, UDy CM,;.
Let Cy be the extension cap that is contained in Dj.

By Lemma 8.6 and a-priori assumption (APA2), and assuming
Ecan < Ecan(A, Ao),
we find that the parabolic neighborhood P(x, Agp1(z)) is unscathed and that
Cr ' pi(x) < p1 < Cipy(x) (8.29)

on P(z, Agpi(z)), where C1=C1(Ap)<oo. By a distance distortion estimate this implies
that Bt—To CB(:L‘(t]), A1p1 (I)) for some A;=A4; (Ao) <0Q.
Choose a point z€09Co CNy,-NDy. By a-priori assumption (APA3) (a) and assuming

O < O,
we have %rcomp p1(2)<27comp- S0, again by Lemma 8.6, and assuming
Ecan g écan(Dcut)a

we obtain that

1
02 rcomp SYZES CQTcomp on DO

for some Co=C45(D¢yt)<oo. Combining this bound with (8.29) and the fact that

Bi_1,NDy # 2,
we obtain that
szcglrcomp <p1 < C%CQTcomp on BthO. (8.30)
Therefore, for all ye B;_r,,
dtj (ya ) (201 CQAI +Dcut)rcomp CV?)rcomp; (831)

for some C35=C5(Deyt, Ag) <o0.
By a-priori assumption (APA5) (c), there is a diffeomorphism

1/}: MBry((Sb_l) — W C Mtj
such that ¢ (zpyy)CCo and

[ (10ATcomp) 24" g1, — gy | <.

% (Mery (571))
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So, by (8.31), and the fact that 2€9Cy and that the diameter of CyCDy is bounded by
D¢yt 7comp, We have

Bi_p, CW, (8.32)

assuming that

6b g 6b()\7DCut7AO)'

Choose
D# = D#(A, O#) <00

such that p>20A\C% on Mg,y \ Mgy (D) (see Lemma B.1). So, if

6b < 6b(/\7 C#) and Tcomp < fcomp(C#%
then
P13 Cyreomp on WAG(Mary (Dy)). (5.33)

If
Dcut)cht()\yD#(/\,C#)) and 6b<5b7

then Mg,y (Dy)CDy. Together with (8.32) and (8.33), this implies the first assertion of
this lemma.
For the second assertion note that by (8.30) and (8.31) we have

By, C3CyCspr(y)) € N, -

for all ye B;_7,. So, the second assertion follows from Lemma 8.19, assuming

5II<SII7 )\S;\, A>A7 5b<5b(/\aDcutaA0aA)7

Ecan & Ecan(>\» Dcut7 AO» A)7 Tcomp < Fcomp-

This finishes the proof. O

9. Semilocal maximum principle

In this section we will show that small Ricci-DeTurck perturbations satisfy a uniform
decay estimate when weighted by a suitable function of time and scale. More precisely,

we show that quantities of the form
Q:=e"TYpf ||

satisfy a semi-local maximum principle as long as the Ricci-DeTurck perturbation h is

small enough, and the Ricci flow background satisfies appropriate geometric assumptions.
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The estimates of this section are based on a vanishing theorem for solutions h of the
linearized Ricci-DeTurck equation on a s-solution background, for which |h|R™17X is
uniformly bounded, where x>0 (see Theorem 9.5). The most important ingredient for
the proof of this vanishing theorem is a maximum principle due to Chow and Anderson
(see [AC]).

We first present the two main results of this section, Propositions 9.1 and 9.2. The
first result states that a Ricci-DeTurck perturbation decays by a factor of at least 100 in
the interior of a large enough neighborhood, in a weighted sense, as long as the solution
is small enough. The factor 100 is chosen arbitrarily here and can be replaced by any

number >1.

PROPOSITION 9.1. (Semi-local maximum principle) If

E>27 H>H(E)7 nlin<ﬁ11n<E)7 Ecangécan(E)a

then there are constants L=L(E), C=C(F)<oo such that the following holds.

Let M be a Ricci flow spacetime and pick x€M;. Let us assume that M is
(€canp1 (), t)-complete and satisfies the ecan-canonical neighborhood assumption at scales
(ecanp1(x),1).

Then, the parabolic neighborhood P:=P(x,Lp1(x)) is unscathed and the following is
true. Let h be a Ricci—DeTurck perturbation on P. Assume that |h|<min everywhere on

P and define the scalar function
Q=Y pF || (9.1)

on P, where T'>t is some arbitrary number.
Then, in the case t>(Lp1(x))? (i.e. if P does not intersect the time-zero slice) we

have
Q) < 155 sup Q.

In the case t<(Lp1(x))? (i.e. if P intersects the time-zero slice) we have

Q(z) < ﬁ supQ+C sup Q.
P PNMo
Note that the parabolic neighborhood P may be defined on a time-interval of size
less than (Lpy(z))? if P intersects the initial time-slice Mg. By performing a time shift,
Proposition 9.1 can be generalized to the case in which P is defined on a time-interval
of size less than (Lp;(z))? that does not necessarily intersect My. This fact will be used

in §12 when P intersects a cut, i.e. a discontinuity locus of h, at some positive time.
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We also remark that the constant 7" in Proposition 9.1 does not have any mathemati-
cal significance and could be eliminated from the statement. It appears in Proposition 9.1
only to conform with the notation later in the paper where it is used.

In the next result, we improve the interior estimate and replace the factor 100 by
an arbitrary factor. As a trade-off, we need to choose the parabolic neighborhood on
which h and @ are defined large enough; note however that we do not need to change

the bound on |h| appearing in the assumptions.

PROPOSITION 9.2. (Interior decay) If

E>27 H?ﬂ(E% nlingﬁlin(E% a>07
A}A(E,Oé), €can S écaun(l?a Oé),

then there is a constant C=C(E)<oo such that the following holds.
Let M be a Ricci flow spacetime and x€My. Assume M is (Ecanpi(x),t)-complete
and satisfies the €can-canonical neighborhood assumption at scales (€canp1(2),1).
Consider the parabolic neighborhood P:=P(x, Ap1(z)) and let h be a Ricci—DeTurck
perturbation on P such that |h|<min everywhere. Define Q as in (9.1).

Then, in the case t>(Ar)? (i.e. if P does not intersect the time-zero slice) we have
Q(z) <asupQ.
P
In the case t<(Ar)? (i.e. if P intersects the time-zero slice) we have

Q(z)<asup+C sup Q.
P PNMo

We remark that it follows from the proof that the parabolic neighborhood P(z,
Api(z)) is unscathed, although we cannot guarantee this for P(x, Ap1(z)). Due to the
way the proposition will be applied later, it is more convenient to state the conditions
using the possibly larger scale A.

The proofs of Propositions 9.1 and 9.2 are based on the following strong maximum
principle for solutions of the linearized Ricci-DeTurck flow. This maximum principle is
a special case of a result of Anderson and Chow (cf. [AC]). The proof of Anderson and
Chow’s result simplifies in this special case, which is why we have decided to include it

in this paper.

LEMMA 9.3. (Strong maximum principle of Anderson-Chow) Let (M, (gt)te(-1,0)),
T>0, be a Ricci flow on a connected 3-manifold M such that (M, g:) has non-negative

sectional curvature for all te(—=T,0].
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Consider a solution (hi)ie—1,0) of the linearized Ricci-DeTurck equation on M, i.e.
8tht:AL,gtht < vatht:Agtht+2ngt(ht)~
Assume that
|h|<CR on Mx(-T,0]

for some C'>0 and that |h|(zg,0)=CR(zo,0) for some xo€M. Then,
|h|=CR on Mx(=T,0].

Proof. Using Kato’s inequality it is not hard to see that, wherever |h|#£0, we have

Rm(h, h)

Oilh| < Ag, |h]+2

On the other hand, whenever R>0, we have

|Ric|?
R

04(CR)=A,,(CR)+2 .CR.

So, the claim follows by the strong maximum principle applied to |h|—CR, if we can
show that, for any symmetric 2-tensor h,

Rm(h, h) < |Ric|?

SR (9.2)

To see (9.2), let h;;7#0 be a non-zero 3-dimensional symmetric 2-tensor and Rm;
be a 3-dimensional algebraic curvature tensor with non-negative sectional curvature. We
denote by Ric;; and R its Ricci and scalar curvatures. Without loss of generality, we may
assume that |h|=1 and that Ric;; is diagonal. Then, Rm,jx; is only non-zero if {4, j, k, [}
has cardinality 2. Set CLlliRm23327 CLQZ:RHllggl, a3::Rm1221 and Ilih” Then,

Rm(h, h) = R,Hlijkl hilhjk
= —2a1h3;—2ash3;—2a3h3y+2a1 haohgs +2ashi1has+2azhiihao

< 2(a1x2$3+a2x1x3+a3x1x2).
On the other hand,
IRic|? = (ag+a3)?+ (a1 +az)?+ (a1 +as)?

and
R= 2(&1 —|—a2+a3).

Since #2 +22+23<|h|?=1, the next lemma implies (9.2). O
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LEMMA 9.4. If x%—l—x%—i—x%gl ai,as,a3=>0 and ay+as+asz>0, then

(ag+az)®+(a1+az)*+ (a1 +ap)?
4(0,1 +CL2 +[13)

A1 T2T3+ 281 T3+ a3L1T2 < , (9.3)

Proof. Let A\ <A2< A3 be the eigenvalues of the symmetric matrix

0 az a2

Y D
= 9 as al
g aq 0

and denote by v, vs,v3€R3 the corresponding orthonormal basis of eigenvectors. The
left-hand side of (9.3) is bounded from above by As.

Since the trace of A vanishes and its determinant equals ialagag>07 we must have
A1, A2<0 and A3>0. In the case A3=0, we are done. So, assume from now on that A3>0.

Consider the vector

u:= 1|1 | =civi1+cova+c3vs.

Since
as+as
Au=g | artaz | and u' Au=ar+as+as,

a1+asz

we obtain

c%)\l—i-c%)\g—i—cg/\g N 4(a1+a2—|—a3)

Since A1, A2<0 and numerator and denominator of the first fraction are both positive,

AN+ +c3N]  (ag+a3)®+(a1+as)?+ (a1 +ay)?

we obtain - ) ) )
e 373 o (ag+a3)*+(a1+a3z)*+(a1+az)
3 C%)\g = 4(&1 +a2+a3) '
This is what we wanted to show. ]

THEOREM 9.5. (Vanishing theorem) Consider a 3-dimensional -solution

(M’ (gt)te(foo,O])

and a smooth, time-dependent tensor field (hi)ie(—oo,0 0n M that satisfies the linearized

Ricci-DeTurck equation
3tht = AL7gt ht.

Assume that there are numbers x>0 and C<oo such that
|h| <CRY™X  on M x (—o0,0]. (9.4)

Then, h=0 everywhere.
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Proof. Assume that ho#0. Since (M, (gt)ie(—o0,0)) has uniformly bounded curva-

ture, we have
| <C'R

for some C’'<oo. Choose a sequence (zy, t;)€(—00, 0] x M such that

bl t) A
im —-———= = sup .
koo R(x,tr) M x(—00,0]

It follows from (9.4) that
Al (ks tr)
R(Ik, tk) '

So, there is a ¢>0 such that R(zg,tx)>c for all k. Consider the sequence of pointed

CRX(xy, ty) >

flows (M, (gt1t),)te(—o0,0, Tk)- After passing to a subsequence, this sequence converges
to a pointed r-solution (Mo, (goo,t)te(—o0,0]> Too). Similarly, consider the sequence of
time-dependent tensor fields hy(-,t+tx;). After passing to another subsequence, these
tensor fields converge to a solution (hoo,t)te(—oo,0) Of the linearized Ricci-DeTurck flow

on My, x(—00,0]. The bound (9.4) carries over in the limit to
|hoo| < CRMX (9.5)

and by the choice of the points (x, tx) we obtain the extra property that

|hoo|(Too,0) |hoo| |h| /
177oo\ ooy ¥/ sup —— = sup — =C">0.
R(LEOO,O) Moo X (—00,0] R M x (—00,0] R

We can now apply the strong maximum principle, Lemma 9.3, and obtain that
|hoo|=C'R on My, % (—00,0].
Combining this with (9.5) yields that, on My x (—00,0],
C'R<CR'™™,
So, R is uniformly bounded from below on My, x (—o0,0]. It follows that

(Ma (goo,t)tG(foo,O])

cannot be the round shrinking cylinder or a quotient thereof. If M., was non-compact,
then we can obtain the round shrinking cylinder as a pointed limit of (M, (goo,t)te(—o0,0])s
which contradicts the positive lower bound on R. If, on the other hand, M, was compact,
then the maximum principle applied to the evolution equation of R would imply that

minys R(-,t)—0 as t——o0, again contradicting the positive lower bound on R. O
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Proof of Proposition 9.1. Fix some E >2 for the remainder of the proof. By linearity
of the desired bounds, we may assume for simplicity that T'=t(z).

Next, observe that, by bounded curvature at bounded distance, Lemma 8.6, for any
choice of L<oo we may choose €can <Ecan(L) small enough such the parabolic neighbor-
hood P(x, Lp1(z)) is unscathed and such that p; >co(L)p1(z) on this parabolic neigh-
borhood for some cog=cy(L)>0.

Assume now that the statement was false (for fixed E>2). Choose sequences
Min, k> Ecan,k — 0 and Hy, Ly, C,—>00 such that ecan i is small enough depending on Ly, as
discussed in the preceding paragraph. For each k& we can choose a Ricci flow spacetime
My, points xr €My, , an (unscathed) parabolic neighborhood Py:=P(zk, Lip1i(zk))
and a Ricci-DeTurck perturbation hy on Py such that |hg|<ninx on Py, which violate

the conclusion of the proposition. Thus, setting

Qu(y) =M=t pB () hy |(y)  for y € Py,

either ty:=t(zy)>(Lip1(xy))? and

Qk(xk) > ﬁ S}gp Qk (9.6)
(3
or tp=t(xy) <(Lrp1(zx))? and
Qk(zk)>i%0suka+Ck sup Q. (97)
Py PrNMy,o

Let us rephrase the bounds (9.6) and (9.7) in a more convenient form. To do this, let
ag:=|hg (k)| <Min,x—0 and consider the tensor field hj, ::a,zlhk. Then, hj, is a solution
to the rescaled Ricci-DeTurck equation (A.11) for a=ay:

|yl (ak) = 1 (9.8)

and, on Py,

. Hk(tkt)( P1 >_E_ Qr
|hk| B |hk|(xk) - Pl(xk) Qk(xk).

So, by (9.6) and (9.7), we have

_E
hL| <1006 Hrt—t [ P2 P 9.9
‘ k' ¢ P1(331c) on ( )

and, if P,NMj o #+ &, then

-E
|| < Cpte™ Hrlte=b) (pl) on PyNMj 0. (9.10)
p1(zk)
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We now distinguish two cases.
Case 1. ty=cpi(xy) for all k and some ¢>0.

The metric g restricted to P, can be expressed in terms of a classical Ricci flow

(Gk,t)te[ty—Aty,tx] ON Br:=B(xr, Lppi(zk)), where
Aty :=min{ty, (Lgp1 (zx))*}.

Let r:=p1(zx) and
Too :=limsup T;QAtk >c>0.

k—o0

Consider the parabolically rescaled flows

=2
(gk,t =Ty gk,r§t+tk)te[7r;2mk,o]'

By bounded curvature at bounded distance, Lemma 8.6, and since ecan,x—0, for any
s<oo and T'< Ty, for sufficiently large k we find uniform bounds on the curvature of

k0 on the g o-ball B(xy,0,s) over the time-interval 7", 0].

Case la. We have liminfy_, p1(2x)>0, and the injectivity radius satisfies

lim inf InjRad (g}, ¢, %) > 0.
k—o0 ’

After passing to a subsequence, we may extract a smooth limiting pointed flow
(Moo, (9oo,t)te(~To 0]> Too). Due to (9.9) and the local gradient estimates from Lemma

A.2, the reparameterized tensor fields (r,;Qh ~2 ¢, 0] COnverge, after passing

/
k,rft-i—tk)te[—rk
to another subsequence, to a smooth solution (hl, ;)ie(—1. 0] on Mo of the linearized

Ricci-DeTurck equation with background metric (goo,t)te(—7..,0) (see (A.12)), such that
Moo | (200, 0) = 1. (9.11)

Since limy_, o Hyp?3(21)=00, we can use the exponential factor in (9.9) to show that
hlo=0 on My X (—Tw,0), which implies hl (2«0, 0)=0. This contradicts (9.11).

Case 1a’. We have liminfy_,o, p1(xg) >0, and the injectivity radius satisfies

lim inf InjRad(gj, %) =0.
k—o0

For some 7>0, we may pull back gj, to the -ball in the tangent space at zj, via the
exponential map to reduce to Case la. Note that in Case la it was not important that

the time-slices of the limiting flow (Moo, (goo,t)te(~Tw 0] Too) Were complete.
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Case 1b. liminfy_,o p1(zk)=0, and the injectivity radius satisfies
lim inf InjRad(g},(0), z%) > 0.
—00

As explained in the beginning of Case la, by passing to a subsequence, we may
assume that the pointed flows (B, (g} ;)k.t, Tx) converge to a smooth pointed flow (M,
(9oo,t)te(~Tw,0)) Too) and, moreover, the tensor fields (T;2h;€7’r‘it+tk)te[*’f‘;2Atk,0] converge
to a smooth solution (Al ;)te(—1..,0) o0 Mo of the linearized Ricci-DeTurck equation
with background metric (goo,t)te(—1..,0) (see (A.12)), such that (9.11) holds.

Using Lemma 8.6 and the canonical neighborhood assumption, it follows that R>0
everywhere on My, X (=T, 0]. By assertion (a) of Lemma C.1, there is a k>0 such
that every k-solution is either a shrinking round spherical space form or is a kg-solution.
Therefore, in view of the injectivity radius bound, there is a x; >0 such that, by the
canonical neighborhood assumption, every time-slice (Moo, goot), 1€ (—Too, 0], is isomet-
ric to the final time-slice of a k;-solution. Since, by assertion (e) of Lemma C.1, we have
0;R>0 on k-solutions, we get that (Moo, (goo,t)te(—Tw 0] Too) has bounded curvature, so
it is a k-solution if T, =00.

Passing (9.9) to the limit yields

W | <100p~F < (CYEPRE/? on My x (=Tse, 0],

for some universal constant C’ < oc.
If Too =00, then the vanishing theorem (Theorem 9.5) yields that AL =0, in contra-
diction to (9.11).

Now suppose that T, <oo. We will show that, for some constant C” <oo, we have
|hl (2, t)| < C" (t+Two)- (9.12)

for all e M, t€(—Txo, 0].
As (M, goo,0) is isometric to the final time-slice of a k1-solution, and therefore has
uniformly bounded curvature, we can find a constant a; >0 such that, for any L', we

have

p>aipi(zr) on B(wy, L'pi(xr)),

as long as k is chosen large enough. So, by bounded curvature at bounded distance,
Lemma 8.6, there is a constant as>0 such that for any L'<oco we have

p>agpi(xy) on  Plxy, L'pi(zx), —tr)
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for large k. By (9.9), (9.10) and Proposition A.12, we find a sequence ¢;—0 and a

constant C" <oo such that, for any L' <oco, we have
|h}| < C" py 2 (x)-t+cp  on P(xg, L py(zk), —tr) (9.13)
for large k. Passing this bound to the limit implies (9.12).
Since sup |k |<oo , this forces h. =0, again contradicting (9.11).

Case 1V'. liminfy_,o p1(zk)=0, and the injectivity radius satisfies

lign inf InjRad(g;,(0), zx) = 0.
— 00

After passing to a subsequence, we may assume that InjRad(g;,(0), zx) —0 as k—oo.
By Lemma C.1, the universal covers of the flows (Mj, g;,t) converge to shrinking round
spheres on the time-interval (—oo,0]. We may now pull back the tensor fields hy to the

universal covers and reduce to Case 1b.
Case 2. liminfi oo pIQ(mk)tk:O.

In this case, by combining the curvature bounds from Lemma 8.6 with (9.9) and
(9.10), we can apply Proposition A.12 to show that there is a sequence ¢;—0 and con-
stants C”, L' <oo such that (9.13) holds for large k. It follows that

lim |h}|(z1) =0,
k—o0

in contradiction to (9.8). O

Proof of Proposition 9.2. The bound follows by iterating the bound from Proposi-
tion 9.1.

Assume that

E>27 H}H(E), nlingﬁlin(E)a Ecanggcan(E)v

and set C=2C(FE) and L=L(F) according to Proposition 9.1. So, Proposition 9.2 holds

if a}l—éo. Assume now by induction that ao<ﬁ and that Proposition 9.2 holds for

a=100aq under an assumption of the form
A> A= A(E,10000) and ecan < Ecan(E,100ap).
Consider the point x€ M. By Lemma 8.7 we can find a constant

A" = A"(L(E), A'(E, 100a)) < 0
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such that, if
€can < Ecan(L(E)7 A/(E, 1000[0)),

then the parabolic neighborhood P(xz, A’p1(z)) is unscathed and we have
P(y, A'pi(y)) C P(z, A"pi(x)) for all y € P(x, Lpi(x)).

Also, by bounded curvature at bounded distance, Lemma 8.6, assuming ecan <&can (L(F)),
we know that p1>cp1(x) on P(x, Lpi(x)) for some c=c(L(E))>0.

Assume now that A>A” and apply Proposition 9.2 at each y€P(x, Lp;(z)) for
a=100ag. Note that in order to do this, we need to ensure that M is (ecanp1(y), t(y))-
complete and satisfies the canonical neighborhood assumption at scales (€canp1(y),1).
This can always be guaranteed if we assume that ecan <c(L(E))ecan(E, 100ay). Proposi-

tion 9.2 for a=100aq gives us

sup Q< 100aq sup Q+C sup Q.
P(z,Lpi(x)) P(z,A”p1(x)) P(z,A" p1(x))NMo

Applying Proposition 9.1 then implies (recall that we have replaced C by 2C)

100 C 1
Q(z) < sup Q4+ <+C> sup Q
100 p(z,Lp (2)) 1002/ p(a,a7pi(2))nMo
<o sup Q+C sup
P(z,A” p1(x)) P(z,A” p1(z))NMo
This finishes the induction. ]

10. Extending maps between Bryant solitons

In this section we consider two regions that are close to Bryant solitons, at possibly
different scales, and an almost isometry between annular subdomains inside these regions.
We will then prove that the scales of both Bryant soliton regions are almost equal and
that the given almost isometry can be extended to an almost isometry, of possibly lesser
accuracy, over the entire Bryant soliton regions. An important aspect of the main result
of this section is that the accuracy that is required from the given almost isometry
depends only polynomially on the local scale—or on the distance from the tip.

Our main result, the Bryant extension proposition (Proposition 10.1), will be needed
in the proof of Proposition 12.2 in §12. In this proposition, we extend an almost isometry
between two Ricci flow spacetime time-slices over an extension cap. By assumption, the
accuracy of this almost isometry improves at a large polynomial rate as we move away

from the extension cap. As long as this polynomial rate is sufficiently large, we can use



92 R. H. BAMLER AND B. KLEINER

Proposition 10.1 to construct an extension of the almost isometry over the extension cap
whose accuracy still improves at a large polynomial rate. This enables us to retain the
fine geometric bounds needed to prolong our comparison.

In this section, we will use the notation (Mg.y, gBry, ZBry) for the pointed Bryant
soliton with p(zgry)=1; for this and other notation related to the geometry of the Bryant

soliton, we refer to §6.2. We will also frequently use the curvature scale function
p: My — (0,00)

as introduced in Definition 6.1. Recall that (Mg,y, gBry) is an O(3)-invariant gradient
steady soliton diffeomorphic to R and p(x)—oc0 as z—oc.
We first present a version of the Bryant comparison result in a form that is most

useful for its application in the proof of Proposition 12.2.

PROPOSITION 10.1. (Bryant extension) If

E>FE, C>0, >0, D=2D(E,C,p),
0<b<C, 0<30<6(E,C,B,D,b),

then the following holds for any D'>0.
Let g and g’ be Riemannian metrics on Mg,y (D) and Mg,y (D'), respectively, such
that for some A\€[C~1,C],

lg=9Bey o1 rmypyy - @ IAT29" = gBuy o511 (aay (D)) <O (10.1)
Consider a diffeomorphism onto its image
¢t Misey (3D, D) — My (D)
such that for h:=¢*g'—g we have, for all m=0, ..., 4,
pf|VZ’h\g <b on MBry(%D,D),

where pg denotes the scale function with respect to the metric g. Then, there is a diffeo-
morphism onto its image ¢~): Mg,y (D)— Mg,y (D') such that the following holds:

(a) ¢=¢ on Mp,y(D—1,D).

(b) For h:=¢*¢'—g we have

p3|l~z|g <pBb on Mgy (D).
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We remark that there are several ways in which one could strengthen or sharpen
this proposition. We chose the statement above, because it is adequate for our purposes
and keeps the complications in the proof to a minimum. For example, the constant F
in this proposition could be taken to be equal to 100, or even smaller. Also, the choice
of the exponent 3 in assertion (b) is arbitrary. This exponent is needed in the proof
of Proposition 12.2, but it could be replaced by any other number, assuming that E is
chosen sufficiently large.

The Bryant extension Proposition 10.1 is a consequence of the following simpler
result, on which we will focus for the larger part of this section. A proof that Proposi-

tion 10.2 implies Proposition 10.1 is provided at the end of this section.

PROPOSITION 10.2. (Bryant extension, simple form) There is a constant C <oco such
that, if
O<a<l, EZE and DZ>=D(w),

then the following holds. Assume that

(i) g1=gBry and gngggBry s a rescaled Bryant soliton metric.

(ii) Xe€la,a™l.

(iii) ¢: MBry(%D,D)—)MBry is a diffeomorphism onto its image.

(iv) For h=¢*gs—g1 and for some b<a~' we have, for all m=0,...,4,
Vi hlg, <bD™F  on Mg,y (3D, D).

Then, there a diffeomorphism onto its image QZ:MBry(D)%MBry such that the fol-
lowing holds:

(a) ¢=¢ on Mp,y(D—1,D).

(b) For hi=¢*go—g1 we have

|hlgy <b-Ca=“D7ETC  on Mg,y (D).

The strategy of the proof is as follows. We first show that ¢ almost preserves
the curvature operator and its first covariant derivative, up to an error that decays
polynomially in D. As the scale of a Bryant soliton can be expressed in terms of the
curvature and its derivative, this will imply that the scale A\s of g5 is close to the scale 1 of
g1, up to an error that decays polynomially in D. Similarly, we can argue that ¢ preserves
the distance function to the tip zpyy up to a polynomially decaying error. Using this
extra information, we can in turn argue that ¢ is sufficiently close to an isometric rotation
of (Mgry, gBry) around the tip zgry, again up to an error that decays polynomially in D.
By an interpolation argument, we eventually extend ¢ to a map on Mg,y (D) that is

equal to this isometric rotation sufficiently far away from the boundary.
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The proof will use some standard properties geometric properties of the Bryant
soliton, which are reviewed in Appendix B. Recall that zp.y € Mp,, denotes the tip, i.e.
the center of rotational symmetry, of Mg,y. In the following we furthermore denote by
0:=dgys, (-, 7Bry) the distance function from the tip.

The remainder of this section will be devoted to the proof of Proposition 10.2. Until
the end of the section, we will let g1 =gBry, g2, A2, etc., be as in the statement of this
proposition. Let gs=¢*ga. We begin with some estimates on the difference between
geometric quantities for ¢g; and gs.

We will use the convention that 1 <C'<oco denotes a generic universal constant, which

may change from line to line.

LemMma 10.3. If
E>E and DZzD(a),

then the following holds.
Let D=V, -V, be the difference tensor for the Levi-Civita connections of g3

and g1, respectively. Then, we have
Tlg, <b-CD™F  on Mg,y (3D, D),
where T is any tensor field from the following list:
{Vy, (93—91)}oskeas  {V Dloskss
{V§1 (Rmg, —Rmy, ), V';l (Ricg, — Ricy, ), VIgi (Rg, — Ry, ) bo<k<2-

The bound also holds if we view Ricgy,, i=1,3, as a (1,1)-tensor.

Proof. Consider a point x€ Mg,y (3D, D) and identify T, Mg,y with R? such that
g1,z corresponds to the Euclidean inner product. The tensors hs, Vg hy, ..., V;lhx and
Rmyg, 4, ..., V3 Rmy, . and T, can be viewed as tensors on R®. As T' can be written in
the form of an algebraic expression involving the tensors g1, (g1+h)~ 1, h, ..., V‘gllh and
Rmy,, ..., V; Rmy, , there is a smooth tensor-valued function F' such that

Ty =F(hg,.... Vi ha, Ry, 4,...., Vo Rmg, o).

Note that
F(0,...,0,Rmy, 4, ..., th Rmyg, ) =0.

So, by (B.8) we have
| Tolgr < Cl(has s Vg, ha)lgy < Cllhalgy +--+ Vg holg,) <COD™E,

as long as E>E and D>D(«). O
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We now prove that the scales of g1 and gy are close, up to an error that decays

polynomially in D.

LEMMA 10.4. (Scale detection) If
E>2E and DZ>=D(a),

then we have
Ao—1]<b-Ca D EF,

Proof. Set A1:=1. Then, g;=A?gp,y for i=1,2, and, by rescaling (B.2) and (B.3)
by A;, we obtain that, for i=1, 2,

Ry, +|Vg, fI2, = Ry, (¥Bry) = A\; Ry, (vBry) and  dRy, =2Ricy, (Vg f,-).  (10.2)

In the following, we will express these equations in terms of the metrics g; and go, by
combining the difference estimates from the previous lemma with some estimates on the
geometry of the normalized Bryant soliton from Lemma B.1. It will then follow that A;
and A are close.

In the following, we will work on the annulus MBry(%D, D) and assume D>2Cp,
where Cp is the constant from Lemma B.1. Therefore, O’>%D>CB on MBry(%D,D)
and thus the bounds of Lemma B.1 apply for g;. We may also assume that E>FE
and D>D(«a) have been chosen large enough so that g; and g3 are 2-bilipschitz on
Mg,y (%D, D) .

From (B.5) in Lemma B.1 we obtain the following bound for the Ricci tensor, viewed
as a quadratic form on T* M:

Ricy, >Cyz' D 2g;.

Therefore, assuming D large enough, the inverse Ric;f, viewed as a map T"M —T*M,

is well defined and satisfies
IRic; !|,, < CCpD?. (10.3)

g1

Hence, by Lemma 10.3, if E>E and D>D(«), then
Ric,,! (Ricg, — Ricy, )|g, < [Ric,,'|g, |Ricg, — Ricg, |4, <b-CD™FT2
So, if E>E and D>D(«), then the inverse of
I+Ric, ! (Ricg, — Ricy, ) =Ric,," Ricy,

exists and we have

Ric,,' Ricg, —I|y, <b-CD™ P2,
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Therefore, again by (10.3),

Ric,," — Ric,'[4, < [Ric,! Ricg, =14, [Ric, |y, <b-Ca” “D™FT4 (10.4)

g1

Using the second relation in (10.2) we find that
d(fod)—df =2Ric, (dRy,)—2Ric, ' (dRy,) 105
=2(Ric;,! — Ric, ') (dRy, ) +2 Ric,  (dRy, —dRy, ). '

So, as [dRy, |y <C|dRy, |4 <CAy?<Ca™3, we obtain by (10.3)-(10.5) and Lemma 10.3
that
|d(fod)—df|g, <b-Ca~“D™FH,

It follows using (B.7) that
ld(f0)g, = 1df I3, | < [1d(Fo0)I5, = |df 15, | +]1df 5, 1df 5,
<|d(fo¢)=df|g,-|d(fo¢)+df |g, +Chlg, |df [,
<b-Ca” D™ FH(|d(fo0)l g +1df|gs) +b-Ca™CD™F
<b-Ca™ D™ EH(|d(fop) —df g, +2|df |4, ) +0-Ca™ D"

<b-Ca CDFH,
Combining this with (10.2) and Lemma 10.3 yields
|/\2_2_)‘1_2|'R913ry (xBry) < ‘Rgs _R91 |+“d(fo¢) 53 - |df|§1 | < b'Co‘icDiEﬂ{

So, the bound on | A2 —1| follows for large enough D, as A;=1. O

Next, we prove that ¢ nearly preserves the radial distance function o, up to an error

that decays polynomially in D.

LEMMA 10.5. (¢ nearly preserves o) If
E>2E and D>z D(a), (10.6)
then we have, for k=0,1,2,
IVE (0op—0)]g, <b-Ca™“D™FHC, (10.7)

Proof. Let F:(0,00)—(0,00) be the function with the property that R=Fe-o on
(Mgyy, gBry). Consider the constant Cp from Lemma B.1. By (B.4), (B.6) and (B.8),

we have, for s>Cp,

Cpls ' <F(s)<Cps™, Czls2<—F'(s)<Cpg, |F"(s),|F"(s)|<Cp. (10.8)
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So, there is a co>0 such that F~1((0,cy))=(Cp,o0) and such that there is an inverse
H:(0,c9)—(Cp,0) of F|(cy,00)- A straightforward application of the chain rule gives

|H'(r)| < Cpr=2, |H"(r)|<Cr=® and |H"(r)|<Cr=1°.

(Note that these bounds are not optimal.)
Assume now that E and D have been chosen large enough, in the sense of (10.6),
that 1 <A3<2 by Lemma 10.4 and that by (10.8) and Lemma 10.3 we have, for i=1, 3,

(10CE) " 'D™' <Ry, <10CpD ™" < L eq
on MBry(%D,D). Then, on MBry(%D,D)
oop—0=P(Ry,, Ry, —Rg,, \2), (10.9)
where
P(ry,r9,A\) := H(\2(r1+72))— H(r1).

Note that P(r,0,1)=0 for all r€(0,co) and that on ((10C5)"*D~',10CpD~1)?x (3,2)
we have
0P| < CD'Y

for k=1,2,3. So, for k=0, 1,2, we have
0F P|(r1,72,\) SCD'(|ra|+|A—1[) on ((10Cp)~*D~1,10C5D~1)?x (1,2).

So, (10.7) follows by differentiating (10.9) and using Lemmas 10.3 and 10.4. O

Recall that the Bryant soliton metric is a warped product gpry=do?+w?gg2 on
Mgy \{zpy} and that C5'y/s<w(s)<Cpy/s for large s (see Lemma B.1 for more de-
tails). Fix some D that is sufficiently large such that D>w(D). We now let g4=
do+w3gs: be a warped product metric on Mp,y (D—3w(D), D+ w(D)) with

_ o—D
747 w(D)

and the warping function

-D
w4:w4(0') :1+U4: 1+%

Note that there is an isometry

®: Mpyy (D—3w(D), D+1w(D)) — Ay )4 574 CR?
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to a Euclidean annulus such that 14+04(z)=|®(z)|gs. So
®(Mpey(D—Lw(D), D)) = Ay 5 1.
Due to Lemma 10.5, we may assume in the following that
6(Miny (D= 30(D), D)) My (D~ 3u(D), D+ 3u(D)).

So, ¢ induces a map
Pogod ! Ayja1—> A1/a5/4

We now show that ¢ restricted to Mg,y (D—w(D), D) almost preserves the metric
g4 and the function 4. This is equivalent to saying that ®o¢o®~! almost preserves the

Euclidean metric and the radial distance function on R3.

LEMMA 10.6. If

E>E and DZ>D(a), (10.10)

then, for k=0,1,
Vg, (0a00=04) g, <b-Ca™“DFHC, (10.11)
Vg, (6% 92—94)|g, <b-Ca™CD~FH+C, (10.12)

on Mp,y(D—3w(D), D).

2

Proof. Let us first consider the rescaled metric g,:=w~2(D)g;. This metric is a
warped product of the form

gl = do_i—’—ngSQa

where
_ w
W= —F7

w(D)’

Note that for large D the metric g on Mg,y (Df%w(D),DJr%w(D)) is geometrically

close to 82 x (f%, i) equipped with the standard cylindrical metric. More precisely, if

we express W=1w(o4) as a function in o4, then, by (B.10) in Lemma B.1, we have the

following bounds, when oy€(—3, 1):

|w—1]<CD™'/?, ‘j“’

d*@
04 2

<CD™Y? and ‘d <CD7V2, (10.13)

0y

Let us now consider the map ¢. We have

¢*g1—g1 =3 w (D) (¢*g2— g1+ (1-A3)g1).
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Combining this with the scale detection Lemma 10.4 gives us the following bound for

k=0, 1, assuming an estimate of the form (10.10):
V5 (6" 91— 01)lg, <b-Ca”“D™FHC, (10.14)

Note that here we have taken the covariant derivative with respect to gi, as opposed
to g1. This change produces a factor of the order of O(D*/?), which can be absorbed
in the right-hand side. Similarly, by rescaling (10.7) in Lemma 10.5 and assuming an
estimate of the form (10.10), we obtain that, for k=0, 1, 2,

V5, (0400 —04) g, <b-Ca~CDFHC. (10.15)

This implies (10.11) for k=0 immediately and for k=1 after observing that g; and g4
are uniformly bilipschitz for large D.
So, it remains to show (10.12). The bound (10.15) implies that, for k=0, 1,

|VE, (¢"dof —do?)|5, <b-Ca~CD7EFC. (10.16)
Combining (10.14) and (10.16), one gets

IVE (6" (0°gs2) —@gs2) g, = |VE (6" G1—71) — (¢"dof —do3))g,
<b-Ca~¢DE+C,

._wi_ 1—|—042
e e )

Let us first express x(o4) as a function of o4. Then, by (10.13) we have, for k=0, 1,2, as

(10.17)

Set now

long as f%<04<%,

dx d?x
<0, |2< -2l 10.1
Ix|<C ‘dm;‘ C and do? C (10.18)
It follows using (10.15) that
Ixo0400—xe04| SCD™V2|o40¢—04| <b-Ca~ ¢ D™ FHC, (10.19)

and

|V§1 (X°J4O¢_XOU4)|§1 < |(X/OJ4O¢)¢* dU4_(X/OU4) d04|§1
<X e0409|-|¢*dos—doslg, +|(X c0a°0) =X (04)||doslg,
<b-Ca ¢DEHC,
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So, assuming a bound of the form (10.10), we get using (10.17) that, for k=0, 1,

IVE (6" (wigs2) —wigs2)ls
=|VE (¢*((xo04) W gs2) — (x°04)W>gs2)|g,
<|VE (xoosod—xo04) " (07 gs2)) g
+|VE (xe04) (9" (0Pgs2) —w7gs2))lg,
<b-Ca-CD-F+C,

Combining this again with (10.16) gives us that, for k=0, 1,
|V§1 (¢*ga—g4)|g, <b-Ca~¢D7EFC

This implies (10.12) for k=0, as g4 and g; are uniformly bilipschitz for large D. To see
(10.12) for k=1, note that due to (10.18), we have |V,, —V3, |5, <C. O

In the following lemma, we extend the map ®ogo®!: Ay/,1—+A1/45/4 to a map (/3
on the unit ball B; CR3.

LEmMA 10.7. If
E>FE and D> D(a), (10.20)

then there is a diffeomorphism onto its image g&: B1—R3 such that the following holds:
() 0" ga—galg, <b-Ca=CD=EHC,
(b) |O’4og£704|, |(;A5*d047d04|g4gb.ca*CDwaLC_
(c) d}z@od}o@*l on Ase.1-
(d) ¢=v on By for an orthogonal map €O(3) of R?.
Proof. By Lemma 10.6 and the fact that g4=®*grs we have, for k=0, 1,

|VES((®odo® 1) grs — gps ) [rs <b-Ca~CD=EFC, (10.21)
VEs(re(Doge®d 1) —r)|ps <b-Ca~ ¢ D EHC, 10.22
R
where r(2):=|z|gs denotes the radial distance function on R3.

From now on we will only work on R3. To simplify notation, we will write ¢ instead
of ®ogo®~1. Expressing (10.21) for k=1 in Euclidean coordinates yields

3

0% 0¢°  0%¢° 0¢° —Cp-E

E 2T )| b +C,
<8xk6xl ozJ + Oxk0xi Ozt )‘ b-Cam™D

s=1
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Permuting the indices ¢, j and k cyclicly and using
5 a2¢s 6q55 _ ( 82(255 8(;58 N 82¢s 8¢S>
Ox'0xI Oxk Ox'dxi dzF  Oxidxk Oz’
2¢° 8¢5 9205 9¢°
<8mj3xk drt  Oxidx’ 81:’“)
2¢5 A 92¢°
B (81:k81’i Oz dxkoxi 31”)

gives us
3

52 ¢s 8¢5

—~ Ozi0xI Ox*

<b-Ca ¢D EHC,

Combining this with (10.21) for k=0 implies that, under a condition of the form, (10.20)
|d?p|gs <b-Ca~CD~EFC, (10.23)

Let now z9€A; /51 be a point and consider the differential (d¢)g,: R —R3. By (10.21),
there is a Euclidean isometry 1’: R? —R3 with 9’(z¢)=¢(x¢) and

[(d")ay = (AQ) g lre <b-Ca™ @ DTFFC,
Combining this with (10.22) gives us
()26 (V7)) = (VP (g[8 <b-Ca™CD=EHE,
So, again by (10.22), we have

19" (0)]rs = [ (z0) =1%o |3 (A" )20 (V1)) | o
< ’qf)(l‘o)—‘$0|R3(VT)¢(IU)‘R3+b'Ca_CD_E+C
<[9(20) = 1¢(@0) k3 (V7)) [ s +b-Ca” O DEHE
=b-Ca 9D EFC,
Set now t: =¢'—’(0). Then, ¥ €O(3) and, for k=0, 1,

|dip (o) —dd(z0) |rs <b-Ca~C D™ E+C

Integrating (10.23) along paths in A, starting from x¢ implies that, under an

assumption of the form (10.20), we have, for all z€ A /s 1,

|dip () —d(x) [re < | (db)(z0) —d) (20) |ra +10 sup |d*¢—d®@|ps
Ayjan (10.24)
<b-Ca ¢DE+C,
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Integrating this bound once again along paths in A, /5 ; yields that

[Y(z) = d()|rs < |[Y(20) —¢(w0)|rs +10 sup [dip(x)—dd(v)|gs
Ayjan (10.25)
<b-Ca ¢D~EHC,

We now let {(1,(2} be a partition of unity on A/, ; such that (;=1 on As 1,
(2=11in Byjs, and |Vgs(|rs <C. Let $:=C1+Cotb. Then, assertions (¢) and (d) hold
immediately and assertion (a) follows from (10.24) and (10.25). Assertion (b) follows
from (10.22), the fact that dr=do, and that roy=r. O

Proof of Proposition 10.2. We only need to translate the result of Lemma 10.7 back
to Mgyy. By assertion (d) of Lemma 10.7 and the fact that Mg,y is rotationally symmet-
ric, we can find an isometry z/?: Mg,y — Mg,y with lﬂ(xBry):xBry and 1/;:(b_1o’lpo(b. Set
o:=® Logod on Mg,y (D—4w(D), D) and $:=1 on the closure of Mg,y (D—2w(D)).
By assertion (d) of Lemma 10.7, we know that ¢ is smooth. By assertion (b), the map
6 is injective if E>E and D>D(«). So, it remains to bound $*ga—g1 on Mg,y (D—
%w(D), D). To do this, we first deal with the rescaling factor Ao using Lemma 10.4:

10" 92— 919, <|07g1—71lg +H|(N3—1)0"g1]g, < |07 g1 —g1]g, +b-Ca” D7,

So, it remains to bound g?)* g1—¢1. For this purpose consider the rescaled metric

g1=w"*(D)g =doj+wgse,

as used in the proof of Lemma 10.6, and observe that

_ 2, —2 EQ 2 2 'wz 2
g1 =doj+W"gg> = — (dog+wigs:)+ | 1——5 |doy.
Wy wy

Set xoo4:=®w?/w? as in the proof of Lemma 10.6. As explained in this proof, we obtain
using (10.19) and assertions (a) and (b) of Lemma 10.7 that, under an assumption of the
form E>E and D>D(a), we have

|¢~>*91 — g1l = |<Z~5*§71 — 31l
< (x°04)|¢" 91— galg, +|x°T100—X°04|-|6" 9alg,
1= (xe04)|-|¢"dof —dod |, +|xoou00—xo04|-|$"doT 5,

<b-Ca ¢D~FHC,

This concludes the proof. O
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Proof that Proposition 10.2 implies Proposition 10.1. Set
A2:=A, g1:=gBry and gg:= )\ggBry.
Assuming §<8(D), we have, using (B.4),
Pg = 5Pgsey, = nglDl/Q on Mg,y (3D, D). (10.26)

Now, consider the map ¢ from Proposition 10.1 and note that, by the assumptions of

this proposition and (10.26), that we have, for m=0, ..., 4

V(679 —g)ly <bpy© <4PCE-bDE. (10.27)
We now claim that, for D>D(FE,C) and 6<§(F, C, D,b), we have
Vi (6" 92—g1)lg, <CL(E)D™* (10.28)
for all m=0,...,4 and some constant
C1=C1(E) < cc.

To see this, assume first that D>D(E,C) and §<¢é such that the pairs of metrics
{9,0*9'}, {9,901}, and {¢’, g2} are each 2-bilipschitz with respect to one another. So,
g1, g, ¢*g’ and ¢*go are pairwise 8-bilipschitz. As Ae(C~!,C), we can find a constant
CL=(C)< oo such that by (10.1) we have, for all m=0, ..., 4,

IV (9—91)lg, < T3, (10.29)
Vg, (079" =07 92) 190 <8IV, (9 —2) g0 00 < C36. (10.30)

We now argue similarly as in the proof of Lemma 10.3. The tensor V' (¢*g2—g1)
can be written as an algebraic expression in terms of the five tensors g%, (¢*g2)~ 1,
V;”/(qﬁ*g’—g), Vg/ (g—g1) and Vgigz (¢*g' —p*g2), with m’<m (where we use g as a
background metric). So, pointwise,

Vi (@*92—g1)=F(¢*g' —g,... Vg (¢"9' —9),
9=91,- Vg (9=91), 0" =092, ..., Vi, (6" 9" = 9" g2)),

for some smooth, tensor-valued function F. By (10.27), (10.29) and (10.30), we therefore
obtain (10.28) as long as 26CEbD~F and C”§ are sufficiently small.
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So, the conditions of Proposition 10.2 are fulfilled for a=a/(FE, C):=min{C}~*, C~1}.
Therefore, if
E>E and D2>D(a),

we obtain a diffeomorphism onto its image (5: MBry(D)—>MBry such that
¢=¢ on Mg, (D—1,D)
and moreover there is a universal constant C% <oo such that
6" 92— g1 lg: < b'C;/),OfCéDfEJrCé-

If §<0(E, b, o, D), then we may assume that the metrics g, g1, ¢*¢’ and ¢* g, are pairwise

sufficiently bilipschitz close to another such that we still have for some universal C} <oo
5 ~aly <0-Cla~iDF
By (B.4), we have
Cha~ D™+ < B(1005)~2D32 < Bp,®  on Mp,y (LD, D),

as long as
E>C)+4, D>D(E,a,8) and §<6(E,a,p,D).

This implies assumption (b) of Proposition 10.1. Lastly, note that if

then ¢ is an immersion. So, since

¢(MBYY(D_1»D)) :¢(MBYY(D_17D)) C MBry(Dl)v

the image of ¢ must be contained in Mg,y (D’) as well. O

11. Inductive step: extension of the comparison domain
11.1. Statement of the main result

Consider two Ricci flow spacetimes M and M’. The goal of this section is to ex-
tend a comparison domain A in M that is defined over a time-interval of the form
[0,t] by one time-step, to a comparison domain that is defined over the time-interval

[0,t511=ty +r20mp]. In order to carry out this construction, we will assume the existence
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of a comparison from M to M’ defined on N that together with A satisfies a-priori
assumptions (APA1)—(APAG6) for some tuple of parameters. Assuming that these pa-
rameters are chosen appropriately, we will show that the extended comparison domain
and the given comparison satisfy the same a-priori assumptions for the same tuple of
parameters.

The precise statement of the main result of this section is the following. We remind
the reader that we are using the notation for expressing parameter bounds explained
in §4.

PRrROPOSITION 11.1. (Extending the comparison domain) Suppose that

nlingﬁlina 5 gg )\gj\((s ) Dcap >Qcap(A)a
> A(6n o

A, <o\, A), (11.1)

€can & écan(am A, A7 5b)a Tcomp < 77comp(/\a A)

and assume that the following holds:

(i) M and M’ are two (€canTcomp, 1')-complete Ricci flow spacetimes that each sat-
isfy the €can-canonical neighborhood assumption at scales (€canTcomps 1)-

(i) (N AN}, {t;}/0) is a comparison domain in M that is defined on the time-
interval [0,t;]. We allow the case J=0, in which this comparison domain is empty (see
Definition 7.1).

(iii) (Cut,¢,{¢’}{_,) is a comparison from M to M’ defined on (N,{N7}I_,,
{t;}]_o) over the (same) time-interval [0,t;]. In the case J=0, this comparison is the
trivial comparison (see the remark after Definition 7.2).

(iv) (N AN}, {t;}]—) and (Cut,¢,{¢7}7_))) satisfy (APA1)-(APAG) for the
parameters (Min, On, A, Deap, A, b, €cans Tcomp) -

(V) trpri=ty+r, <T.

Then, there is a subset N1 C My, 4, ) such that

WUNTFLANT A {135)

Jj=1

is a comparison domain defined on the time-interval [0,ty41] and such that
WUNTH NIV (13750

and (Cut, ¢, {¢’ 3']:1) satisfy the a-priori assumptions (APA1)-(APAG6) for the same

parameters (Ulina On, A, Dcapv A, 0b, cans Tcomp)-

We remind the reader that a-priori assumptions (APA1)—-(APAG6) allow for the possi-
bility that the comparison (Cut, ¢, {¢’ 3]:1) is defined on a shorter time-interval than the
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underlying comparison domain (see Definition 7.4). In particular, (APA5) and (APAG)
are only required to hold over the time-interval on which the comparison is defined, which
in the context of Proposition 11.1 is [0,¢,].

We briefly explain the strategy of the proof of Proposition 11.1, which will be carried
out in the remainder of this section. In §11.2, we will first construct a domain QC M, ,
such that the corresponding product domain Q([ts,t41]) C My, ., ) satisfies most of
the a-priori assumptions (APA1)—(APAG6). The final time-slice ./\/;JJJS will later arise from
Q) by adding certain components of its complement M;,  \€Q. This is by far the most
delicate part of the proof, because we need to accommodate both a-priori assumption
(APA3) (d), which forces certain components to be added to 2, and a-priori assumption
(APA5), which imposes strong restrictions whenever the addition of such components
creates extension caps. The precise criterion for which components of M, \Q will be
added to €2, will be given in §11.3 and some of the less problematic a-priori assumptions
will be verified in §11.4. The most important and complex step in our proof is Lemma 11.7
in §11.5, which effectively states that cap extensions only arise when a-priori assumption
(APA5) is satisfied. For more details, we refer the reader to the explanations given before
and after the statement of this lemma.

We make the standing assumption that hypotheses (i)—(v) of Proposition 11.1 hold
for the remainder of this section. The construction of the domain N/*! and the veri-
fication of its properties will proceed in several stages, with each stage requiring addi-
tional inequalities on the parameters. The inequalities on the parameters imposed in
the assumptions of lemmas or in discussions in between lemmas will be retained for the
remainder of this section. So, the assertions of these lemmas or the conclusions of these
discussions continue to hold until the end of this section.

We remind the reader that, while the dependence on the parameters may seem
complex, it essentially suffices to observe that the parameter order, as discussed in §7.5,
is respected. We will continue our practice of introducing parameter bounds in separate

displayed equations, to facilitate verification of the parameter dependences.

11.2. Choosing an almost minimal domain containing all Ar¢omp-thick points

As a first step toward the construction of N'/*!, we will construct a precursor of its final
time-slice J\ft‘]]ﬂ —a subset QC My, , bounded by central 2-spheres of d,-necks at scale
Tcomp that contains all Areomp-thick points. The final time-slice /\ftJ]ﬁ of N7+1 will later
emerge from () by the addition of certain components of its complement inside M, ;.
Consider the collection S of all embedded 2-spheres X C M, , that occur as central

2-spheres of d,-necks at scale 7comp in My, -
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LEMMA 11.2. We can find a subcollection S'CS such that
(a) di, 1 (B1,82)>107comp for all distinct ¥1,%2€8’.
(b) For every ¥ €S there is a X'€S’ such that dy,,, (X,%") <1007 comp-

Proof. Let {x1,22,... } CMy,., be a countable dense subset. We can successively
construct a sequence of collections @=5,CS;C...CS by the following algorithm: If z;
is in an reomp-neighborhood of some X €8 with the property that d;, (X, %) >107comp
for all ¥'€S!_,, then we set S/:=S/_;U{X}. Otherwise, we set S/:=S,_;.

Set 8":=(J;2, S/. Then, assertion (a) holds trivially and for assertion (b) observe
that every ¥ €S8 is reomp-close to some z;. If S;=8;_,, then d;, ,(2,%")<107comp for
some X'eS]_; and if §/=S8]_;U{X'}, then z; is contained in an reomp-neighborhood
of 3. In both cases, dy,,, (3, %) <1007comp. O

We now fix the collection S’ for the remainder of this section.

LEmMmA 11.3. If
611 < gna A < 5\(511)7 A 2 A((Sn)) Ecan g écan(én)7 7‘COInp < 17

then the collection S" separates the 100A\rcomp-thin points of My, from the Arcomp-
thick points.

Proof. Suppose that the assertion of the lemma was false. Then, there is a continuous
path v: [0, 1] =My, \Uscgs X such that v(0) is A7comp-thick and v(1) is 100A7comp-thin.
Without loss of generality, we may assume that v has been chosen almost minimal in the
sense that any other such path has length at least length, (v)—7comp-

We first argue that we may assume in the following that
de,,, (7([0,1]),%") > 1000rcomp for all X' e &, (11.2)

Assume that dy,,, (v(s'),X") <10007comp for some s’€[0,1] and some ¥'€S’. Let UC

My, ., be a dy-neck at scale reomp that has Y as a cross-sectional 2-sphere. If
On < O,
then v(s")eU. Moreover, if
On <0p, A< and and A>A,

then no point on U is Argemp-thick or 100A7comp-thin and therefore v(0),v(1)¢U. Let
¥*CU be a cross-sectional 2-sphere of U, close to its boundary such that ¥* and ¥’
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bound a domain diffeomorphic to S?x [0, 1] inside U that contains y(s’). It follows that
Yljo,s7 and 7|(e 1) intersect X*. If
On < O,

then the diameter of ¥ is less than 107¢omp, and X* may be chosen such that the distance
between ¥* and 7(s’) is larger than 10rcomp. This implies that we can replace v by a

path whose length is shorter than length (7) —Tcomp, in contradiction to its almost

tr41
minimality. Therefore, we may assume in the following that (11.2) holds.
By the intermediate value theorem, assuming

A<, A>1 and Teomp <1,

we may pick s€[0,1] such that z:=~(s) has scale p(x)=rcomp- By the construction of S
and (11.2), assuming
On < On,

the point x cannot be the center of a d,-neck at scale rcomp. So, assuming
Ecan < Ecan(an) and 74comp < ]-7

we can use Lemma 8.2 to find a compact subset V.C My, , with z€V that has connected
boundary and on which Cj;’ 1rcomp < p<CoTeomp holds, where Co=Cp(dn) <o0. So, assum-
ing

A< (100Co(8n)) ! and A >Co(dn),

we can conclude that +(0),v(1)¢V. Therefore, V must have exactly one boundary
component and this component is a central 2-sphere of a d,-neck.
We claim that 9V is disjoint from all elements of S’. Assume by contradiction that
dV intersects some X' €S8’. If
0y <Oy, (11.3)

then we have %rcomp< P<2Tcomp on L'NOV. Again, assuming a bound of the form
(11.3), we find that OV is a central 2-sphere of a neck at some scale of the interval
(iTcomp,ﬁchomp)- So, the intersection of OV with «([0, 1]) is not further than 40rcomp
from the intersection with ', in contradiction to (11.2).

Choose now s1€[0,s) and sg€ (s, 1] such that y(s;)€9V. By Lemma 8.2, the path
Ylis1,s5) can be replaced by a continuous path inside OV of length less than

lengtht‘]+1 (7' [s1,82] ) —Tcomp>

contradicting the minimality assumption of ~. O
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Now let QCMy,,, be the union of the closures of all components of

MtJ+1 \ U by

Yes’
that contain Arcomp-thick points. Then, by the previous lemma, € is weakly 100A7comp-
thick.

LEMMA 11.4. If
5can < gCaIl()\)7

then all points in Q survive until time t ;.

Proof. This follows immediately from Lemma 8.5 and the fact that  is weakly
1007 comp-thick. O

LEMMA 11.5. If J>1 and
on < Sn, A> Aa €can K E€can  and Tcomp < 'Fcomp(A)v
then for every Arcomp-thick point x€ My, , we have z(t;)eInt Ny, _.

Recall that z(t;)€M,;, denotes the image of x under the time —(t;41—ts)-flow of
the time vector field 9 (see Definition 6.4).

Proof. Assume that z(t;)¢Int NV;,_. By a-priori assumptions (APA3) (a) and (b),

Lemma 8.5 and assuming that
511 g 5117 A 2 27 Ecan < écan a‘nd rcomp < Fcomp (A)J

we have p(z) <2ATcomp-
Let 64>0 be a constant whose value we will determine in the course of the proof.
Assuming

A = 17 €can < Ecan (5#) and Tcomp < Fcomp (A)7

we can use Lemma 8.15 (for a=2A) to argue that (M, z(ts)) is dx-close to (Mgyy, gBry,
TBry) at scale p(x)>Arcomp. Since p is uniformly bounded from below on (Mg,y, gBry)

and diverges at infinity, there is a universal constant ¢>0 such that for
Sp <0y
we can find a path v: [0, 1]—M;, with
Y(0)=x(ts), p(¥(1))>Arcomp and  p(y(s)) > cAreomp
for all s€[0,1]. So, by a-priori assumption (APA3) (b), we have y(1)eN;,_. If
6n<dy and A=A,

then, by a-priori assumption (APA3) (a), the image v([0,1]) is disjoint from ON;,-. It
follows that x(t;)=~(0)EN, . O
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We remark that in the proof of Lemma 11.5, the use of Lemma 8.15, which is based
on the rigidity theorems of Hamilton and Brendle, may be replaced by a longer but more

elementary argument involving the maximum principle and the geometry of x-solutions.

LEMMA 11.6. If J>1 and
On < 5117 A< ;\((Sn)y A> A(én)a €can & gcan(én) and Tcomp < 'Fcomp(A)v

then Q(ty)CInt Ny, .

Proof. Let €y be the closure of a component of My, , \Uscgs X that contains a
Argomp-thick point 2. Note that, by definition of 2, we have 20CQ and the lemma
follows if we can show that Qo(t;) CInt Ny, - for all such €.

Fix Qo and a Arcomp-thick point z € for the remainder of the proof and assume by
contradiction that Qo(¢;)ZInt M;,_. Suppose by contradiction that there is a point Let
z€Q with the property that z(¢;)¢Int Ny, -. Choose a path v;41:[0,1] =8 within Qg
such that x=v;41(0) and z=~;11(1). Without loss of generality, we may assume that
we have chosen z and ;41 almost minimal in the sense that for any other such choice
of 2/ and 7/, ; we have

lengthtlprl (’YLIH»I) > lengthtprl (7J+1 ) —Tcomp- (1 1 4)
By Lemma 11.5, assuming that
(SII < 8I17 A > Aﬂ Ecan < gcan and Tcomp < fcomp (A)7

we have z(t;) €N, -. Denote by ~,;:[0,1]—M,, the curve at time ¢; corresponding to

vs+1 under the (=2, )-flow of the time vector field d, i.e. v;(s)=(vs41(s))(ts). This

comp

path exists due to Lemma 11.4. Since v;(1)=z(t;)¢Int N;,_, we can find a parameter
50€(0, 1] such that v,;(so) €ON, - and v,;([0, s0)) CInt Nz, —. By truncating v and y,y41,
we may assume without loss of generality that sp=1 and therefore z(t;)=~,(1)€ON, -
and 7,7([0,1))CInt M;,_. The almost minimality property (11.4) of z and ~y;4+1 remains
preserved under this truncation process.

Let ¥;CON;, - be the boundary component that contains z(t;). By a-priori as-
sumption (APA3) (a), X is a central 2-sphere of a d,-neck at scale rcomp in M,,. Let

04 >0 be a constant whose value we will determine later. By Lemma 8.12, assuming
5n < Sn (5#)7 €can < 6_Can(5#)quadand Tcomp < Fcompa

this implies that all points on X ; survive until time t,]‘i'%?“zomp and X (tJ—i—iTgomp) is a

central 2-sphere of a §4-neck at scale %rcomp. So, p(z (tJ+ irfomp)) <0.67¢comp, assuming

Sp <Oy
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By Lemma 8.5, this implies that p(ys+1(1))=p(2)<0.77comp, assuming
€can L €can  and Tcomp < 1.

Recall that at the other endpoint of v;41 we have p(vs4+1(0))=p(z)>ATcomp. SO,

by the intermediate value theorem, assuming
A>1,

we can find a parameter s€(0,1) such that y:=v,11(s) has scale p(y)="comp-
Assuming that
6n<dy and A=A,

we can conclude that = and z cannot lie in d,-necks at scale 7¢omp, and therefore
dtJ+1 ({JC, Z}, aQO) > QOOOTCOmp-

So, by the almost minimal choice of ;41 we find, using the same argument as the one
leading to (11.2) in the proof of Lemma 11.3, that

dtJ+1 (7([07 1])7 aQO) > 10007“00mp, (115)

assuming that
6n < Op.

As the interior of Qq is disjoint from all elements of S’, we can use assertion (b) of
Lemma 11.2 and (11.5) to conclude that the point y cannot be a center of a d,-neck at
scale rcomp, assuming

O <n.

We can hence apply Lemma 8.2 and find a smooth domain V.CMy,,, with yeV. More-

over, we have Cgl(én)rcomp<p<CO(5n)rcomp on V. So, by Lemma 8.5 and assuming
Ecan < Ecan(0n);
all points on V survive until time ¢; and
p= 205" (0n)rcomp  on V(ty). (11.6)

Also, if
A>Co(dyn),
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then ¢ V. In particular, this implies that 0V #&. By Lemma 8.2, the boundary 9V is
a central 2-sphere of a d,-neck. Choose s1€[0, s) such that v;41(s1)€9V.
We claim that
% (11.7)

If not, then we can choose so€(s,1] such that v;41(s2)€9V. By Lemma 8.2, we can
connect vy11(s1) and vy41(s2) by a path 4':[s1, so] >0V CInt Qy whose length is less
than length,  (V](s,,s) —1007comp. The concatenation of vy41lj0,s,7, 7 and vt1ls, 1]
would have length less than length, (7;+41) —100rcomp, contradicting the almost mini-
mal choice of v;4; and confirming (11.7).
Next, we argue that
(OV)(ty) CInt N, . (11.8)

Note that, by our choice of 741, we have (y74+1(s1))(ts)€Int Ny, _. So, if (11.8) was
false, then (OV)(t;)NON;,-#@. Therefore, by Lemma 8.2 we would find a continuous
curve v"': [s1,1] =0V between 7,;41(s1) and a point 2’ €9V with 2'(t;) €ON;, - such that

lengthtJ+1 (’7//) < dt,l+1 (7J+1 (81)7 YJ+1 (8)) - 100r€0mp'

The concatenation of v[[ ,) with ~" would then have length of at most

length,  (v741)=de,y, (Vs+1(s1), v741(5)) +length, , (v")
<lengthy,, (7741) = 1007comp.

This, however, contradicts again the almost minimal choice of v41, confirming (11.8).
The inclusion (11.7) implies that z(t;)€V(t;). Let C* be the component of

./\/ltJ\Int./\/tJ,

that is adjacent to ¥ ;. As C* is path-connected and z(t;)€C*, we can conclude, using
(11.8), that C*CV. By a-priori assumption (APA3) (d), there must be a 10A7¢omp-thin
point in C*. So, if we choose

A< 2%06 L(5,),

then we obtain a contradiction to (11.6). O

11.3. The definition of A/J11

We will now enlarge €2 to a subset 2*C My, , that will become the final time-slice ./\/'tJchl1
of the product domain N/**. The components Z of the difference M,,, \Int Q fall into
(at least) one of the following four types:

(I) Z has non-empty boundary and all points on Z are weakly 10A7comp-thick (in

particular Z is not a closed component of My, ).
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(IT) (a) Z is diffeomorphic to a 3-disk.
(b) Z(t) is well defined and Arcomp-thick for all t€(t s, ty41].
(¢) Z(t;)CN,,_ if J>1.

(III) (a) Z is diffeomorphic to a 3-disk.
(b) Z(t) is well defined and Arcomp-thick for all t€(ty, tyq1].
(¢) C:=Z(t;)\Int M, is a component of My, \Int V¢, _, and there is a com-
ponent C'CMj \p(Int Ny, ) such that a-priori assumptions (APA5) (a)—(e)
hold, that is, the following holds:

e C and C' are 3-disks.

e IC'=¢:,-(9C).

e There is a point z€C such that (M, ) is dp-close to the pointed Bryant
soliton (Mgyy, gBry, TBry) at scale 10Arcomp-

e There is a point 2’€e M; , at distance <Dcaprcomp from C’, such that
( ;j ,x') is dp-close to the pointed Bryant soliton (Mp.y, gBry; TBry) at some
scale in the interval [D_.} reomp; DeapTcomp)-

e C and C’ have diameter <DcapTcomp-

(IV) None of the above.

Let * be the union of Q with all components ZCM;,  \IntQ that are of type
(I), (IT) or (III). Assuming €can <Ecan(A), each component of type (I)—(III) survives until
time ¢, either by definition or by Lemma 8.5. The subset € survives until time ¢;
by Lemma 11.4. Therefore, we may define A’/*! to be the product domain with final
time-slice 2*:

NTTL= ] ). (11.9)
te[ts,try1]

To provide some motivation for the choice of 2*, we point out that if *CM;,  isa
manifold with boundary obtained from €2 by adding some components of its complement,
and N'7+! is defined by (11.9), then one can check that (N, {N7}/E} {t;}72]) and
(Cut, ¢, {¢/ 37:1) will only satisfy a-priori assumptions (APA1)—-(APAG) if Q* includes
all components of type (I)—(III). In this sense 2* is the “minimal” candidate for an
extension of €2 that yields a comparison (domain) satisfying the a-priori assumptions.

In the remainder of this section we will complete the proof of Proposition 11.1 by ver-
ifying that (A, {7} {t;}72]) is a comparison domain, and (N, {N7}/2] {t;} /5
and (Cut, ¢, {¢’ 3]:1) satisfy a-priori assumptions (APA1)-(APAG). Most of the verifica-
tion is straightforward, using the results already established. The main difficulty will be
establishing the properties of extension caps, especially (APA5). The crucial fact here,
which we will prove in Lemma 11.7, is that components Z of type (I) and (II) satisfy
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Z(t;)CNg,-. In other words, extension caps are only caused by components of type
(III), which satisfy a-priori assumption (APA5).

The main idea of the proof of Lemma 11.7 will be to show that if Z(¢t;)Z Ny, - for
some component Z of type (I), then a-priori assumption (APA5) would have forced an
extension cap to have occurred at some earlier time. For more details we refer to the

reader to the overview preceding the proof of Lemma 11.7 in §11.5.

11.4. Verification of Proposition 11.1, except for Definition 7.1 (4) and
(APAS5)

We will now verify that (NUN/HL {N7 jill,{tj}‘]'*‘l) satisfies properties (1)—(3) of

the definition of a comparison domain (Definition 7.1) and that (NUN7*1 {N7 ;]211 )
{t;}7*1) and (Cut, ¢, {¢7}/_,) satisfy a-priori assumptions (APA1)-(APA4) and (APAG)
(see Definition 7.4). Most of these properties and assumptions will follow fairly easily,
apart from some technical points. The remaining verification of Definition 7.1 (4) and
a-priori assumption (APA5) requires some deeper discussion, which we postpone to the
next subsection.

We remind the reader that we assume inequalities of the form (11.1), such that the
conclusions of the lemmas from the preceding subsections are valid.

Property (1) of Definition 7.1 holds by construction.

Next, let us verify property (2) of Definition 7.1. Since it is a union of Q with
connected components of its complement, * is a closed subset of M, ,, and is a domain
with smooth boundary, where the boundary components are connected components of
99Q. Since N1 =Q*(t) is the image of Q* under the (t—t ;1 )-flow of 8¢, which is defined
on a neighborhood of 2%, it follows that ./\/t‘H'1 is a domain with smooth boundary for
all t€[ty,ty41]. Next, recall that  is weakly 100A7comp-thick by Lemma 11.3. By the
definition of components of types (I)~(IIT) and Lemmas 8.5 and 8.6, assuming

A<, Ecan < gcan()\) and Tcomp < Tcomp >

we find that, for all t€ts,t541], the following statements hold:

(A) The time-slice N}/ T =Q*(t) is A\rcomp-thick.

(B) For every x€Q* the parabolic neighborhood P(x,7comp) is unscathed and is
cToomp-thick, where c=c(X)>0.

Now, suppose that {yz}CN/*! and yr—yso€M;_. Then, yp=2z(t;) for some
€D, €[ty ty11], and tp—te. Clearly, 2k (too) 2 Yoo- S0, {Zk(tso)} is a Cauchy
sequence in M, _ . Therefore, {y} is Cauchy in M;, , by (B) above and a distance
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distortion argument. Since Q* is closed and Arcomp-thick, it is complete, assuming

Ecan < é:cam()\)-

It follows that {x;} converges to some o, €Q*, and To (foo) =Yoo. Hence N+ is closed,
and we have verified property (2) of Definition 7.1.

We have ON ™' =(00*)(t;)CQ(ts). Since Q(t;)CIntN;,_ by Lemma 11.6, part
(3) of Definition 7.1 holds.

We now turn to the a-priori assumptions.

A-priori assumption (APA1) is obvious. By (A) above, N/T1 is Arcomp-thick; so
a-priori assumption (APA2) holds.

Note that we need only verify a-priori assumption (APA3) for N, , - =Q*. A-priori
assumptions (APA3) (a)—(c) follow directly from the construction of Q*. To see a-priori
assumption (APA3) (d), consider a component

ZC MtJ+1 \Int/\/tprlf = Mtj+1 \Int oF

with non-empty boundary. Then, by construction, Z is a type-(IV) component of
My, \Q. As Z is not of type (I), it must contain a 10Arcomp-thin point. A-priori
assumption (APA3) (e) holds, since in Proposition 11.1 the comparison is defined over
the time-interval [0,¢;], and does not include any cuts in My, .

Next, we verify a-priori assumption (APA4). Let C be a 3-disk component of
NZA\Int NV HY (if J>1) or Mo\Int N (if J=0), such that 9CCN;/ ™. Assume by con-
tradiction that all points on C survive until time ¢;4; and that C(t) is ATcomp-thick for
all t€[ty,ty41]. Then, C(t;41) is contained in My, \Int Q* by the definition of N/ F1.
Moreover, O(C(ty1+1))=(0C)(ts+1) is a 2-sphere contained in 9Q*, and hence an entire
boundary component of Q*. It follows that C(t;11) is a component of M, \Int Q* that
is also a component of M, \Int Q of type (IV). However, it is also of type (II), which
is a contradiction.

Lastly, we point out that by the hypotheses of Proposition 11.1, we know that a-
priori assumption (APAG6) holds for (N, {N7 jill, {t; ji(}) and (Cut, ¢, {¢7}7_,) (recall
that Definition 7.4 only requires the bound in a-priori assumption (APA6) to hold in the

time-interval [0, ]).

11.5. Proof of Proposition 11.1, concluded

It remains to verify Definition 7.1 (4) and a-priori assumption (APAS5).
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We first verify the “if” direction of (APA5). To that end, suppose that J>1 and
that C is a component of M, ,\Int N;,_ such that there is a component

c'c M;J\QstJ—(IntMJ—)

satisfying a-priori assumptions (APA5)(a)—(e); in other words:

(a) C and C’ are 3-disks.

(b) 8C'=dr, (0C).

(¢) There is a point z€C such that (M, x) is dp-close to the pointed Bryant soliton
(MBry, gBry, TBry) at scale 10A7gomp.

(d) There is a point 2’€M; , at distance <Dcaprcomp from C’ such that (M , 2')
is dp-close to the pointed Bryant soliton (Mgyy, gBry, Bry) at some scale in the interval
[DéapTcomps DeapTeomp)-

(e) C and C’ have diameter <DcapTcomp-

We now claim that, under suitable assumptions on the parameters, C is a component
of ./\/'tJJ+1 \Int /\ft{] Since C is a 3-disk by assumption, this will imply that C is an extension
cap.

To see this, we will apply the Bryant slab lemma (Lemma 8.17) for

Xo=N/

J

and X;=0Q.

Note that assumptions (i)—(iv) of the Bryant slab lemma hold due to Definition 7.1 (1),
a-priori assumptions (APA3) (a)-(c) and by the construction of . Assumption (v) of
the Bryant slab lemma holds due to Lemma 11.6. So, the Bryant slab lemma can be

applied on the time-interval [ty,¢ ;1] if
Sn<dn, 0<A<1, AZA and & <5\ A), (11.10)

and if there is a map ¢ with (g, —(10X)"2)=2z and a §-good Bryant slab W C
M(t,,t,.1), as required in the Bryant slab lemma. The existence of the map ¢ and the

§’-good Bryant slab W follows from (c) above and Lemma 8.13, and assuming

5b < 5b()\7 5/>7 €can < gcaun()\a 61) and Tcomp < fcomp~

Under assumptions of the same form as (11.10), we can also apply the Bryant slice lemma
(Lemma 8.16) at time ¢;, i=J, J+1, for Y=y, W=W,, and X=X,_.

Let Co:=W;,\Int X and C;:=W;,, \Int X; be as in the Bryant slab lemma. By the
Bryant slice lemma applied at time 741, we know that (t;41)=vY(2Bry, 0) is 11\ gomp-
thin. So, by construction of , we have z(t;41)€C1#@. By assertions (a) and (b) of the
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Bryant slice lemma, we find that Co=C and that C, is a 3-disk component of M, \Int Q.
Assertions (a) and (b) of the Bryant slab lemma imply that Ci(t) is 9Arcomp-thick for
all tefty,ty41], and C1(t;)DCo and C=Co=Cy(t;)\Int N/ . It follows that Z:=Cy is a
component of type (IIT), and so Z(t;)CQ*(t;)=N; . Thus, CCAY T \Int N}, and
since C is a component of M, \Int N}’ | it is also a component of J\ftJJJr1 \Int N}’ . Hence,
the “if” direction of (APA5) holds.

In order to verify Definition 7.1(4) and the “only if” direction of a-priori assumption
(APAS5), we need the following fundamental result.

LEMMA 11.7. (Structure of extension caps) If

Min <"71ina 611 ggm )\< ;\a Dcap >Qcap()\)a AZA(/\),

Ecan & 5can(>\a A, 6b) and Tcomp g 7:cornp(>\)7

then the following holds.
If Zc My,  \IntQ is a component of type (I), then Z(t;)CN;,—.

Before proceeding, we first explain how Lemma 11.7 completes the verification of
Proposition 11.1.

For this purpose consider a component C* C./\@‘i“\IntN'tJ,. As Q(t;)CInt Ny, -,
we have C* C./\/tJJH\Q(tJ). Thus, C*ClInt Z(t ;) for some component ZC M, \Int Q of
type (I), (II) or (III). By the above lemma and condition (II) (¢), Z cannot be of type (I)
or (II) and therefore must be of type (III). Next, observe that C*C Z(¢;)\Int Ny, =:C

and

C=2Z(t;)\Int Ny, CNZT\Int N, .

As C* is a connected component of /\ft‘iH\Int N, _, it follows that C=C*.

By (ITI) (¢) we know that C*=C is a 3-disk, which proves Definition 7.1(4). The
remaining statements of (III) (¢) imply that C*=C satisfies (APA5) (a)—(e).

Next, we provide an outline of the proof of Lemma 11.7, neglecting several techni-
calities.

Assume by contradiction that Z is a type-(I) component with Z(t;)ZN;,-. This
means that Z(t;) contains a component C of the complement M, \IntN;,_. As Z
consists of weakly 10A7¢omp-thick points and C contains a 10Arcomp-thin point by a-
priori assumption (APA3) (d), there must be a point in C whose scale increases over the
time-interval [ty,t;+1]. By Lemma 8.15, this is only possible if Z and C lie in a large
spacetime region W C M that is very close to a Bryant soliton. More specifically, we may
assume that this region is 9Arcomp-thick and defined over a long backward time-interval

of the form [t;_;,,t;41], where Ju>1.
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The existence of the component C and the Bryant like geometry on W will then force
the existence of a sequence of components C; C My, \Int Ny, for j=J,J—1,...,J—Jy,
where C;=C. This will follow from a-priori assumption (APA4), which forbids the discard
of components that remain Areomp-thick during a time step.

Next, using the bilipschitz bound on the comparison map ¢ imposed by (APAG6),
and the fact that W is not too neck-like, we will find that for t€[t;_s,,ts], the image
o+ (WNN;) intersects a smoothly varying 3-disk region W{ C M with scale and diameter
comparable to Tcomp-

The union W’CMEW of these regions forms a “barrier region” that will help

Cyt]
us show the existence of a point 2’ G/V[Z’Jd# that survives until time ¢; and that has the
property that z’(t)EW’ for all te[t;_;,,ts]. The scale of 2/(t) will be controlled from
above and below by a constant that is independent of Jx. Therefore, if we choose Ju
large enough, then we can find a time-step t; €[ty s, +1,t7-1] such that the scale of z(t)
hardly decreases over the time-interval [t;_1,%;]. Using again Lemma 8.15 (this time in
M), we will deduce that the geometry near 2’(¢;) is close to a Bryant soliton. This
means that (APA5) applies and would have forced C; to be an extension cap, giving a

contradiction.

Proof of Lemma 11.7. Fix a type-(I) component ZC M,  \IntQ for the remain-
der of the proof and assume that Z(t;)ZN;,. So, Z(t;) intersects a component C of
M, \Int N, _. Because Z(t;) is a closed subset, its topological boundary in M,, is
0Z(ty), and since 9Z(t;)CON(t;)CTInt N, _, it is disjoint from My, \Int N;,_. The
connectedness of C now implies that CCZ(t,).

By a-priori assumption (APA3) (d) there is a 10Ar¢omp-thin point zeCC Z(t;). By
the type-(I) property and the discussion in §11.3, we know that x survives until time
tyy1 and that z(ty41) is weakly 10A7comp-thick. Moreover, by Lemma 8.5, we find that

w(tJH) is 11)\7"comp-thin, assuming
A< %7 €can S gcan(A) and Tcomp < Tl()

We can therefore apply 8.15 to x and obtain that a large spacetime neighborhood of
z(ty41) is close to a Bryant soliton. More specifically, Lemma 8.15 implies the following.
Let d4 >0 and J4 <oo be constants whose values will be determined in the course of the
proof. Then, under a condition of the form

Ag?lo; gcangécan(/\y J#76#) and Tcomp<17

we can find a (10)\rcomp)2-time equivariant and J¢-preserving diffeomorphism

P W i= Mpyy (65,1) x [ min{J, Ju+1}-(100) 2,0 — M
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onto its image such that ¥(zgry, 0)=2(t;4+1) and

||(10Ar00mp)*2w*gfggryllc[ <0y (11.11)

" w)
Let W=4¢(W*). Note that W* has been chosen in such a way that its image W has
initial time-slice ¢;_ s, if Jx<J—1, and ¢; otherwise.

Next, we show that the existence of the component C of M;,\Int N}, _ forces the
existence of components C; C M, \Int J\/'tj, at a large number of earlier times ¢;<t;. The
existence of these components will be deduced using a-priori assumption (APA4) and the

Bryant-like geometry on W.

Cramv 11.8. (Cap hierarchy) If, in addition,
5n<5n, )\g/_\, A}A and 5#<(§#(>\,A,J#),

then J>Ju+1 and the following statements hold:

(a) For all J—Ju<j<J the subset C;:=W; \Int Ny, _ is a 3-disk.

(b) For all J—Ju+1<j<J all points on C; survive until time t;_1 and Cj_1C
Ci(tj—1)-

(c) C=Cy.

Proof. In the following we will apply the Bryant slice lemmma (Lemma 8.16) at
time t; for X=N;,_, where J—Ju<j<J. We will also apply the Bryant slab lemma
(Lemma 8.17) for Xo=N;,_, - and X1 =N, _, where J—J4+1<j<J. Note that assump-
tions (i)—(iv) of the Bryant slice lemma hold due to a-priori assumptions (APA3) (a)—(c)
and assumption (v) of the Bryant slab lemma holds due to Definition 7.1(3). If

6n<5n, 0<A<l, A>A and (5#<(§#(J#,)\7A),

then the remaining assumptions of both the Bryant slice and the Bryant slab lemma
are satisfied. This means, in particular, that the time-slice W;, and the slab Wity 851
satisfy the assumptions of the Bryant slice and slab lemmas, for all J—Jx<j<J and
J—Ju+1<j<J, respectively.

Since z€CN (W, \Int N¢,_), we know by the Bryant slice lemma at time ¢; that
Cy:=Wy,_\Int Ny, is a 3-disk and is a component of M, ,\Int V;,_. Hence, it coincides
with C, which proves assertion (c).

Fix some j with J—Jx<j<J. Assume inductively that j>1, and that assertion
(a) holds for all j<j’'<J and assertion (b) holds for all j+1<j'<J. If j=J—Jg, then
J>Ju+1, as claimed, and assertions (a) and (b) hold. So, assume in the following that
J>J—Jy.
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By assertion (a) of the Bryant slab lemma, C;(t) is defined and 9Arqomp-thick for all
te(tj—1,t;]. Moreover, the subset C;(t;_1) is a 3-disk component of My, \IntN;, .
and 0C;(tj—1) CONy,_,+. It follows from a-priori assumption (APA4) that j—1>1. Now
suppose that C;_1=W;,_ \IntN;,_,_=@. It follows that C;(t;_1)CW;,_, CInt Ny, _.
Therefore, C;(t;j—1)CN,_, - \Int N;,_,, and since it is a 3-disk with boundary contained
in ONy,_,+, it is a component of NV;, - \Int Ny, _,,. This contradicts a-priori assumption
(APA4). Thus, C;_1#@ and by the Bryant slice lemma at time ¢;_; it must be a 3-disk.
So, assertion (a) holds for j—1 and assertion (b) holds for j by the Bryant slab lemma.

By induction we conclude that J>Jg+1, and (a) and (b) hold. O

Next, we will construct the “barrier” region W’ mentioned in the outline given
above. We remark that in the following construction, we have to choose W larger than
the reader may anticipate. The reason is purely technical: Due to the fact that a-priori
assumption (APA6) only gives us C° bounds on the metric distortion of ¢, the weakness
of the resulting scale distortion control (see Lemma 8.9) forces us to work in a region
whose boundary has scale a large multiple of rcomp.

We will now construct the subset W CW. For this purpose fix the (universal) con-

stant Csp from Lemma 8.9 and assume without loss of generality that Csp>100. Define
W* C Mpyy % [~ (J+1)(10X) "2, —(10) 2]
to be the subset of p/(iints on which p<20C3, - (10A) 1. Then, W is closed and connected,
and its time-slices W;" are pairwise isometric 3-disks for all
t € [—(Jg+1)(100) "2, —(101) 2.

If

O <Oz (A, J),
then
W* CW* = Mpry (051 x [~ (J# +1)(103) 72, —(10A) 2.

So, we may define

—

W= ’L/)(W*) C M[tJ—J#yt,I]'

Then, assuming

S <0x(N\Jg) and  Teomp < Feomps
we obtain that, for all t€[t;_;,,t;], the time-slice Wt is a 3-disk and
IOCgDTcomp <p=p1 < 4OC§Drcomp on 8/V[7t7
W\Int W, is 10C2p Feomp-thick, (11.12)
W, is 40C2, T comp-thin
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Cram 11.9. If

5n < Sna 5# < 5#()‘7 A7 J#)7 €can < Ecan and Tcomp < /Fcompa

then, the following statements hold:

(a) WCM\Upecu D, and hence by Definition 7.2 (5) the map ¢ is well defined on
W[tJ,J# ,tJ] ON

(b) For all J*J#<]<J and tE[tj_l,tj],

Wt \Int Wt - Int .A/tj .

(¢) C;CInt Wy, for all J—Ju<j<J.

Proof. 1f
Op <Op(N A, Jy),

then for every J—Ju<j<J+1 we get that W, is Arcomp-thick.

Suppose that DNW;, # & for some D€ Cut. Note that this implies that J—Jx<j<J.
Since D is Arcomp-thin by (APA3) (e), it is disjoint from 0W7,. So, since D is connected by
Definition 7.2 (2), we have DCWj;. By Definition 7.2 (3) the cut D contains an extension
cap. However, this contradicts assertion (b) of Claim 11.8. So, we have shown assertion
(a) of this claim.

Now suppose that J—Ju <j<J and t€[t;_1,t;] or j=J—Jyu and t=t;. As OWy, is
Arcomp-thick, it is contained in /\ftj, by (APA3) (b). Thus OW;CN7. Moreover, if

61] g 61]) gcan g écan a‘nd Tcomp < fcompa

then we obtain from Lemma 8.12 that GA/tj is 2.17comp-thin. In view of the fact that
Wi\Int W, is connected and 1002, P comp-thick by (11.12), it is disjoint from N7, and
hence contained in N;. This proves assertion (b) and assertion (c) follows in the case
t=t;. O

Next, we consider the image of W;\Int /Wt under ¢, and show that the boundary

component ¢t(8/V[7t) is adjacent to a region with controlled geometry.

CrLam 11.10. Assuming

Min < Min,  On <Ony, AN, AZAN), S <dx(\, Jg),

€can < 5can(/\)a Tcomp < Fcomp()‘)a

there is a constant C1=C1(\)<oo with the following property.
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There is a subset W’CMEU_J# ] such that, for every te[t;_,,t;],
(a) W/ is a 3-disk.

(b) thﬁd)t(Wt\Int Wt) :¢t(8Wt) :(')Wt’

(¢) W' is compact and its relative topological boundary inside the time-slab

/
[tr—gytr]
#

is equal to
U o
te[tJ,J# ,tJ]
(d) /Wt’ is CiTcomp-thin and Cl_lrcomp—thick‘ and diam, /W{SClrcomp.
(e) 8/V[7t’ is 10Cspreomp-thick.
(f) For any J—Ju<j<J the difference C; :Z/Wt’j \ ¢, (Int Ny, ) is a 3-disk compo-
nent of Mj \or;—(Int Ny, ), and we have OCj=¢y,;—(9C;).

Proof. Fixte(t;_;,,ts]. By (11.12), a-priori assumptions (APA2), (APA3) (a), (c),
(APA6) and Lemma 8.9, assuming

Min < Min, on < Sna A> 2, €can < gcan(A) and Tcomp < Tcomp > (1113)

we have
10CSDTcomp < p1 = p <4003 Tcomp on ¢ (OWy), (11.14)

and
diam ¢ (OW;) < 10 diam OW; < CTcomp;

where C]<oo is a universal constant that can be determined in terms of Cgp.
Choose £€0W;. Using (11.12) and assuming

(5# < 6# ()\7 J#) and Tcomp < Tcomp

we can find a point y€ W;\Int /VIZ with pl(y):p(y):80C’§Drcomp that can be connected
to « by a path of length at most Crcomp inside Wi\ Int W,, for some CL=C%(N)<oo. Let
' =¢(z) and y'=¢;(y). Again, by the scale distortion Lemma 8.9, a-priori assumptions
(APA2), (APA3) (a), (c¢), (APAG), and assuming a bound of the form (11.13), we conclude
using (11.14) that

p(y') >80C3Tcomp > 2p(z) (11.15)

and daqg (2',y") <2C5Tcomp- So, there is a constant 0°=4"(A)>0 such that 2’ cannot be

a center of a §°-neck in Mj,.
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Let us now apply Lemma 8.2 to 2’ for §=4°(\). In order to satisfy the assumptions

of this lemma, we need to assume that
€can & gcan()\) and Tcomp < Tcomp-

We obtain a constant Co=Cy(6°(N\))<oo and a compact subset V'CM;, containing a’
such that (compare with (11.14))

1OC'O_IC'SDrcomp <p1=p< 4OCOC§’Drcomp on V', (11.16)

and such that diam; V' <40COC§’Drcomp. Moreover, we may assume that 6°(\) is chosen
small enough such that B(z', max{C{, 2C%}7comp) CV’. This implies that y’€Int V' and

¢ (OW;) CInt V', (11.17)

We claim that V' is a 3-disk. To see this, we assume

(5# < (5# ()\7 J#) and Tcomp < fcomp()‘)v

such that OW; is 4OC’OC§Drcomp—thick and that 4OCOC§Drcomp<1. So, again, by the
scale distortion Lemma 8.9, a-priori assumptions (APA2), (APA3) (a), (c), (APA6), and
assuming (11.13), we obtain that ¢,(0W;) is 40CoC3pTcomp-thick. Thus, by (11.16), we
have

G (OW )NV = 2. (11.18)

As 2’ and ¢,(0W;) lie in the same connected component of M}, we must have OV’ #£g,
and due to (11.15), Lemma 8.2 implies that V' is a 3-disk.
By (11.17) the 2-sphere qﬁt(aWt) bounds a 3-disk W{CV’. We now repeat the

construction above for all t€[t;_s,,t;] and set

W= U w).

tE[ts—y, ts]

Then, assertion (a) holds automatically.

Next, observe that Wt’ and ngt(Wt\Int(Wt)) are compact connected domains with
smooth boundary that share a single boundary component qs(aWt). Therefore, assertion
(b) of this claim can fail only if ¢, (W} \Int Wt) CW{CV’, which would contradict (11.18).
Thus assertion (b) holds.

In order to show assertion (c), it suffices to show that for allt€[t;_ s, ,t ], every point

. To see this,

g€lInt Wt’ is not contained in the relative boundary of W' inside MEtJ o t]
N
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let UCM/[tJ_J 7tJ] ]. By
Claim 11.9 and Definition 7.2, the map ¢ is well defined and smooth on a neighborhood
of

be a product domain containing Wt’ that is open in ./\/lftJ oty
s

U Wi\ Int Wg.
tE[ts—gyts]
Therefore, after shrinking U if necessary, we may assume that if t€[t;_ s, ,1;] is close to
t, then (¢(W7\Int ﬁ/\g)ﬂUg)(t) is defined and moves by smooth isotopy as t varies. So,
by assertion (b) the 3-disk (ﬁ/\t—’ﬂUg) (t) varies by smooth isotopy as well and therefore it
contains a small neighborhood of g inside M} for ¢ close to ¢. This implies that a small

neighborhood of ¢ is contained in Ufe[ ] ﬁ/\tf, which finishes the proof of assertion

tr gyt
(c¢). The same argument implies that W' is a finite union of compact subsets and must
therefore be compact.

Assertions (d) and (e) follow by construction of Wt’ and (11.16) and (11.14), as long
as C1 >40C’OC’§D.

Lastly, consider assertion (f). Suppose that J—Ju<j<J.

Recall that C;=W;, \Int N;, _ is a 3-disk by assertion (a) of Claim 11.8. By assertion
(b) of Claim 11.9, we have W;, \Int W,, CInt A, . So, C;CInt Wy,. Therefore,

Wi, \Int C; =Ny, - NW,,

is a compact connected manifold with boundary.
As ¢y (OWy,)=0W], and ¢y, - N, - — M, is injective, the image

¢r,— (Int Wy, NG, )

must either be contained in /V[Z’] or in its complement. Since ¢, maps a neighborhood

of 8Wtj in Wt]. into Wt’j, we obtain by connectedness that
b1~ (Ng,-NWy,) C Wt’j .
By the same argument, if Ny is the component of /\/tj, that contains aWtj, then
(btj,(NO\Wtj)
is disjoint from W{J
Assume now that there is a component Ni#Ny of N;,_ with the property that
¢t;—(N1) intersects W . Then, again, since ¢y, (0W;;)=0W; and ¢, is injective,

we must have gf)t].,(Nl)CWt'j. By a-priori assumption (APA3) (c), we know that N;

must contain a Arcomp-thick point. So, by Lemma 8.9, a-priori assumptions (APA2),
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(APA3) (a), (c), (APA6) and assuming (11.13), these points must be mapped by ¢;, - to
Cgllercomp—thick points in Wt'] Assuming
A 2 A(A) and Tcomp < 'Fcomp(A)a

this, however, contradicts assertion (d) of this claim.

Combining the conclusions of the last two paragraphs, we obtain that
b1,- (i, )W, =r, (NN, = r, (NN Wy, ) =6y, (Ni, - NWh).
Since 5Wt’j =¢¢;- (aWtj)c@j, (Int NV, - ) we obtain from Alexander’s theorem that
Cl, =W \ér, (It N, ) = W)\, - (Wi, NInt A, )

is a 3-disk. As C; Clnt Wt’j, it is also a component of M \¢; - (Int Ny, ). This estab-
lishes assertion (f). O

Choose z/:qStJ_J# —(2) GQStJ_J# ~(0Cy-1,). We now show that 2’ survives until time

t; and at some time lies at the tip of an approximate Bryant soliton.

Cram 11.11. If
Min < Min, on < gna J# = l#(/\a 6b)7 Ecan & gcan(/\a 6b; J#)» Tcomp < 'Fcomp(/\)a

then, the following statements hold:
(a) Z'(t) is defined and contained in /Wt' for all tefty_g,,ts].
(b) There is a jo€{J—Jy, ..., J =1} such that (M}, ,2'(t;,)) is dp-close to

(MBrya 9Bry, xBry)

at scale p(2'(t;,)) <C1(N)rcomp-

Proof. By the scale distortion lemma (Lemma 8.9) and a-priori assumptions (APA2),
(APA3) (a), (c), (APA6) we obtain, assuming

Min < Min, On < gna A> 2, €can < gcan(>\) and Tcomp < Tcomp)

that
p(z") = p1(2") < Cspp1(z) < 2CsDTcomp-
Next, recall that the scalar curvature on any x-solution is pointwise non-decreasing

in time (see assertion (e) of Lemma C.1). So, assuming

Ecan < gcan(J#) and Tcomp < Fcomp;
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we obtain from Lemma 6.2 that at any yeM', with canrcomp <p(¥) <4CSDTcomp, We
have
0ip*(y) = 0 (3 R) < C3nJ 5" (11.19)

Choose t*€[t;_,,ts] maximal such that 2/(t) is well defined for all t€[t;_s,,t*).
By (11.19) we have p*(2'(t)) <5C3pT2omp for all €[ty s, 41,t*), and therefore

p(2'(t)) < 10CsDTcomp

for all such t. Suppose that t*<t;. As W' is compact, we must have 2'(t) ¢/I/I7’ for ¢ close
tot*. So, thereisat'€[t;_j,,t") such that z(¢') lies on the relative topological boundary
of W inside My,
that p(2'(t'))>10CspTcomp, contradicting our previous conclusion. Therefore, t*=t; and
z'(t)eW’ for all te(t;_s,,ts].

Since

5. t,)- By assertions (c) and (e) of Claim 11.10 this, however, implies
oy

J—1

> (o ()= p(2 (tj-1)) = p(2 (ts-1)) —p(2') > —p(2") > =2CsDTcomp,
J=J—Ju+1

we can find a joe{J—Jg+1,... J—1} such that

2C
p(zl(tjo))_p(z/(tj()*l)) > _ﬁrcomp'
Jy—1

Next, observe that
CrH W) rcomp < p(2' () < C1(N)Tcomps
by assertion (d) of Claim 11.10. So, by Lemma 8.15, assuming
J# 2 i# <)\7 6b)7 €can < gcan()H 6b)7 Tcomp < Fcomp()‘)7

we find that (M,’fjo ,2'(t5,)) is dp-close to (Mpyy, gBry, TBry) at scale p(2'(t;,))- O

Consider the component C; = from assertion (f) of Claim 11.10. We will now verify
that (APAS5) (a)-(e) hold for C=Cj, and C'=Cj , forcing the existence of an extension
cap at time t;,. A-priori assumptions (APA5) (a) and (b) hold by Claim 11.8 (a) and
Claim 11.10 (f). A-priori assumption (APA5) (c) is implied by (11.11), assuming

Gy <04 (0, J3)-

A-priori assumption (APA5) (d) and the diameter bound on Cj  in a-priori assumption
(APA5) (e) hold by Claim 11.10 (d) and Claim 11.11 (b), as long as

Dcap 2 Cl(>\)
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Lastly, the diameter bound on Cj, in a-priori assumption (APAS5) (e) follows from the

fact that Cj, C/VIZ].O and, by construction, assuming that
Dcap > Qcap()\)~

The conclusions of the previous paragraph combined with (APAS5) imply that Cj,
must be an extension cap, which implies that C;, C./\/}j0+. This, however, contradicts
assertion (b) of Claim 11.8 for j=jo+1, which finishes the proof. O

12. Inductive step: extension of the comparison map
12.1. Statement of the main result

In this section we consider a comparison domain defined on the time-interval [0, 1], as
constructed in §11, and a comparison defined on the time-interval [0,¢;]. Our goal will
be to extend the comparison to the time-interval [0, ¢741]. The following proposition will

be the main result of this section.

ProOPOSITION 12.1. (Extending the comparison map by one step) Suppose that

T>0, E>E, HZ>H(E), mMn<Tin(E),

v<U(T,E,H, i), 0a<on(T,E,H ), A<A,
Deap >0, Neut <Teuts  Deut = Deut (T, E, H, Miins Ay Deaps Neut ),
WZ2W(E,\, Dewt), AZAENW), AZA(NA), (12.1)
8 <0 (T, B, H, Min, A, Deap, Neut, Deus, A, A),
€can < Ecan (T, B, H, Miny A, Deaps Neuts Deut, Wi A, A),
Teomp < Teomp (15 Hy Ay Deut),
and assume that

(i) M and M’ are two (canTcomp; I')-complete Ricci flow spacetimes that each sat-

isfy the €can-canonical neighborhood assumption at scales (€canTcomp, 1)-
(i) (W, {N7 }»]ill, {t; }jJiOl) is a comparison domain in M, which is defined over the
time-interval [0,t;41]. We allow the case J=0.
(ili) The tuple (Cut, ¢, {¢’}7_,) is a comparison from M to M’ defined on
N AN {11 )
over the time-interval [0,t;]. If J=0, then this comparison is trivial, as explained in
Definition 7.2.
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(iv) W ANIYAL {t;3/20) and (Cut, ¢, {¢7}]_,) satisfy (APA1)~(APAG) for the
parameters

(nlim 6na )‘7 Dcap, A7 5ba Ecan; rcomp)

and a-priori assumptions (APAT)—(APA13) for the parameters
(T, E, H, Min, v, A\, Neut, Deut, W, A, Tcomp)-

(v) tj41<T.

(vi) If J=0, then we assume in addition the existence of a map (: X —M{ with
the following properties. First, X C My is an open set that contains the 5rj17"comp—tubula7"
neighborhood around Ny. Second, ¢: X — My} is a diffeomorphism onto its image that
satisfies the following bounds on X:

1¢* 90— 90| < Mim,
HT E A —E— E
el 1C gh— g0l <vQ=v-10"" i s

eHTpi)|C*g(/)_g()| < VQ* = V'loilnlin()\rcomp)?

Assume, moreover, that the ecan-canonical neighborhood assumption holds at scales (0,1)
on the image ((X).

Then, under the above assumptions, there are a set Cut? of pairwise disjoint disks
in My,, a time-preserving diffeomorphism onto its image ¢ TH N7t M’ and a con-
tinuous map

N\ | D—M
DeCut U Cut’
such that the following holds.
The tuple
(CutuCut’, , {6/ }/4})

is a comparison from M to M’ defined on (N, {N7 }J‘»]ill, {t; }jiol) over the time-interval

[0,t741]. This comparison and the corresponding domain still satisfy a-priori assump-
tions (APA1)-(APAG6) for the parameters

(nlirn 5na )\7 Dcapa Av 5b7 Ecan) rcomp)
and a-priori assumptions (APAT)—(APA13) for the parameters

(T, E, H, Min, v, A\, Neut, Deut, W, A, Tcomp)-

Lastly, in the case J=0 we have QS%):CLN’OI,
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The proof of Proposition 12.1 is divided into three steps, which are of rather different
character. These are presented in §§12.2— 12.4, respectively.

In the first step, we identify the set of disks Cut”, and construct the initial map

J+1
¢+

¢ 77, at time t;, so that it is defined on the union of N;,_ with the extension caps,

and agrees with ¢;,_ away from the cuts in Cut’. Here we use the Bryant extension
proposition (Proposition 10.1).

In the second step, we promote this extended map to a map ¢”*! that is defined on
a time-interval of the form [t;, ¢*], for some t* € (¢, t 41], by solving the harmonic map
heat flow equation. Unfortunately, at this point we cannot guarantee a priori that the
harmonic map heat flow equation admits a solution on the entire time-interval [t;,t11],
as it may develop a singularity at an earlier time. However, we can rule out such a
singularity as long as the solution satisfies certain uniform bounds. In such a case we
can indeed choose t*=t ;1.

In the third step, we verify that the map ¢’/1!, as constructed in the second step,
satisfies a-priori assumptions (APA1)-(APA12). Our main focus will be on a-priori as-
sumptions (APAG)—(APA9), as the remaining a-priori assumptions follow relatively easily
from our construction. Once this is done, a-priori assumption (APA6) provides sufficient
control on the map ¢7*! to rule out the development of a singularity up to time ¢t* and
slightly after. It thus follows a posteriori that ¢t*=t% ;. 1, which finishes the proof.

Readers interested in a more detailed description of the steps above will find further
explanations embedded in §§12.2-12.4.

This section is organized as follows. The intermediate results, Propositions 12.2
and 12.8, are presented in the next two subsections. In order to reduce complexity, we
have organized the discussion in each of these subsections to be independent from the
remaining subsections; no assumptions are implicitly carried over to from one subsection
to the next. The last subsection (§12.4) contains the proof of the main proposition
(Proposition 12.1). This proof is linked to §12.2 and §12.3 only via the intermediate
results, Propositions 12.2 and 12.8, and does not depend on the details of their proofs.

As in §11, we introduce parameter bounds in displayed equations.

12.2. Extending the comparison over the extension caps

In this subsection, we consider a comparison domain (N, {N7 };];rll At }JJ;Lol), which is
defined on the time-interval [0, ¢ 741], and a comparison (Cut, ¢, {¢’ }’:1), which is defined
on the time-interval [0, t;]. Based on this data, we will construct a collection of cuts Cut”
at time ¢; and a map gZ;:./\/t,,,UJ\/tﬁ — M, which can be seen as an extension of ¢, -

away from the cuts. In Proposition 12.8, which is the main result of the next subsection,
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the initial value ¢, of the map ¢/*! will be taken to be the restriction of (ig to N, .
In the proof of this proposition, it will turn out to be necessary that ¢A> is defined on a
slightly larger domain than ¢,,, due to technical reasons having to do with our process

for promoting ¢, to later times t>%;.

PROPOSITION 12.2. (Extending the comparison over the extension caps) Suppose
that ~ ~
E» Min g ﬁlina 5n < 5n7 )‘ < )‘a
cut(TaEvanlin7)\7Dcapancut)7 A)Aa
5b g Sb(T7 Ea Ha Min >\7 DCap7 Tlcut Dcutv A7 A)7 (122)
Ecan < gcan(T‘v Ea Ha Min )\7 Dcap7 TNeut Dcut7 Aa A)7
Tcomp < Tcomp (T; H, A, Dcut)

and assume that assumptions (1)—(v) of Proposition 12.1 hold and that J>1.

Then, there is a set of cuts Cut’ at time ty, i.e. a family of pairwise disjoint 3-
disks in Int Ny, 1, and a diffeomorphism onto its image g%:./\/'tJ_U./\/.tJJr — My, such that
the following hold:

(a) Fach DeCut’ contains exactly one extension cap of the comparison domain
iy J+1 J+1
(Na {NJ j:la{tj j=0)

and each extension cap of this comparison domain that is in My, is contained in one
DeCut”’.

(b) é:¢t.z— on /\/tr\UDeCutJ D.

(¢c) Every cut DeCut’ has diameter <DeutTeomp and contains a %Dcutrcomp-
neighborhood of the corresponding extension cap in D.

(d) The associated perturbation ﬁ::qg*géli —gt, satisfies |ﬁ| <Min on Ny, —UN, 4 and

AT 3| h| < Neni @

on each DeCut”.
(e) The ecan-canonical neighborhood assumption holds at scales (0,1) on the image

¢(M]— UMJ+)'

The main idea of the proof of this proposition is to use the Bryant extension pr-
position (Proposition 10.1) in order to construct the cuts DeCut’ and the map QAS on
each D. The assumptions of that proposition hold due to a-priori assumptions (APAS5)
and (APA7): the former implies that regions in M that are close to extension caps, as
well as the corresponding regions in M’, are geometrically close to Bryant solitons; the

latter gives the bound Q<@ near each extension cap.
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While the strategy of proof can be summarized in a relatively straightforward way,
there are several technical issues that we need to address. First, we need to argue that
extension caps at time t; are positioned close enough to a tip of an almost Bryant
soliton region and that those regions are far enough away from one another to allow a
separate construction of ¢A> in a large neighborhood of each extension cap. Second, we need
to verify the condition under which a-priori assumption (APA7) guarantees the bound
Q<Q. Lastly, once the cuts D and the extensions have been constructed on each D, we
need to verify that the resulting map c;AS satisfies all the desired properties, for example

that it is a diffeomorphism onto its image.

Proof. In the following proof we will always assume, without further mention, that
Min, >\; Tcomp < 10_27 (123)

and that
b6n <0

is chosen small enough such that by a-priori assumption (APA3) (a) we have
0.97comp < p1 =p < 1L.1rcomp on ONy,_. (12.4)
By definition of the comparison domain

(N’ {Nj}J+1 {t]}ji()l)7

j:lv

we know that N;, \Int V;,_ is a disjoint union of (possibly infinitely many) extension
caps C;, i€I, which are 3-disks. A-priori assumption (APA5) implies the existence of
components C;, i€l, of M} \ ¢y, (Int Ny, _) such that the following holds for all i I:

(1) €/ is a 3-disk.

(2) ¢r,-(0C;)=0C!.

(3) There is a diffeomorphism 1);: MBry(égl)%Wi C My, such that ¢;(zg.y)€C; and

||(1O)\rcomp)_2w;kgt_f_gBry||C[5 < 6b.

b (Mpay (55)

(4) There is a diffeomorphism 9/: Mg,y (6, ') =W/ C M,  such that

d, (¢: (xBry)a C:) < DeapTcomp

and

-2

||az (wz{)*gnggBryH <6b

—1
O (Mery (5,1))
for some scale aiE[Dc’aércomp, DeapTcomp]-

(5) C; and C; have diameter <DcapTcomp-
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Since ¢, Ny,- = ¢(Ny,-)CM;, is a diffeomorphism onto its image, we obtain
from items (1) and (2) that the components C;, i€, are pairwise distinct.

We will assume in the following that
oy <0y

is chosen sufficiently small such that for all i€1.

(6) lengths of curves in Mgy (0, 1) are distorted by 1; by a factor of at least 9IArcomp
and at most 11Arcomp.

We now fix a constant Dy <oo whose value we will determine in the course of the
proof. This constant controls the size of the neighborhood around each extension cap C; in
which we will carry out our construction of ¢A> More specifically, each such neighborhood
will be of the form ;(Mpyy (D)) DC;; in particular, its diameter will be approximately
D4 -10A7¢omp. Outside these neighborhoods, we will set (;AS::gbt ,— and we will choose the
cuts Cut” to be disks that are contained in the corresponding 1;(Mpyy (D4)).

As we proceed with the proof of Proposition 12.2, we will establish several claims,
which hold under certain bounds on the parameters. At any point in the proof we will
assume that the parameter bounds of the preceding claims hold, so that we can apply
the assertions of these claims without restating the parameter bounds.

We first show that, under certain assumptions on our parameters, the neighborhoods
;i (Mpyy (D)) are pairwise disjoint and the extension caps C; lie in bounded domains of
the form ;(Mpyy(Do(N))).

CLAIM 12.3. There is a constant Do=Dy(\)<oo such that, if

5n<5n7 AZA, D#>DO(>\)7 5b<§b()\7A7D#) CLTLd rcompgfcomp(D#)v

then Dy <6, and the images ¥;(Mpyy(Dy)), i€1, are pairwise disjoint. Moreover, for

all iel, we have
C; C ¢i(MBry(DO)) and 1/)@(MBry(D#)) cW; CMJ_UCi (125)
and

INcompp () < p(¥i(x)) = p1(Yi(2)) < 11ATcompp(z)  for all © € Mp,y(Dy).  (12.6)

Proof. Fix some index i€ 1. The bound (12.6) follows immediately from (3), provided
that

5b < 5b(D#) and Tcomp < Fcomp(D:ﬁé)~
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Next, we invoke the Bryant slice lemma (Lemma 8.16), for X =M\, ., assuming
0u<6n, A=A and 0, <o\ A).

Assumptions (i)—(iv) of this lemma hold due to Definition 7.1 and a-priori assumptions
(APA3) (a)-(c). The first inclusion in (12.5) is a restatement of assertion (d) of the
Bryant slice lemma and the second string of inclusions is a consequence of assertion (a).

Finally, assume that

iy (Mpry (D)) Wiy (Mpry (D)) # 2
for some i1#i5. Then, assuming
8, <107°DL",
we must have C;, Cy, (Msry (D)) CW;,, contradicting the second string of inclusions of

(12.5). This finishes the proof of the claim. O

In the second claim we show that the neighborhoods v;(Mp,y(Dy)) around the
extension caps C; are mapped by ¢,,_ into the regions W/, which are geometrically close

to Bryant solitons.

Cramv 12.4. If
5b <gb()\aDcava#)7

then Dy <6 and ¢y, (Vi(Mpry(Dy))\Int C;) CW/ for all i€1.

Proof. Fix an index i€l and a point y€v;(Mp,y(Dy))\IntC;. By property (6)
above, we can find a continuous path ~:[0,1]—N;,_ between y and a point z€dC;
whose length is at most 11Arcomp-2D4%. Assuming (12.3), and using a-priori assump-
tion (APAG), we find that the length of its image ¢;,_o7 is bounded by 100D4A7comp-
So, since ¢, (9C;)=0C!, we have

d, (d)tJ* (y)a 8C:) < 100D#>‘r00mp'
On the other hand, by properties (4) and (5) above, we have
9C; C B(4;(#Bry), 2DcapTcomp)-

So, if

5b < 5b()‘7 DcapyD#)7

then we obtain that yeW/, as desired. O
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This concludes our discussion on the relative positions of the components C; and C/,
and the images of the maps v; and ;. We will now focus on the associated perturbation
hy, - :(b;‘rgéj —gt,- In the next claim, and its proof, we use the bound Q<Q, as asserted
by a-priori assumption (APAT), to deduce a bound on the weighted norm p¥|h;,_| on
;i (Mpry (D)) \C;. Using a standard local derivative estimate, we will also deduce similar

weighted bounds on covariant derivatives of the form V™h,,_.

CLAIM 12.5. There is a constant C=C(E)<oo such that, if

nlingﬁliru 6n<5n7 )\SXa A?A 6b<5b(A;DCut7A7AaD#)7

Ecan gg—can()\aDcutaAaAvD#)a Tcomp gfcompa

then, for the associated perturbation hy, =¢;, _gi, —gi,, the following holds for all i€
and all m=0,1, ..., 4:

AT pE 1™ h, | <CNro ™ E on 4 (Mpey (Do+1, Dy —1)). (12.7)

comp

As mentioned earlier, the main idea of the proof of this claim is to invoke the
bound Q<@ from a-priori assumption (APA7). However, this bound is predicated on

the remoteness of cuts. In order to verify this remoteness, we will invoke Lemma 8.19.

Proof. Fix an index i€ and a point x€1;(Mpyy(Do+1, Dy —1)) for the remainder
of this proof. Then, by Claim 12.3, (12.3) and property (6) above, we have

B(l‘,)\’f‘comp) Cwi(MBry(DOaD#)) C./\/tJ,. (128)
So, for the corresponding parabolic neighborhood we have

P(x, Arcomp) C./\f({khm c M\ U D,
DeCut
since DC Mg ;,_,) for all DeCut.
Our goal will be to use a-priori assumption (APA7) to deduce the bound Q<Q on
P(x, Acomp)- So, consider a point y€ P(x, Arcomp) and set ¢’ :=t(y). We now claim that,

for an appropriate choice of constants, we have
P(y,Ap1(y))ND=o for all D e Cut. (12.9)

To see this, choose a point z€9C; CON;,  nearest to y(ts). Then, by (12.8) and properties
(3) and (6) above,
dtj(y(tJ)>Z)<11D#Arcomp~ (1210)
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Let 2":=z(t'). Since t' €(t;_1,ts], we can use the curvature bound on the product domain
N7 from a-priori assumption (APA2) to derive a distortion estimate of the minimizing
geodesic between y(t;) and z over the time-interval [t',¢;]. Since t;—t' <(Arcomp)?, We

obtain that, for some universal constant C} <oo,
dy (ya Z/) < 11601 D#Arcomp~ (1211)

Next, let us apply bounded curvature at bounded distance, Lemma 8.6, at z, along with
(12.10), while assuming
€can & écan(D#)-

We obtain a constant C=C%(Dy)<oo such that, by (12.4),
C3p1(y) = p1(2) = 0.97comp-
Combining this with (12.11), yields that
dy (y,2') < D'p1(y)

for some D'=D'(Dy)<oo. So, if t'<t;, then B(y, D p1(y))Z Ny—. We can now apply
Lemma 8.19 (boundaries and cuts are far apart), along with a-priori assumption (APA11),

assuming

5n<5n7 /\gj\; A>A7 5b<Sb()\;DcutaAvAvD/(AvD#))v

€can < €can ()\7 Dcut7 A7 Aa D/()\a D#))a Tcomp < 'Fcomp7

and obtain (12.9). The case t'=t; follows from the case ' <t; by continuity.
Using (12.9) and a-priori assumption (APA7), we can now deduce that

TP (y) lhe - ()| < Q) S Q=107 i (12.12)

Next, we apply bounded curvature at bounded distance, Lemma 8.6, at x, along with

a-priori assumption (APA2), while assuming
Ecan < Ecan(N)-
We obtain that there is a universal constant C <oco such that
p(z) = p1(x) < C3p1(y). (12.13)
The equality statement follows from (12.6). Combining (12.12) with (12.13) yields

T pB () By, ()| <1071 O P miinr 5 (12.14)
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If y==x, then this bound implies (12.7) for m=0. The bounds on the higher derivatives
follow from (12.14) using (12.13), a-priori assumption (APAG), Shi’s estimates and stan-

dard local gradient estimates for the Ricci-DeTurck flow (see also Lemma A.2), assuming
Min < Min -

This finishes the proof. O

We will now apply the Bryant extension proposition (Proposition 10.1) to the re-
strictions of the map ¢;,_ to each W;, for suitably chosen Dy4. The resulting maps,
which will be denoted by ¢;, will be only defined on the domains ;( Mg,y (D)), but will
be equal to ¢;,_ near the boundaries of these domains.

Cramv 12.6. If

EZ>2E, Neu <cuts D# 22#(T7E7Hanlin7A7Dcap7nCut)7
5b < gb(Ta E7 H7 Min, )\7 Dcapa Tcut D#)v

then, for each i€1, there is a diffeomorphism onto its image
i1 hi(Mpyy (D —1)) — W/

and a 3-disk
D;:= wi(MBry(D# —2)) C Mt‘,
such that the following holds:
(a) C;CIntD;.

(b) Gi=, on hi(Mpry (D —1))\Int D;.
(¢) The perturbation hi::¢fggj —gt, satisfies the following bounds on D;:

|iL’L| g Min and eH(T_tJ)p?|Bi| < ncut@* =Tcut* 10_1771in()\rc0mp)3~

(d) ¢:i(Dy)=¢r, (DiNN;, )UIntCL.
(e) D; contains the 8AD4Tcomp-tubular neighborhood around C;.

Proof. Fix some i€1. Set b;:=a;(10Arcomp) ' and notice that property (4) from
above gives
bi € [(10N) 1Dk, (10A) ™! Deap).-

cap’

Assume that
Dy >22(Do(N)+1)+1 (12.15)
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and consider the map
G =0} o e, ethis My (3(Dyp—1), Dy—1) — My (571),
which is well defined by Claims 12.3 and 12.4. Let
;= (10ATcomp) 5 ge, and  gi":= (10Areomp) ¥ * 9},

be the pull-back metrics on W; and W/ to Mg,y (Dx). Notice that these pull-backs are
close to gpry and b?gp,y, respectively, by properties (3) and (4) above. Rescaling (12.7)
from Claim 12.5 by (10Arcomp) ! yields, for h:=(¢3)* gl — g3,

i

PPV

o SC(B)e” 1Tt (100)7F.10™ < C(E)(10M) 7 -10%,

for all m=0,1,...,4. Here, we have used ¢;<T. Note that p is taken with respect to g;.

We now apply the Bryant extension proposition (Proposition 10.1) with D=Dy—1,
b=C(E)(10\)~F.10%, p=eHT =ty 104 m -1, C=max{(10\) "' Deap, b}, ¢=0%,
9=9;, ¢'=g°. We obtain that, if

E>E7 D# 22#(T;E7H7nlina)‘aDcap;ncut)a
6b < 5b(iz-‘7 Ea Ha Min, >\7 Dcap7ncuta D#)a

then there is a smooth map ¢: Mpyy(Dg—1)— Mg,y (6, 1), with

¢;=¢; on MBry(D#*ZD#*l)’ (12.16)

such that, for hS:=(¢:)* gl —'*g:, we have

P15 | ge < eus- e )10 . (12.17)

Now, set ¢;:=tiog501; . Then, assertion (b) holds due to (12.16). Rescaling (12.17)
by 10A7comp implies the second bound in assertion (c¢). The first bound in assertion (c)

follows from the second assuming
Tcut < ﬁcut and (51) < Sb.

Assertion (a) follows from Claim 12.3 and (12.15).
To see assertion (d) observe first that, by assertion (b) and (12.5), from Claim 12.3

we have

9(i(D;)) = $:(9D;) = ¢y, (OD;) = (s, (DiNN;, - )UInt 7).
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So, the smooth domains on both sides of the equation in assertion (d) share the same
boundary and by assertion (b) these domains lie on the same side of this boundary. So,
they have to agree.

Assertion (e) follows for
D# 22#()\) and 61) < gb()\)
from (12.5) in Claim 12.3 and property (6) from above. O

Next, we combine the maps ¢; and ¢;,_ to a map g%:/\/,gJ,UJ\/'tJ+ —M;,. To do this,
recall that by Claim 12.3, the subsets ¥;(Mg.y(Dy)), €1, are pairwise disjoint. So, the
3-disks D;, i€1, are pairwise disjoint as well. Moreover, recall that, by Claim 12.3 and
Claim 12.6 (a), we have

Niy UNg, =N, - U IntC; =N, - U D;.

iel iel
Therefore, we can define ¢: Ny, - UN;, — My, as follows:

Qg{i’z, on each D;, i1 €1,
' ¢tJ*7 on MJ—\UiGIDi.

CLam 12.7. (;AS 1s a diffeomorphism onto its image.

Proof. By assertions (a) and (b) of Claim 12.6, we know that ¢ is smooth and has
non-degenerate differential. Next, we argue that dg is injective. To see this, observe
that the maps QNSi, 1€l, and ¢, are each injective. So, it suffices to show that the
images ¢;(D;), i€, and b1,-(Ni;-\U,c; Di) are pairwise disjoint. Using Claim 12.6 (d)
and the fact that the 3-disks D;, as well as the 3-disks C., i€, are pairwise disjoint, it
follows immediately that the images @; (D;), i€l, are pairwise disjoint. Similarly, using
Claim 12.6 (d), we have, for all i€,

5:(D) N, - (MJ\U Di) = (e, (DirW;, Ut C) Ny, - (Nt,.\u Di) o,
el el

as desired.

So, ¢ is an injective smooth map with non-degenerate differential. In order to see
that (;3 is even a diffeomorphism onto its image, it suffices to show that
42771: Im Qg — N, - UNG,

is continuous, i.e. for any sequence x €Ny, UN;,; and any point zo, €Ny, _UN; ., if

lim (ar) = Plzoo),

k—o00
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then limy_.oo T =% itself. This can be seen as follows: If zo, lies in the interior of
Ni,-UN¢,+, then we are done by the inverse function theorem and the fact that q@ is

injective and has non-degenerate differential. So, assume that

Too € 0Ny, UNy, ) =0N:, \|J 9C; = N, -\ |J Wi (12.18)

iel i€l
The first equality follows from Definition 7.1 (3) and the last equality follows from (12.5)
in Claim 12.3. If for some k we have x€D;, for some iy €1, then, by Claim 12.6 (d), by
the construction of D;, and by a-priori assumption (APA6) and (12.3), a ball of uniform

radius around ¢(z) must still be contained in

O(Vi, (Mpry (D)) C H(Ws,).

Therefore, by (12.18), the distance d, (¢(20), d(21)) must be bounded from below by
a uniform constant. It follows that, for large k, we have 2, €N;,_\U,c; Ds, and thus
d(xx)=0¢,_ (1) by Claim 12.6 (b). Since ¢, is a diffeomorphism onto its image, we

must have limy_, o Tr =%~ , Wwhich proves our claim. O

Now let
Cut’ :={D;:iel}.

Then, assertion (a) of this proposition holds due to Claim 12.6 (a). Assertion (b) holds
by Claim 12.6 (b) and by the construction of 6. Assertion (d) of the proposition follows
from Claim 12.6 (c) and a-priori assumption (APAG). For assertion (e) recall that by
Claim 12.6 (d) we have

(lg(-/vt.l* UMJJr) =01, (M.I*) U C:

icl

and C;CW/ for all i€I. By a-priori assumption (APA6) we know that the ecan-canonical

neighborhood assumption holds at scales (0,1) on ¢¢,-(N;,-) and by property (4) above

—1
cap

we have p>%D Toomp > EcanTcomp O W/ for all i€, assuming

op < 5b and  €can < gcan(Dcap)-

Therefore, the e.,n-canonical neighborhood assumption holds at scales (0,1) on W/ as
well, which implies assertion (e).

Lastly, we argue that assertion (c) holds if we choose

Dewt = 220D . (12.19)
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Fix some i€1. By property (6) from the beginning of this proof, we have
diam D; < 2- 11)\D#Tcotnp = DeutTcomp-

On the other hand, Claim 12.6 (e) states that D; contains a 8AD 7 comp-tubular neigh-

borhood around C; and

8ADy > 1522AD 4 = 75 Dy

Lastly, let us review the choice of parameters. In the course of the proof, we have
introduced the auxiliary parameter D, which is related to A and Dcy via (12.19). Once
A has been fixed, any lower bound on Dy implies a lower bound on Dgy, as indicated in
(12.2). After fixing Dy, the auxiliary parameter Dy can be viewed as a constant of the
form Dy (A, Deyt). This constant influences the choices of Oy, €can and reomp. S0, these
parameters are bounded in terms of A and Deys, as shown in (12.2).

This completes the proof of Proposition 12.2. O

12.3. Extending the comparison map past time t;

The goal of this subsection is to evolve the map (;AS, as constructed in Proposition 12.2,
forward in time by the harmonic map heat flow. More specifically, we consider again
a comparison domain (N, {N7 jill, {t; jill), defined over the time-interval [0, 1],
and a comparison (Cut, ¢, {¢”}7_,) from M to M’ defined over the time-interval [0, ].
We moreover consider the map ¢: N, - UN;, . — M’ from Proposition 12.2. We will
then promote the map q5|/\/t‘7+ to a map ¢J+1:Af[‘£]+’t1*

interval of the form [t;,¢*], where t* € (¢, % 41]. In this subsection we will not be able to

]%M’ , which is defined on a time-

guarantee that t*=t; 1 —in fact t* may be quite close to t; —since we will only solve
the harmonic map heat flow until |h| reaches a certain threshold. However, we will find
that if |h| does not reach this threshold on the time-interval [t ;,¢*], then in fact t*=t ;.
In the next subsection, we will then deduce various bounds on |k|, which will imply that
|h| stays below this threshold. Hence, it will follow that t*=t;,; and so ¢’ T can indeed
be used to extend the comparison (Cut, ¢, {¢7};_,) to the time-interval [0,¢;1].

In the course of our construction, we will also discuss the case J=0, i.e. the case in
which ¢”/*! is the comparison map in the first time-step. In this case, the comparison
(Cut, ¢, {¢’ }']:1) is empty to start with and Proposition 12.2 does not apply. Instead,
we will assume in this case that ¢ is the initial map (, as introduced in the assumptions
of Proposition 12.1.

Let us now state our main result of this subsection.
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ProrosITION 12.8. (Extending the comparison map until we lose control) If

E>2 F>0, H>H(E), mm<in(E),
(T, E,F,H,min), 00<6u(T,E,F,H,mi), A<A,
b <Ou(T, E, F, H, in, A, Dews, A, A),
€can L Ecan(T, E, F, H, Min, A, Deut, A, ), Tcomp < Feomps

(12.20)

then the following holds.

Assume that assumptions (1)—(vi) of Proposition 12.1 hold.

Recall that, in the case J=0, assumption (vi) imposes the existence of a domain
X CMy, and map ¢: X — M, with certain properties. In this case, we set (;AS::C.

In the case J2=1, we set X:=N;,_UNy,; and consider the set Cut’ and the map
b X =M, satisfying all assertions of Proposition 12.2.

Then, there is some time t*€(ty,ty41] and a smooth, time-preserving diffeomor-
phism onto its image

¢J—0—1 N’J+1 M/
? )

[t7,t*]

with ¢;’j1:$|NW whose inverse

(¢.]+1)71:¢J+1(NJ+1 )_>N

[t7,t*] ts t*

evolves by harmonic map heat flow (see Definition 6.13) and such that the following holds
for the associated perturbation h'*t1:=(¢'t1)*g' —g (which is a Ricci—DeTurck flow):
(a) [P7H|<10min on N[tm*].
(b) For any t€[ts, t*] and N/ whose time-t distance to ON; T is smaller than

Freomp, we have
Q.+ (z) =T pF ()| W/ (@) < Q =107 i -

(¢) If even |h/HY <min on NITE, then t*=t; .

(d) ¢J+1(N[f+tl* ) 1S EcanTcomp -thick.

We emphasize that we have introduced another auxiliary parameter, F', which we
will choose in §12.4, depending only on E. The bound in assertion (b), which holds
Freomp-close to the boundary of ON J+1 . will be helpful later, as we are not able to
apply the semi-local maximum principle, Proposition 9.1, too close to the boundary.
For this purpose, we will later choose F'>L(FE), where the latter is the constant from
Proposition 9.1.

Let us now explain the main strategy of the proof of Proposition 12.8. Observe first

that the parabolic domain N'/*1C M is a product domain and the Ricci flow on it can
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be viewed as a conventional, non-singular Ricci flow. A similar domain, which contains
the image q@(/\ftj+), can be found in M’. So, the proof of Proposition 12.8 can be reduced
to a relatively standard short-time and long-time existence statement for the harmonic
map heat flow between conventional Ricci flows on manifolds with boundary. Rather
than solving the harmonic map heat flow equation with a boundary condition, we found
it technically simpler to use a “grafting” construction to eliminate the boundary.

A large part of the following proof will be devoted to the characterization of the
geometry near the boundary of NV, and the boundary of its image (;AS(J\/tJJr), which will
serve as a setup for the subsequent grafting construction. More specifically, our goal will
be to show that the boundary of MV, and its image g%(/\/tﬁ) are contained in regions that
look sufficiently neck-like on the time-interval [t,t;11]. To achieve this, we will employ
the following strategy. A-priori assumption (APA3) (a) provides neck structures near
BMJH, at time ¢741. Using Lemma 8.12, these neck structures can be promoted back-
wards onto the time-interval [ts,¢741]. The newly constructed neck structure at time ¢,
near ONy, ., a-priori assumption (APAT) and the interior decay estimate, Proposition 9.2,
can then be used to identify CY-neck structures near the boundary of q%(./\ftﬁ)cj\/lé .
Using the canonical neighborhood assumption and the self-improving property of necks
in k-solutions, Lemma 8.10, these C%-neck structures imply the existence of neck struc-
tures of higher regularity in M, ,- Lastly, we use Lemma 8.12, to promote these neck
structures forward in M/, onto the time-interval [t;, ¢ 41]-

Based on this characterization of the boundary of Ay, . and its image, we perform a
grafting construction in the last phase of the proof. This grafting construction involves
cutting My, 4,,,) and MEtJ-,tJH] inside the previously identified neck regions, gluing on
shrinking round half-cylinders, and passing to a map between the grafted spacetimes.
We have thus reduced our discussion to standard existence results for the harmonic map
heat flow between complete manifolds. We remark that our approach is facilitated by
the fact that ngS is already defined on a larger neighborhood of Ny, ., therefore providing
enough space for an interpolation between the metric on M, ;,.,) and the cylindrical

metric.

Proof of Proposition 12.8. Let 04 >0 be a constant whose value we will determine
at the end of the proof. It will only depend on T, E, H and nj,, and influence only
the parameters v, 6y, o, and €cap. So, it lies between n);, and v in the parameter order
introduced in §7.5. To avoid an accumulation of a large number of different constants, in
what follows we will be using the standard practice of making a series of adjustments to
the constant dx. This means, strictly speaking, that 4 is not really a single constant,
but takes on different values at different places in the proof, and the earlier values are

adjusted as functions of the later values.
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By a-priori assumption (APA3)(a), each boundary component L CAON; ! is the

tr1
central 2-sphere of a d,-neck Us C My, at scale reomp. Lemma 8.12 implies that, if

5n < gn(é#); €can X 5can(5#) and Tcomp < Fcompa
then, for each such ¥, there is a product domain U, C M|y, ¢,,,1 that contains 3 and on

which the flow is dx-close at scale 7comp to the round shrinking cylinder on the time-

2

interval [—1,0]. By this we mean the following: we can find an rZ,,,,

-time-equivariant

and J¢-preserving diffeomorphism
Px: S x (=01, 05,1 x[-1,0] — Us;
such that X=15(5?x {0} x {0}) and
SQXRHC[&;] <b4. (12.21)

|7 comp? a9 —9

Here, gSzX]R denotes the metric of the standard round shrinking cylinder spacetime and
the norm is taken over the domain of vs.

By (12.21) and assuming
5# < S# and Tcomp < Fcomp7

we have
L9rcomp <p1=p<2.17rcomp on Us, . (12.22)

So, by a-priori assumption (APA3) (a), applied at time ¢;, and assuming
On < O,
we find that Us; ,  is disjoint from ON{ if J>1. So, if J>1, since
Y(ty) CONIT C N, -,

it follows that U, CMN;, CX.
On the other hand, if J=0, and

51’1 < 51'17
then Uitj has diameter <105;1rcomp. So, assuming

5n < Sn((s#)a
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we have Uy, , CX. So, in summary,

{ Use, CNey-C X, if J 21, (12.23)

U, CX, if J=0.

Consider the Ricci-DeTurck perturbation (h, {h? 37:1) associated with the compari-
son (Cut, ¢, {¢’ 3]:1), and let @) be defined as in Definition 7.5 of the a-priori assumptions
(APA7)-(APA13). We will now use a-priori assumption (APAT7) to show that we have a
bound on @ in large parabolic neighborhoods near the boundary of Ay, . In Claim 12.10
this bound will later be used to obtain an improved bound on ), and therefore on h,
via the interior decay estimate, Proposition 9.2. For this purpose, let A4 <oco be a con-
stant whose value will be determined in the proof of Claim 12.10 (depending only on E
and ).

Cramm 12.9. If J>1 and

§n<gn(A#)7 )\gj\a A>A7 5b<5b(A#7)\7DCut7AJA>7

€can < €can (A#7 A, Dy, A7 A); Tcomp < Tcomp

then, for any x€dN; T, the parabolic neighborhood P(zx, Apreomp) i unscathed,

ty

Pz, Ayreomp) CN\ ) D, (12.24)
DeCut U Cut’

and we have the bound
Q<Q on Pz, Agrcomp)- (12.25)

Proof. Choose a boundary component X C 8./\@“]:11 such that z€X(t;) CON 1. So,
z€Uy; ;. Assuming
6n < Sn (A#),

we obtain, by similar arguments as those that led to (12.23), that
B(x, Ayrcomp) C N, —. (12.26)
Next, using Lemma 8.7 along with (12.22), and assuming
Ecan K Ecan(Ag, A),

we can find a constant A’=A"(A4, A)<oo, with A’> A, such that P(z, A'pi(x)) is un-
scathed and

P(y, Ap1(y)) C P(x, A'pi(z)) for all y € P(x, ApTcomp)- (12.27)



UNIQUENESS AND STABILITY OF RICCI FLOW 145

We now show that P(z, A'p1(z)) is disjoint from the cuts. To do this, observe that,
for any t'€(ts,ts41], we have B(z(t'), A'p1(x))ZN. So, by Lemma 8.19, along with
(12.22) and a-priori assumption (APA11), assuming

>~

5n<5n7 >\< ) A)Aa 5bng(A;DcutaA/(A#aA)vA)a

< )\7 Dcu‘m A/(A#7 A)a A>7 Tcomp < fcompa

Ecan ~X Ecan

—

we find that P(x, A’py(x))ND=2 for all DeCutUCut’. Combining this with (12.26)
gives us (12.24) via Lemma 8.18. Combining it further with (12.27) and a-priori assump-
tion (APAT) yields (12.25). O

Next we improve the estimate from Claim 12.9 and use it to identify more precise
necks in M’.

Cram 12.10. If

E>2 HZ>H(E). mn<hn(E), Az>A,(E d4),

(12.28)
V< D(E7 6#)7 Ecan < écam(lga 5#); Tcomp < 'Fcompv
then, for any component ECB./\Q‘ﬁll, we have
6%g), —gi, | <0p on U3, , (12.29)
and
— n * 2
Hrco%np<¢0w2,t1) g:‘J_g§1XR||CO <6#- (1230)

Proof. Consider first the case J=0. In this case, by (12.23) and assumption (vi) of

this proposition we have, on Uy, ; ,
eHTp{E|fAL| <vQ=v- IO_E_lnlinrf;mp ;
recall that ﬁzq@*ggo—gto. So, (12.29) follows from (12.22), assuming
min<1 and v <v(dy).
Second, consider the case J>1. By (12.24) and assuming
Ay = Ay (0y),

we have Uy, , ND=g for all DeCut’. So, therefore on Uy, ;, we have ¢=¢,_, and hence

¢*g£‘77‘gt‘] :ht‘]*'
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We will now apply Proposition 9.2 at every point of Us,:,- To do this, note that by
(12.24) the perturbation h is defined and smooth on all of P(x, A7 comp) and by a-priori
assumption (APA6) and (12.25) we have |h|<min and Q< Q everywhere on this parabolic
neighborhood. Moreover, if P(x, AgTcomp) intersects the initial time-slice My, then by
a-priori assumption (APA12) we have Q<v(@ on the intersection. Lastly, note that the

diameter of Uy, ,  is bounded by 106;&1rcomp for sufficiently small dx. So, assuming

E>2a H?ﬁ(E% nlingﬁlin(E)y A# 24#(E75#)a
V<D(E75#>7 €can \Ecan(E 6#) Tcomp <rcomp7
we conclude by Proposition 9.2 that Q<6#Q on Uy ,,. Note that here we have used
(12.22) and we applied Proposition 9.2 centered at all points in Us. +,» with an appropriate

choice for the radius A.

SO, on U;},Lﬂ
HEDE Ry, | = Q< 54p@ =y 107 F

Using (12.22) and the fact that ¢;<T, due to assumption (v) of this proposition, we
obtain (12.29) assuming

Min g ﬁlin-

Finally, the bound (12.30) follows by combining (12.29) with (12.21) and adjusting
(the earlier instance of) d4. O

Next, we use (12.30) to establish the existence of a dx-neck in M’.

Cram 12.11. If
8 <O, (12.31)

then following holds. For any component XCONy, - there is a dy-neck Uy C M at
scale 2rcomp that has a central 2-sphere which intersects é(E(tJ))CM;J

Proof. Note that ¢(3(t5))=¢7,(£(ts)), as DCInt N, , for all DeCut” (see Defini-
tion 7.2). The can-canonical neighborhood assumption holds on ¢(2(t;)) by assumption
(vi) of this proposition (if J=0) and by assertion (e) of Proposition 12.2 (if J>1). The

statement now follows from Lemma 8.10, assuming

€can < Ecan (5#)

after possibly adjusting 0. O



UNIQUENESS AND STABILITY OF RICCI FLOW 147

By Lemma 8.12 and assuming
Ecan g 5703411(5#) and Tcomp < fcompa

we obtain furthermore, after adjusting d4, the following.

CLAM 12.12. Assuming parameter bounds of the same form as in (12.28) and
(12.31), the following holds.

For any component EC@{\/}JH_, there is a product domain USCMEtJ,tJﬂ] on the
time-interval [ty,t;41], with ¢(X(t;))CUg’,,, on which the metric is dy-close at scale
Tcomp t0 the standard round shrinking cylinder. More specifically, there is an rfomp—time—

equivariant and Oy-preserving diffeomorphism
P §%x (=0t 0,1 x [-1,0] — Uyt
such that
_ . 2
||rcofnlD g —gS ><]R||C[5;1] <O (12.32)
We furthermore have
U5(S?x {0} x {=1})NP(2(t)) # 2.

We now carry out the grafting construction. We begin by identifying product do-
mains in the time slabs M{;, ;,, ] and M{t : that will be used in the construction.
) Jstg+1]
For k=0, ...,5, let Nj be the (open) 100krcomp-tubular neighborhood around N,
in M, ,, and set NJ:=¢(Ny,). Assuming

5# < S# and J, < Sn,
we obtain from (12.23) and assumption (vi) of this proposition that

NoCNyC...CN5CX,

] (12.33)
NjC NjC...CN:Co(X).

MOIEOVGI‘, assuming
Min < 10_2 and 5# < S#,

Claim 12.12 and a-priori assumption (APA6) (if J>1) or the assumptions from the
proposition (if J=0) yield

Ns\Noc |J Us,, and NANjC |J U, (12.34)

SCoNTHL SCoNTH,
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By construction and by (12.34), all points on N5 =N}, U(N5\ Ny) and N£\ N/ survive un-
til time ¢741. A-priori assumptions (APA2), (APA3) (a) and (c), (APAG6), assertions (d)
and (e) of Proposition 12.2, (12.33), assumption (vi) of this proposition and Lemma 8.9,
as well as (12.32) and (12.34), imply, assuming

5# < 5#7 Thin < Min 611 < gna A < 17 A > 27 Ecan < gcan(A); Tcomp < Fcompa

that

-1 /
p > Cop ATcomp > EcanTcomp o1 V.

Let ti€[ts,ty41] be maximal with the property that N{(¢) is defined and weakly
%CSTS)\rcomp—thick for all t€[ts,t}], where Csp is the constant from Lemma 8.9. Note
here that ¢} is well defined by the (€can”comp,?’)-completeness of M’ and Lemma 8.4,

assuming

Ecan < écan()\)~

We can now express the flows g and ¢’ restricted to the product domains N5([ts,t}]) and

Ni([ts,t1]) by conventional Ricci flows (Ns, (g¢)iet,, ¢x)) and (N3, (91)eeft,, 1)

Cram 12.13. (Grafting on round half-cylinders) After adjusting dx, there are
smoothly varying Riemannian metrics (g7 )iefe, er) and (g )iep, +1) on smooth manifolds
N* and N'™, respectively, and a diffeomorphism ¢*: Nt —N'" such that the following
holds:

(a) N5 and N. can be viewed as open subsets of N* and N'*, respectively.

(b) For all te[ty,t7], we have g/ =g on N1CN* and g, =g, on NJCN'*.
(c) gf
(

d) For some constant C=C(X)<oo, we have

and g, are complete for all tety,t}].

|Rm Jr| |RIH '+| Co?np

(@) (9 )terts 1) and (g ety 47 are “Oy-approzimate Ricci flows”:

—(5#7“;%@9;’ < digf +2Ric o < 5#7"(;%11})9;“,
—(5#7‘ 2

(:_t)mpgilt+ < atg +2 RIC /+ < (5#7"

Compgt .
(f) For some C*=C*(\)<oo0,

Vi Ran(gy )|, V0% Ran(gy)] g+ <C*r;o%np<tfm*m/2

IVZTf)Z”zg:IgMV?wZ”Q 91" g+ < Crigp(t—ty)(memEm2)
t v t

Tcom (
p
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for all te(ty, 3] and m,my, my=0, ..., 100.

(g) There is a universal constant C**<oo such that, at every x€ Nt with
dgs (2, N"\No) < 84" Teomp;
we have

97 Rn(g7 )| () < et

comp

(970 g7 () < O™ g2

for all te(ty,t7] and m,my,my=0,...,100.
(h) ¢t=¢ on Ns.
(i) We have |(<j)+)*gf;—g,gJ|g:r <d4 at every point x€N*, with

dgt+] (z, N*\Ng) < 5#1rcomp.

() ty>ty and if t;<tji1, then

U Mo

teftsty]

must contain a Cgl)lArcomp—thin point.

Proof. Using Lemma 8.4, we find that ¢ >t; and that if ¢;<t;41, then NL([ts,t5])
must contain a Cgpy Arcomp-thin point. This proves assertion (j).

J+1

For each component X CON; 7|, ! :

to obtain spacetime metrics on Uy, and Uy. Using the product structure on Uy, and Uy,

we may push forward r;ﬁnpgS? *R under ¢y, and 14
these yield evolving metrics (gtz)te[tJ7tH1] and (ggz)te[thtﬂl] on the initial time-slices
U +,» Us'y,» and hence also on N5\ Ng and N3\ Ny, by (12.34).

By a standard interpolation argument, we can construct smooth families of metrics
(Gt)eeit, ) and (§')eefe,,ex) on N5 and Ny such that gi=g; and g;=g; on Ny and Ny,
respectively, and such that, for every component EC@M‘{]‘:}
g;F on (N5\N2)NUy; ,, and (N5\N3)NUg, |, respectively. Moreover, using (12.21) and
(12.32), and after possibly adjusting dx, we may assume that, for every component

EC@M“]]'E, ml,m2<5;1, and t€[ty,t7], we have

, we have g;=g;" and §'=

Vo2 00 (G =90 gy < Oroomp ™

comp
(12.35)

VIO =01 g < By
J
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on (N5\No)NUs; ;, and (N5 \Ng)NUs", . So, after possibly adjusting d4 once again, we

may assume that, on N5 and N, we have

—5#7”;0%“}.)?],5 <O gr+2 Rngt < 5#T;)%npgt,
_6#7(;311;)92 < 815924-2 Rngé < (5#7“0_0?np§2.

Since these flows are isometric to round shrinking cylindrical flows near the ends of N5 and
N{, we can attach round shrinking half-cylinders to these flows at each end. This produces
flows (g7 )eefe, 1] and (g; " )eepe,,¢ex) on NT DNy and N+ D Ny satisfying assertions (a)—(e)
of this claim. Assertion (g) also follows from (12.21), (12.32) and (12.35), after adjusting
d4. Assertion (f) follows from Shi’s estimates in N1, N7, N*\ N2, N'*\ Nj and assertion
(8)- A

Since ¢ is a (1+04)-bilipschitz map on N5\ NaCJs Us, ;, (see (12.29) and (12.34)),
and gy, and g, are isometric to subsets of round cylinders on the interior of N5\ Ny
and N!\ Nj, respectively, we can use a smoothing procedure (see also Lemma D.1) to
construct a diffeomorphism onto its image qg N4—>q~S(N4) C N! such that q@zq@ on Ny and
q@*gtl =¢* Gi,=0t, =97, on N4\ N3, and such that, after adjusting dx,

|¢*gﬁ—gt1| <oy onUs, NNy, (12.36)

for every component ZC(’?./\ftJ]ﬂ We can now extend the diffeomorphism ¢: Ny %é(Nzl)
to a diffeomorphism ¢*: N*— N’* such that it remains an isometry on N*\ Ny. Adjust-
ing 04 again, the map ¢* will satisfy assertions (h) and (i) of this claim, by (12.36) and

the fact that (¢™)*g;’ =g;, on N*\Ns. O

We now construct the map ¢’*! by solving the harmonic map heat flow equation
starting from (¢)~!, where ¢*: N*— N’* is the map constructed in Claim 12.13.
Using Claim 12.13 and Proposition A.9 from the appendix, we obtain that, if

Min <Min and  d <0 (Mhin),

then we can find a time t* € (¢, t]] and a solution (x¢)sefr, e+, With xs: N’ =N, to the
harmonic map heat flow equation with respect to (g;)icfe,,ex) and (g; )iefe, 1] With the
following propertieS'

(1) xe,=(¢")7"
(2) xtis a dlﬁeomorphism for all te[t,t*].
3) |(x; H*g 1" —9{ |y <2min for all tefty, 7).
(4) If

* 1+

(=) g1 —gi-

g,t < 1~97]11n

holds on N'*| then t*=t7.
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We first show that
Xi H(No) C Ny for all t € [ty,t*]. (12.37)

After rescaling by r_ assuming

comp7
Min <Min and 6 <oy,

we may apply assertion (g) of Claim 12.13 and Proposition A.10, taking the constants §
and A in the hypotheses to be =1 and A=C**, to conclude that x; ' (ONy)C N| for all

tety,t*]. Here, we have used a continuity argument, the fact that
Xt (ONo) = 6" (ONg) = p(ONy) = N}

by assertion (h) of Claim 12.13, and property (3) above, to retain the hypotheses of
Proposition A.10. Therefore, since x; ' is a smoothly varying diffeomorphism, (12.37)
follows.

Now, set ¢;:=x; ‘| n, for tE[ts, t*]. As gi =g; on Ny and g," =g, on N} by assertion
(b) of Claim 12.13, we can view (¢¢)set,,¢+) as a smooth, time-preserving diffeomorphism
onto its image of the form

$ITLNTEL s N([ts 4] C M,

tg,t*

whose inverse evolves by harmonic map heat flow equation with respect to ¢’ and g.
Consider the perturbation h7/T1=(¢”/*1)*g’—g. Assertion (a) of this proposition
follows from property (3) above.
If
Min <Min and 6 <6x (T, E, H, nin),

then for every x€ N* with d ( N+ \No)<5 Tcomp, after adjusting d4, and by asser-
tions (e), (g), (i) of Claim 12 13 and property (3) above, we may apply Proposition A.13

to conclude that

(0G ) 0r" =i 1y (@) < e TT107 0l ooy P (@) min < i (12.38)

for all teft s, t*]. If
Op < Op(F),

then (12.21) implies that, for every t€[t;,t*] and every z€N;/ ™ such that

dy(z, 8MJ+1) < FTeomps
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we have
dys (x(ts), N*\No) <65 Tcomp-

Hence,

R @) = 106 98 =0 | ((t0)) < e FT10™Fr o P71 (@) i

by (12.38). This yields assertion (b) of this proposition.
Finally, we verify assertions (c) and (d) of this proposition. We first apply Lemma 8.9
and a-priori assumptions (APA2), (APA3) (a) and (c), (APAG), assuming

Min g ﬁliny 6n g Sna A g 5\7 A 2 27 €can g écan(/\)a Tcomp < Fcompv

to find that, for all t€[ty,¢*], the following holds: If the ecay-canonical neighborhood
assumption holds at scales (0,1) on ¢ 71N/ ™), then ¢/ (N ™) is Csp Arcomp-thick.
By assertion (e) of Proposition 12.2; this condition holds for t=t;. Therefore, assuming

1
€can < Cgp A,

it holds for all t€[t s, t*] by continuity. This shows assertion (d) of this proposition and
the fact that ¢J+1( J+1) is Csp AT comp-thick.

To see assertion (c) of this proposition, assume that |h7/+1 <, on N, J+1 Then,
by the definition of ¢/*! we have the bound |(x;=")* /¥ — g g SMin on No. By (12.38)
it follows that |(x2)*git — g~ | gf, Shin holds everywhere on N*. So, property (4) above

implies t*=t]. Combining this with the conclusion from the previous paragraph and

applying assertion (j) of Claim 12.13, yields t*=tj=t 1, as desired. O

12.4. Proof of Proposition 12.1, concluded
In this subsection we use the results of the previous subsections to prove our main
Proposition 12.1. More specifically, we will analyze the map

¢J+1 NJ+1 ——)M/

[t7,t*]

that was constructed in Proposition 12.8. We will verify that this map satisfies a-priori
assumptions (APA1)-(APA12), and show that t*=t;,;. Therefore, /*! can be used to

extend the comparison (¢, {¢’}7_;,Cut) to the time-interval [0,¢;41]. This will finish

Jj=1
the proof of Proposition 12.1.
Our proof can be roughly summarized as follows: By the assumptions of Proposi-

tion 12.1, we may assume that a-priori assumptions (APA1)—(APA5) already hold until



UNIQUENESS AND STABILITY OF RICCI FLOW 153

time ¢741, and a-priori assumptions (APA6) and (APA7)-(APA12) already hold until
time t;. We will refer to this assumption as the “induction hypothesis” henceforth. Us-
ing the induction hypothesis and the conclusions of Propositions 12.2 and 12.8, we will
then establish that a-priori assumptions (APA1)—(APA12) hold up to time ¢*. The only
non-trivial assumptions in this step will be a-priori assumptions (APA6)—(APA9). We
will prove these assumptions using another continuity argument: We will assume that
relaxed versions of a-priori assumptions (APA7)-(APA9) hold up to some almost maxi-
mal time t**<t* and, based on these extra assumptions, we prove a-priori assumptions
(APAG)—(APA9) up to time t**. By a straightforward openness argument, it therefore
follows that ¢**=t*, and therefore that a-priori assumptions (APA6)—(APA9) hold up to
time ¢*. Eventually, the fact that a-priori assumption (APAG) holds up to time ¢* and
assertion (c) of Proposition 12.8 imply that we indeed have t*=t¢ ;. This will finish our

proof.

We remark that throughout this entire subsection, we will introduce global termi-
nology and assumptions on the parameters, which will be understood to remain valid
for the remainder of the subsection. In particular, conditions on the parameters that
can be found in the following lemmas will be assumed to hold for the remainder of the
subsection, so that the conclusions of these lemmas can be applied immediately.

This subsection is structured as follows: We first set up our argument by recalling
the important assumptions from Proposition 12.1. In Lemma 12.14, we will then summa-
rize and put into context the results of the constructions from Propositions 12.2 and 12.8.
Next, we introduce the relaxed versions of a-priori assumptions (APA7)—(APA9) in equa-
tions (12.40)—(12.42), which hold up to some time t**<¢*. In Lemma 12.15, we show
that t**>t; and that if the strong versions of a-priori assumptions (APA7)-(APA9) hold
up to time t**, then we must in fact have t**=t*. Based on these relaxed versions of
a-priori assumptions (APA7)-(APA9), we will establish a-priori assumptions (APAG)-
(APA9) in Lemmas 12.16-12.19 —one lemma per a-priori assumption and in this order.
Lastly, we wrap up our discussion, argue that t**=t*=t;,; and verify the assertions of
Proposition 12.1.

Further explanations of the arguments may be found after the statements of the
lemmas below.

In what follows, we will be considering the setup as described in assumptions (i)—
(vi) of Proposition 12.1. So, among other things, we assume that M and M’ are
(EcanTcomp, I')-complete and satisfy the ecan-canonical neighborhood assumption at scales
(EcanTcomp, 1). We consider a comparison domain (N, {\J jill, {t; };]iol) over the time-
interval [0,t;,1], for J>0, and a comparison (Cut, ¢, {¢’ 3]:1) from M to M’ defined

on this comparison domain over the time-interval [0,¢;]. If J=0, then this comparison
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is trivial, as explained after Definition 7.2. We also assume (N, {N7}/X] {t;}727) and

(Cut, ¢, {¢’}7_,) satisfy a-priori assumptions (APA1)-(APAG6) for the parameters
(Min, On, A, Deap, A, Ob, Ecan Tcomp)
and a-priori assumptions (APA7)-(APA13) for the parameters
(T,E, H, Min, Vs X\, Nout, Deuts W, A, Teomp) -
Moreover, we assume in the following that
tra1 <T. (12.39)

If J>1, then assumptions (i)—(v) of Proposition 12.1 allow us to apply Proposi-
tion 12.2. Doing so yields the map q@:]\/}J_U./\/}JJr—)M;J and the set of cuts Cut” with
the properties as explained in assertions (a)—(e) of this proposition. If J=0, then we skip
this step.

Next, we fix an auxiliary constant F'<oo, whose value will be determined in the
course of this subsection depending only on E. We can then apply Proposition 12.8 for
¢:X: =N, _UN, 4 — M, from Proposition 12.2 (if J>1) or ¢=C: X — M}, from assump-
tion (vi) of Proposition 12.1 (if J=0). Then, Proposition 12.8 yields a time t* € (ts,ts41]
and a map ¢’ +1:A/'[‘Zit1*] — M’ satisfying assertions (a)—(d) of this proposition. Note that
Propositions 12.2 and 12.8 are only applicable if our parameters satisfy the bounds (12.2)
and (12.20). These bounds are implied by bounds of the form (12.1) and

v<o(T,E, F,H,min), 5H<SH(T7EaF7H7n1iH)a
5b < 5b(T7 Ea F7 H> Min >‘, Dcut, Aa A), Ecan g 5can(Ta Ea F7 H7 Min, >‘7 Dcut; Aa A)
(Note that assuming F'=F(E), these bounds also follow from bounds of the form (12.1).)
In the following lemma we summarize the important properties of Cut” and ¢/*1,

and we show how these objects can be used to extend the comparison (Cut, ¢, {¢’ }57:1)

to a comparison that is defined over the time-interval [0, t*].

LEMMA 12.14. There is a unique map

(5:,/\/‘[07t*]\ U D—>M/
DeCut U Cut’
such that (CutU Cut”, ¢, {(b]}jiol) is a comparison defined on the comparison domain
(Mo,e+)» {Nj:-/v[}]ji*]}}']:u {tj,t*}fzo). This comparison is an extension of the compari-
son (Cut, ¢, {¢? Jle) in the sense that

J
d=¢ on UNJ\ U D.

Jj=1 DeCut U Cut’
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Furthermore, this extended comparison and the comparison domain

(A/[O,t*]v {Nj7'/\/[J+1 ]}3]:17 {tjv t* }3']=0)

ty,t*

satisfy the following properties:
(a) They satisfy a-priori assumptions (APA10)-(APA13) for the parameters

(T7 EaHa Min, V, Avncuta Dcut7 Wa A7Tcomp)'

(b) Let (h,{h7}/2) be the associated Ricci-DeTurck perturbation (note that h”'*
is only defined over the time-interval [ty,t*]). Then, |h|<min on

J
Uan Iy o
j=1

DeCut U Cut?

and |h7 T <10m, on /\/'[‘Zj;] Moreover, ¢J+1(/\/[‘t]ig*]) i$ EcanTcomp-thick.

(c) For any t€(ty, t*] and x€N7 T with dy(x, ON?T) < Freomp, we have
Qu(w) =T (@) W (2) [ < Q=107 i G-

(d) If even |h|<min on N1, then t*=t .

Proof. The construction of the map ¢ and the verification of the properties of Def-
initions 7.1 and 7.2 are straightforward. A-priori assumptions (APA10) and (APA11)
follow directly from the corresponding a-priori assumptions of the induction hypothesis
and Proposition 12.2 (d) and (¢). A-priori assumption (APA12) follows directly from
a-priori assumption (APA12) of the induction hypothesis (if J>1) or from assumption
(vi) in Proposition 12.1 (if J=0). Assertions (b)—(d) are just restatements of assertions
(a)—(d) of Proposition 12.8 combined with the induction hypthesis. O

Note that by the assumptions of Proposition 12.1, the comparison domain

W ANTHE {85375)

Jj=1
satisfies a-priori assumptions (APA1)-(APAS5) for the parameters
(nlim Ons A, Dcapa A, 61, Ecan, rcomp)-

For the remainder of this section, references to (APA1)—(APAS5) will implicitly refer to
this larger comparison domain, rather than the comparison domain defined on the shorter

interval [0,¢*].
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It remains to verify a-priori assumptions (APAG)—(APA9). Once this has been ac-
complished, assertion (d) of Lemma 12.14 will immediately imply that t*=t;41. So, we
have reduced our discussion to an analysis of the associated Ricci—-DeTurck perturbation
and its derived quantities () and Q*.

We will verify a-priori assumptions (APA6)—(APA9) via another continuity argu-
ment, which we will set up now. Consider the comparison (Cut U Cut”, ¢, {¢’ ]J=+01) from
Lemma 12.14 and let (h,{h’ J+1) be the associated Ricci-DeTurck perturbation, as

mentioned in assertion (b) of this lemma. As in Definition 7.5 we define the quantities
Q=c"T0pF | and Q" ="V gl
and the extensions Q-+ and Q% to N;,+. Moreover, again as in Definition 7.5, we set
Q:=10"" " ity and Q% := 107 nin (Meomp)®.
Choose a time t** €[t s, t*] such that, for all

we/\/’frtl**\ U D,

DeCut”
the following conditions hold:
Q(z) <10Q whenever P(z,104p,(z))ND =0 (12.40)
for all D € Cut U Cut”,
Qz) < 10WQ, (12.41)
Q*(x) <10Q*  whenever B(z,104p1(x)) C Ny)-- (12.42)

Note that these conditions are relaxed versions of a-priori assumptions (APAT7)-
(APA9). The main objective of this subsection will be to show — under certain bounds on
our parameters— that assumptions (12.40)—(12.42) imply a-priori assumptions (APAG)
and (APA7)-(APA9) up to time t**. The following lemma will help us conclude that it is
possible to choose t**=t* if a-priori assumptions (APA7)-(APA9) have been established.

LEMMA 12.15. If

ncut < ﬁcut )

E> E ZEa Min <ﬁlin7 5n <gna )‘< 5‘
AZA, AZA,

F
D >cht(A)7 W}W(E7A3Dcut)7
>\ D, 7A7A)7 Ecan ggcan(AaDcutaA7A)a Tcomp <Tc0mp()\)a

then we can choose t**>t.
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Furthermore, there is a constant T=7(T, E, H, Min, A, A, Toomp) >0 with the following
property. If a-priori assumptions (APAT)—(APA9) hold up to time t**, meaning that,
for all xe./\f[i;ftl**]\upecutj D,

Qz)<Q whenever P(x, Apy(z))ND =02 (12.43)
for all D e CutUCut?,

Qz)<WQ, (12.44)

Q* ()< Q* whenever B(x, Ap1(x)) C Nyq)-, (12.45)

then (12.40)-(12.42) even hold for all

J+1
z 6A[[t,;,min{t**+r,t*}]\ U D.
DeCut”

In other words, if (APA7)—(APA9) hold up to time ¢**, then we may replace t** by
min{¢t**+7,¢*}. The important point here is that 7 can be chosen independently of ¢**.
In Lemmas 12.16-12.19 below, we will show that a-priori assumptions (APA7)—-(APA9)
indeed hold up to time t**, regardless of the choice of t**. It will then follow by iterating
Lemma 12.15 that we can choose t**=t* and that a-priori assumptions (APA7)—(APA9)
hold up to time t*.

The main idea of the proof of Lemma 12.15 is that the relaxed conditions (12.40)—
(12.42) hold in the neighborhood of any point at which the stricter conditions (12.43)—
(12.45) are satisfied. Using the canonical neighborhood assumption, we will find a uni-
form lower bound on the size of such a neighborhood. Extra care has to be taken near the
cuts at time t;. Here we will use the a-priori assumptions from our induction hypothesis
along with the geometry of the cuts to deduce that (12.44) and (12.45) even hold on and

near the cuts.
Proof. We first show that for all x€N,;,; (which may possibly lie on a cut)

Q.(x) <WQ, (12.6)
Q% (z)<Q*  whenever B(z, Ap1(z)) CN,+. (12.47)

Note that the condition in (12.47) refers to the forward time-slice, in contrast to (12.45).
Let us first prove (12.47). If ze DeCut”, then (12.47) follows from a-priori assump-
tion (APA10) (see assertion (a) of Lemma 12.14), assuming

Tcut < 1.
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So, assume that

€N\ U D.

DeCut’
If Bz, Ap1(z))CN,_, then (12.47) follows from a-priori assumption (APA9) of the
induction hypothesis. So, assume that B(z, Ap;(z))ZN¢,—, but B(x, Ap1(z))CN, 4.
In other words, B(z, Api(z)) intersects an extension cap CoCN,+ \IntN;,_. Choose
DyeCut’ with CocDy and let C4 <00 be a constant whose value we will determine in

the course of the proof. We now apply Lemma 8.20 for Ag=A and T,=0, assuming
6n<5n7 )\ng Dcut >cht(>\70#)a A>A7
51) ggb()\ac#chuthuA)v Ecan <§can()\aDcutaA7A)a Tcomp \rcomp(c#)

Note that the assumptions of this lemma on the set Cut UCut” hold due to a-priori
assumption (APA11), which holds due to assertion (a) of Lemma 12.14. We find that

p1(2) Z CyTeomp (12.48)
and that P(z, Ap1(z))ND=g for all DeCut. So, by a-priori assumption (APAT) of the
induction hypothesis we have

T pP () [h(2)| = Q) Q=107 Vit 5y,
Combining this with (12.48) yields
Q(x) =T pi () ()| < p3 P (2) 107 F il < CF F it g
It follows that Q*(z)<Q* if C3 <1071\, which holds assuming
E>4 and Cyu >Q#()\).

This finishes the proof of (12.47).

To see the bound (12.46), we only need to consider the case zeDeCut’, due to
a-priori assumption (APAS) of the induction hypothesis. Then, again by a-priori as-

sumption (APA10) (see assertion (a) of Lemma 12.14) we have Q* (z)<ncut@*. By
a-priori assumptions (APA5) and (APA11), and assuming

5b < 5b()\a Dcut)7

we conclude that there is a constant C'=C"(\, Deyy) <oo such that p1 <C'7eomp on D.
So

Qq () =TT pP (@) |y, ()| = pi 2 (2) Q% ()
(C/)E 3 CEOIU?;) ncth (C/)E 3 E)mgp Tcut * 10~ nlln<)\rcomp)3
= (O/)E73A3 1OE")cut Q
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It follows that Q. (z)<WQ, assuming
ncut<1 and W;W(EvA;Dcut)~

This finishes the proof of (12.46).

We will show that (12.40)—(12.42) hold slightly beyond time ¢** if ¢** <¢*. The fact
that we can choose t**>t; will follow along the lines of the proof.

Let 7>0 be a constant to be determined in the course of the proof. It suffices
to argue that, if ¢**<t* and if (12.43)—(12.45) hold on NJ+t**]\UDECutUCutJ D and
(12.46), (12.47) hold on N;,, then (12.40)-(12.42) hold in N}/ ™ whenever '€ (t**, t*]
and ¢/ —t** <7, where 7<7(T, E, H, Miin, A, A, Tcomp)- To that end, choose ¢’ € (¢t**, t*] with
t'—t** <7, and a point x 6NJ+1 Since ./\/[{j'tl*] is a product domain, we have z’'=x(t')
for some ze NI

First suppose that dg«(z, 8NJ+1)<rcomp. Assuming
T< f(Aa Tcomp)>

then by a distance distortion estimate based on a-priori assumption (APA2) and the fact

that N/ T

iy t* is a product domain, we obtain dtz(x(t’),8]\/;‘,]+1)<107“00mp. So, assuming

F>10,
assertion (c) of Lemma 12.14 implies that (12.40) holds for z(¢'). Thus, if
W>1,

then (12.41) holds as well. Next, by a-priori assumption (APA3) (a), Lemma 8.12, and

assuming

61’1 < 61’1) Ecan < <€TCaIl and Tcomp < ’Fcompa

we obtain that p(z(t'))>17comp. So, B(z(t'), Ap1(z(t')))Z N, assuming
A > 20,

and thus (12.42) holds.
Now, suppose dy«= (x, 8/\/'{?1)>rcomp. By a-priori assumption (APA2), Lemma 8.4,
and assuming
T(E, A\ Teomp) and  €can <Ecan(N),

we obtain that

(0.9)YEp(z) <pr < (1.1)YEpy(z) on Pz, 7, 7). (12.49)
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Thus, on P(z,T,7),
0.9-e7T=9pE(2).|h| < Q < 1.1-eHT=Y pE (2).|h). (12.50)

Assume now that P(z(t'),10Ap, (z(t')))ND=& for all DeCutUCut’. By a-priori as-
sumption (APA2) and bounded curvature at bounded distance, Lemma 8.6, and assum-
ing

Ecan < Ecan(A; 4),

we conclude that P(z(t"), 10Ap1 (z(t'))) is unscathed. We also obtain a curvature bound

on this parabolic neighborhood, which implies, via a distance distortion estimate, that
P(x,9Ap1(z(t')) C P(x(t'), 104p1 (2('))),

assuming
T< 'T_(Aa A7 rcomp)-

Combining this with (12.49) and a-priori assumption (APA2), and assuming
E>1, A>A and 7<7(\ A, reomp),

we obtain that P(y, Ap1(y))CP(z(t'), 10Ap1(x(t'))) for all y€ B(x, 7). This implies that,
for all such y, we have P(y, Ap1(y))ND=@ for all D€Cut U Cut’. Therefore, by (12.43),
we have Q<Q on B(z,7). So, if

Min < Min,
then we can use Proposition A.12 together with a-priori assumption (APA2), (12.49),
(12.50) and assertion (b) of Lemma 12.14, and assuming

T<77—(T7E7H7 nlin7)‘7rcomp)7 (1251)

to get that (12.40) holds.

Using similar arguments, properties (12.41) and (12.42) can be verified at z(t') as
well, assuming a bound of the form (12.51). Note that if t**=t;, then we need to use
the bounds (12.46) and (12.47). O

Assume, for the remainder of this subsection, that the parameter bounds that appear
in Lemma 12.15 hold and that t** >t .

In the following we will verify a-priori assumptions (APA6)—(APA9) up to time ¢t**.
Whenever we say that “a-priori assumption (APAz) holds”, then we mean that

Nioee 7 N 87 1)

ty,t**]Jj=1
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and
(Cut U Cut”, ¢|j\/0t** {#, (ZSJ—H‘ J+1

t R

b=

satisfy a-priori assumption (APAx) for the set of parameters
(T, E, H, Min, V, A, Tlcut Dy, W, A7 Tcomp)~

Note that it follows from Lemma 12.14 (a), that a-priori assumptions (APA10)—-(APA13)
hold.
Let us first verify a-priori assumption (APAG).

LEMMA 12.16. (Verification of (APAG)) If

5n<5na )\gj\ A?A()HA% §b<5b(A7Dcut7A7A)7

Ecan < écam(Ay Dcut7 A, A): Tcomp < 'Fcompv

then a-priori assumption (APAG) holds. In other words, we have |h|<min on

No,e1\ U D

DeCut U Cut’

and the &can-canonical neighborhood assumption holds at scales (0,1) on
J
U ¢ (N UG NTFLL).

We summarize the idea of the proof. It only remains to establish the bound |h|<nip.
For points that are far enough away (compared to A) from the neck-like boundary
of NUN7*! we have Q*<10Q* from (12.42), and together with the lower bound
P1> ATcomp ON NUN7*! from a-priori assumption (APA2), this implies |h| <, On the
other hand, points that are close to this boundary are far from the cuts, by Lemma 8.19.
So, at these points we may rely instead on the bound Q<10Q from (12.40). This bound
implies |h|<min as long as p; > Tl()rcomp, a fact which follows from the neck-like structure

of the boundary of A”/! and almost non-negative curvature (see Lemma 8.11).

Proof. The second part of a-priori assumption (APA6) follows from assertion (b) of
Lemma 12.14 and the induction hypothesis. So, it remains to prove the bound |h|<nin-
To this end, consider a point z€Ng++]\Upecutucurs P and set t:=t(z). Our goal
will be to show |h(z)|<min. In the case t€[0,t;], we are done by a-priori assumption
(APA6) from our induction hypothesis, and the fact that Ny, \Upeccut u cugr PCNe, -

So, assume that t€ (¢, t**] and therefore xe/\f(t ]
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We now distinguish the following two cases.
Case 1. B(z,104p;(z))CN/ T =N, _.

In this case we can apply (12.42) and obtain that
eH(T_t)p§(l‘)|h(x)| = Q*(J)> < 106* = Min ()‘rcomp)3~

Since by a-priori assumption (APA2) and assumption (12.39) we have p; (x) > Arcomp and
t<tyj11<T, this implies |h(x)|<Nin-

Case 2. B(x,10Ap; (x))g N/

Let us first apply Lemma 8.19 along with a-priori assumption (APA11). We obtain
that, if

5n<(§n, )\gj\ A> ) 6b<5b()\aDcutaAaA)a

=

Ecan < 5can(>\a Dcuta A, A), Tcomp < ’FCOInp7
then P(x,104p;(x))ND=2 for all DeCut UCut”. So, by (12.40), we have

T pE ()| h(z)| = Qz) < 10Q =10 Brpyr .

By assumption (12.39), we have t<t;4+1<T. So, in order to show that |h(x)| <, it
suffices to verify the bound
p1(Z) 2 15T comp- (12.52)

To see that (12.52) holds, choose first some point y €N T with dy(x, y) <10Ap; (z).
Let XCON; T be the (spherical) boundary component of N;/** that contains y. Con-
sider the constant dg>0 from Lemma 8.11. If

5n < 5117 5can < gcan a‘nd Tcomp < Fcompa

then, by a-priori assumption (APA3) (a) and Lemma 8.12, the component ¥ has to be a

central 2-sphere of a dp-neck in M, at scale arcomp for some a€[1,2] and we must have

0.97comp < p1(Y) < 2.17comp-

By bounded curvature at bounded distance, Lemma 8.6, along with a-priori assumption

(APA2), applied at x, and assuming

€can € 5can()\a A),
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we find that pi(z)<C’p1(y) <2.1C"Tcomp for some C’'=C"(A)<oco. So
de(z,y) <10A4p; (z) < 21C" Arcomp.-

Let Y4 < oo be a constant whose value we will fix at the end of the proof. By a-priori
assumption (APA3) (c), we can pick a Arcomp-thick point z€N;,,,— in the same compo-
nent of Ny, - as X(ts4+1). By a-priori assumption (APA3) (a) and bounded curvature

at bounded distance, Lemma 8.6, applied at all points on dN;, , —, and assuming
5n < 8n7 A 2 A(Y#) and Ecan < €can (Y#)7

we obtain that d¢, (2(t), ONi,+)>Y4T  comp-
By a-priori assumption (APA2) and a distance distortion estimate, it follows that
then
de(2(1), N7 > e " Yisreomp

for some universal constant C” <oo. We can then apply Lemma 8.11, assuming that
5n < gn; Y# 2 X# ()‘7 A) and Ecan < écan(A)a

to show that p; (x)}l—loarcompkﬁrcomp. So, (12.52) holds. O
Next, we establish a-priori assumption (APAT).
LEMMA 12.17. (Verification of (APATY)) If
E>E, F>F(E), H>H(E), mn<mn(E),
v<P(E), 0,<0n, A<\, AZAE,W), A=A,
b <Ob(E, A, Deuty A, A), Ecan < Ecan (B A, Deut, W, A, ), Teomp < Teomps

then a-priori assumption (APAT) holds. In other words, for all

reNpen U D

DeCut U Cut’

for which P(z, Apy(x))ND=2 for all DeCutUCut”’, we have
Qz) < Q. (12.53)

The strategy of the proof is the following: Near the neck-like boundary of N, the
bound (12.53) is a direct consequence of assertion (c¢) of Lemma 12.14. So, it remains to

consider points that are far away from this neck-like boundary. If a relaxed bound of the
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form Q<10Q holds on a parabolic neighborhood of size comparable to L(E) around such
a point, either via a-priori assumption (APAT) or (12.40), then we can use the semi-local
maximum principle, Proposition 9.1, and a-priori assumption (APA12) to improve this
bound by a factor of %. On the other hand, points for which such a relaxed bound is
absent in such a parabolic neighborhood must be close enough to a cut, and thus even
farther from the neck-like boundary. In this case, we can guarantee a bound of the form
Q<10WQ by either (APAS8) or (12.41) on an even larger parabolic neighborhood, of
size comparable to A. The bound (12.53) then follows from the interior decay estimate,

Proposition 9.2 and a-priori assumption (APA12), for large enough A.

Proof. Let x€Njg -] \Upeccusucus and assume that P(z, Api(x))ND=2 for all
DeCutUCut’. Set t:=t(z). Our goal will be to show that Q(z)<Q. By a-priori
assumption (APAT) from our induction hypothesis, we only need to consider the case

J+1
t>t; and :UG./\/(tLtM].

Let L=L(E)<oo be the constant from Proposition 9.1. By Lemma 8.7 and a-priori

assumption (APA2), and assuming
Ecan < Ecan(L(E), A, A),

we can find a constant A'=A"(L(E), A) <oo with A’>max{A, L} such that P(z, A'p1(x))
is unscathed and

P(y,10Ap1(y)) C P(z, A'p1(z)) for all y € P(z, Lp:(x)). (12.54)
We now distinguish two cases.

Case 1. B(z, Lpi(z)) ¢ N .

The goal in this case will be to apply assertion (c) of Lemma 12.14. To do this,
we first need to bound p;(z) from above. For this purpose, choose 2'68./\/'#+1 such that
di(z,z)<Lp1(z). By a-priori assumption (APA3) (a) and Lemma 8.12, and assuming

O0n <On, Ecan <Ecan and Tcomp < Tcomp

we know that z is a center of a sufficiently precise neck UCM; at scale arcomp for
some a€(1,2] such that p1(2)<2.17comp. By bounded curvature at bounded distance,
Lemma 8.6, and assuming

8(}&1’1 < gCﬂl’l (L(E) ) ?

we therefore obtain p1(2) <Creomp for some C=C(L(E))<oo. Thus,

dy(z, a/\/t”l) <di(x,2) < CLreomp.
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We can now apply assertion (c) of Lemma 12.14, assuming
F>C(L(E))- L(E),

and obtain that Q(z)<Q.

Case 2. B(x, Lpi(z))CN/ T

We distinguish two subcases.
Case 2a. P(x, A'pi(x))ND=a for all DeCut U Cut”.

Recall that P(x, Lpy(z))CP(xz, A’p1(x)). So, by Lemma 8.18, we have

P(z,Lpi(z)) C Njg e\ U D.

DeCut U Cut”’

Using the assumption of Case 2a, (12.54), a-priori assumption (APAT) from the
induction hypothesis and (12.40), we obtain Q<10Q on P(z, Lp;(z)). By Lemma 12.16,
we have |h|<m, on P(z,Lpi(x)). If P(x,Lpi(x)) intersects the initial time-slice My,
then a-priori assumption (APA12) also implies that Q<vQ on P(z, Lp;(x))NMy. So,
by Proposition 9.1, a-priori assumption (APA2), and assuming that

E>27 H)E(E), Min gﬁlin(E)a VgD(E) and Ecan gécan(Ev/\)u

we obtain the improved estimate Q(x)<Q.
Case 2b. P(x, A'py(x))ND#@ for some DeCut U Cut’.

Applying Lemma 8.19 with Ag=A’ and a-priori assumption (APA11), and assuming

5n<5n7 )\gj\; A>A7 5b<5b()\7Dcuth/(E7A)aA),

€can < gcan()\, Dcut» Al(Ea A)7 A)a Tcomp < 'Fcomp,

we find that B(z, Api(z))CN. Recall moreover that by assumption of the lemma we
have P(z, Api(x))ND=@ for all DeCutUCut”’. Therefore, again by Lemma 8.18, we
obtain that
Ple, Ap(2)) CNps\ | D
DeCut U Cut”

By a-priori assumption (APAS8) from the induction hypothesis and (12.41), we have
Q<10WQ on P(x, Apy(z)). We will now apply Proposition 9.2 to P(z, Api(z)) in order
to improve this estimate at . To do this, observe that, by Lemma 12.16 we have |h| <miy
on P(x,Api(z)) and if P(z, Api(x)) intersects the initial time-slice My, then a-priori
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assumption (APA12) implies that Q<vQ on P(x, Ap;(x))NMy. We can therefore apply
Proposition 9.2 to P(z, Api(x)), along with a-priori assumption (APA2), assuming that

E>27 H?ﬂ(E)a nlingﬁlin(E)a V<I7(E),
A)A(an)’ 5can<§can(E7>\7W)a

and conclude that Q(x)<@Q. This finishes the proof. O
Next, we verify a-priori assumption (APAS).
LEMMA 12.18. (Verification of (APAS)) If

E>E7 H}ﬂ(E)v nlingﬁlin(E)v VgD(E)a
5\, W?W(Ea)\aDcut) A)A(E)a A>A7
6b < b()\7 Dcut7 A7 A)7 €can < f3:Can(E‘7 )\7 Dcut7 A7 A)7 Tcomp < 77cornp7

then a-priori assumption (APAR) holds. In other words, we have

Q<WQ onNoe\ | D (12.55)

DeCut U Cut’

Note that a main aspect of this lemma is that W does not depend on A. Otherwise
the inequality (12.55) would follow easily from (12.40) and (12.42). More specifically, at
points whose distance to an extension cap is bounded in terms of A, we can only use
(12.42) to obtain a bound on Q. However, the “conversion” factor between Q* and Q
at such a point depends on A. So, the bound (12.42) cannot be used directly to verify
(12.55).

The idea of the proof is the following. We may focus on the time-slab ./\f[‘;jr’tl**], since
the bound (12.55) follows from a-priori assumption (APAS8) of the induction hypothesis.
The bound (12.55) follows from (12.40) (the relaxed version of (APAT)) at points that
are far away from the cuts, i.e. at distance comparable to A. For points that are close to
the cuts, we distinguish two cases. The strategy in the first case is to deduce (12.55) from
a-priori assumption (APAS8) and its relaxed version (12.41) via the semi-local maximum
principle (Proposition 9.1). This argument only works at points that are still sufficiently
far away from the cuts, this time with separation comparable to L(E)< A. In the second
case, we consider points that are close to cuts, comparable to L(F). At these points
(12.42) (the relaxed version of (APA9)) guarantees a bound of the form Q*<10Q*. This
bound translates into a bound on ) and the conversion factor can be controlled in terms
of L(E), E, A and Dcy. So, (12.55) follows as long we choose W larger than this

conversion factor.
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Proof. Consider a point er\/["“ \Upecues D- Note that the case when

b
t:= f(l') = t!]
follows from the induction hypothesis, so we assume in the following that ¢>t;.
We distinguish the following cases.
Case 1. B(x,10Ap, (z)) g N/

Then, we can apply Lemma 8.19 along with a-priori assumption (APA11), assuming
that

5n<5n7 )\<5\7 A>A; 5b<5b(>\aDcutaA7A)a
€can & fcan(A7 Doyt A; A)7 Tcomp < Tcomp>

and obtain that P(z,10Ap;(z))ND=@ for all DeCutUCut”’. So, by (12.40), we have
Q(z)<10Q. Therefore, Q(x)<WQ, as long as

W >10.

Case 2. B(z,10Ap; (z))C N/t
Choose L=L(F) from Proposition 9.1. We distinguish two subcases.
Case 2a. P(x,Lp,(z))ND=@ for all DeCutU Cut”’.

Assume that
10A> L(E).

So, B(z, Lp1(z))CN and thus, by Lemma 8.18,

Ple L) Vi U D
DeCut U Cut”’
Let us now apply Proposition 9.1 to P(z, Lp1(x)). To do this, note that by Lemma 12.16,
a-priori assumption (APA8) from the induction hypothesis and (12.41), we know that
|h|<min and Q<K10WQ on P(z,Lpi(z)). If P(z,Lpi(z)) intersects My, then, by a-
priori assumption (APA12), we also have Q<v(@ on the intersection. Lastly, by a-priori

assumption (APA2), we have p1(2)>Arcomp. S0, assuming
E>2, H}H(E), 1/<17(E), nlingﬁlin(E) and 5can<§can(E; A),

we obtain from Proposition 9.1 that Q(z)<W @, as desired.
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Case 2b. P(x, Lpi(x))ND#@ for some DeCut U Cut”.
By a-priori assumptions (APA5) and (APA11), and assuming

6b < 6b<A; Dcut)7

we can conclude that there is a constant C'=C"(A, Dey)<oo such that p1 <C'reomp
on D. Next, by bounded curvature at bounded distance, Lemma 8.6, applied at x,

a-priori assumption (APA2), and assuming that
€Can < 5can(L(E)a )\)’
we obtain a constant C”=C"(L(FE))<oo such that
p1(2) <C"C'reomp-
Since B(z,10Ap;(x))CN !, we obtain from (12.42) that Q*(x)<10Q*. Assuming
E>3 and A<,
we can now convert this bound to a bound on Q(x) as follows:
Q(z)=p7 *(2)Q" (2) <py’~*(2)10Q"
< (C//(L(E))Cl()\, Dcut)rcomp)E_?’T]lin()\Tcomp)3
<S10PHH(C(L(E)C' (A, Deut) P10 ipin Gy
<107HH(C"(L(E))C" (A, Dew)) Q.

So, Q(z)<WQ, as long as
W>W(E,>\,Dcut)'

This finishes the proof. O
Lastly, we establish a-priori assumption (APA9).
LEMMA 12.19. (Verification of (APA9)) If
E>E, H>H, muw<in, V<V, <0, A
Newt STeuss Dent 2 Dent(A), - AZA(E,A), A=
0 < 0b(A, Deut, A, ), Ecan < Ecan(E; A, Deut; A, A), - Teomp < Feomp (V)
then a-priori assumption (APA9) holds. In other words, we have
Q" (z) < Q" =10""1iin (A\rcomp)® (12.56)

for all €N 1+ \Upecusucurr P for which B(x, Apy(x)) CNiya)--
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Let us first summarize the strategy of the proof. As in the previous proofs, the
semi-local maximum principle, Proposition 9.1, can be used to deduce (12.56) from a-
priori assumption (APA9) or its relaxed version (12.42) at points that are sufficiently
far away from the cuts and the neck-like boundary of A/. Now, consider points that are
close to the neck-like boundary, but far enough (comparably to A) from this boundary
such that the assertion does not become vacuous. At such points, we use the bound
Q<10Q from a-priori assumption (APA7) and its relaxed version (12.40) and the interior
decay estimate, Proposition 9.2, to overcome the conversion factor between @ and Q*
for sufficiently large A. Lastly, consider points that are close to a cut. At such points,
we invoke the semi-local maximum principle, Proposition 9.1 with initial condition, on
a truncated parabolic neighborhood whose initial time-slice intersects the cut. We then
use a-priori assumption (APA10) or (APA7) to deduce a very good bound for @Q* on this

initial time-slice. Proposition 9.1 then implies (12.56).

Proof. Consider a point

x € Njg i1\ U D

DeCut U Cut’

such that B(z, Ap1(z)) CNy)- and set t:=t(x). The case t<t; follows from a-priori
assumption (APA9) of the induction hypothesis. So, in the following we assume that
t>t; and therefore that B(z, Api(z))C N

Let L=L(3) be the constant from Proposition 9.1 (for E=3). Using Lemma 8.7,
a-priori assumption (APA2), and assuming that

Ecan < gcan(Lu )‘7 A)7

we can find a constant A’=A"(A)<oo with A’> A such that the parabolic neighborhood
P(x, A’p1(z)) is unscathed and such that

P(y,10Ap1(y)) C P(z, A'p1(x)) for all y e P(z, Ap1(x)). (12.57)

Let us now distinguish three cases.

Case 1. We have

P(a, A'pi(2),~(Lpr(@)’) C N\ () D

DeCut U Cut’

and P(x, A'py(x), —(Lp1(x))?) does not intersect the initial time-slice M.
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So, assuming A>L, we have

P(a, Lot () C N\ | D

DeCut U Cut”
Using (12.57), a-priori assumption (APA9), (12.42) and Lemma 12.16, we find that
Q*<10Q* and |h|< i
on P(x,Lpi(z)). Since the exponent in the definition of Q* is 3>2, if
HZ>H, nMin<Min and Ecan < Ecan(N),
we may apply the semi-local maximum principle, Proposition 9.1, to deduce that
Q" ()< Q",

which finishes the proof in this case. Note that here we have used a-priori assumption
(APA2).

Case 2. We have
B(z,A'p1(z)) Z N.

By Lemma 8.19 and a-priori assumption (APA11), and assuming that

6n<5n7 /\gj\; A>A7 ébgdb(A;DcutaA/(A)aA)a

Ecan < 5can()\a Dcut7 AI(A)v A), Tcomp < 'Fcompa

we find that
P(x,A'pi(z))ND=@ for all D€ CutU Cut”. (12.58)

So, by Lemma 8.18,
P(z, Apr(x)) C N\ | D (12.59)

DeCut U Cut’

Combining (12.58) with (12.57), we obtain that, for all y€ P(z, Ap1(z)),
P(y,104p,(y))ND=2 for all D e CutUCut’.
Therefore, by a-priori assumption (APA7) and (12.40), we obtain that

Q<10Q on P(z,Api(z)).
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Let us now convert this bound into a bound on Q*. There are two ways of doing
this. One way would be to use Lemma 8.11, as in the proof of Lemma 12.16 leading up
to (12.52) to show that p1(#)> 57comp- In the following, however, we will use a different
strategy, as it is technically easier.

Assuming

E>3

and using a-priori assumption (APA2) and (12.59), we have, on P(z, Ap1(z)),

Q* = pilsiEQ < ()\Tcomp)3_E'10@: ()\Tcomp)g_E'lo_EnlinTcE(;mp

< A7E'r]1in(Arcomp)g = IOAiEQ*

We will now apply Proposition 9.2 to Q* on P(x, Ap1(x)). To do this, observe that, by
Lemma 12.16, we have |h|<mi, on P(x, Api(x)). In addition, if P(z, Api(z)) intersects
the initial time-slice My, then by a-priori assumption (APA12) we have Q* <vQ* on the
intersection. We also have p1 () >Argomp by a-priori assumption (APA2). So, if

H>ﬁ7 Min <ﬁlin7 Vgﬂ, A}A(E,A) and 5can<<§can(E7>\)7

then we obtain that Q*(z)<Q*, as desired.

Case 3. We have
Bz, A'pi(z)) CN,

and either

Pz, A'pi(x), ~(Lpr(@)*) ¢ N\ | D

DeCut U Cut’
or P(x, A'pi(x), —(Lpi(x))?) intersects the initial time-slice M.

In the following we will use the notation
Cut! ={DeCutUCut’:DC My}
Choose jo€{1, ..., J} maximal with the property that

Pz, A'py(z), —(t—t;)) ¢ N\ | D
DeCut U Cut’
If no such jp exists, then set jo:=0. By Lemma 8.18, we have

P(z, A'pi(z), —(t—t") CNjp-)\ | D forall € (t,,1].
DeCut U Cut’
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Letting t'—t;, and using the fact that -N[O,t**] is a closed subset of M, we obtain

Pz, A'pi(z), —(t—t5,)) C N\ U D, (12.60)

DeCutiot+! U...uCut’
and either jo=0 or there is a cut Dy€Cut’® such that
P(z, A'p1(z), —(t—t;,))NDy # . (12.61)

Let
Btjo = (B(‘r7 Lpl (x)))(tjo)

In other words, By, is the initial time-slice of the parabolic neighborhood
P(aj? Lpl(w)a _<t_tj0))'

Note that, by (12.61), the perturbation h is defined everywhere on

P(a, Lpi (), —(t=1j,))\ Bty

and it can be smoothly extended to the entire parabolic neighborhood by setting h=hy; .

on By, . Similarly, we can extend Q" to the entire parabolic neighborhood

P(xa Lpl(x)v 7(t7tjo))

by setting Q*=Q7 on By, .
We will now bound Q*=Q7% on B, . Let y€By, . Then, the two cases indicated

above lead to the following three subcases.
Case 3a. We have jp=0 and therefore ye M.
In this case, by a-priori assumption (APA12), we have
Q*(y) <v@".
Case 3b. We have jo>1 and ye€Dy.
In this case, a-priori assumption (APA10) yields
Q* (y) g ncut@*~

Case 3c. We have jo>1 and y¢Dy.
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Our strategy in this case is to use the bound on Q(y) from a-priori assumption
(APA7) and translate it into a bound on @Q*(y). In order to do this, we need to ensure that
a-priori assumption (APAT7) apply at y (or slightly earlier) and that p;(y) is sufficiently
large so that the Q-bound implies a good bound on Q*.

Let Cx <00 be a constant whose value we will determined at the end of the proof.

We can now apply Lemma 8.20 and a-priori assumption (APA11), assuming
6n<5n7 Dcut>cht()\ac#)a A>A7 6bggb()\ac#yDcutaAl(A)aA)a
Ecan g gcan(>\7 Dcut7 A,(A)a A)7 Tcomp g fcomp(c’#)v
to find that
P1 (y) = C(#lrcomp

and P(y,2Ap;(y))ND=@ for all DeCut' U...uCut’®*. So, for any ¢’ €[t;,_1,1;,), suf-
ficiently close to tj,, we have P(y(t'), Api(y(t')))ND=2 for all DeCutUCut’. So, by
a-priori assumption (APA7) we have Q(y(t'))<Q. Letting ¢’ —t;, yields Q(y)<Q.
Assuming
E>4,

we obtain

Q* (y) = pﬁ_E(y)Q(y) < (C#Tcomp):SiE @
= (C#Tcomp)g_E10_E_1nlianE(J)mp < C:;I)\_310_E_17711n()\'rcomp)3 < C#il)\_3Q*~

Summarizing the results of Cases (3a)—(3c), we obtain that
Q"< (V+77cut+6;1)\73)@* on Btjo .

Similarly, as in Case (1), we can use (12.57) and (12.60) together with a-priori assumption
(APA9) and (12.42) to show that Q*<10Q* on P(z, Lp1(x), —(t—t;,)). By Lemma 12.16,
we have |h|<min on P(z,Lpi(x), —(t—t;,)). We can now apply Proposition 9.1 along

with a-priori assumption (APA2), assuming

H}ﬂ; nlingﬁlina ng/) C# >Q#()\)’

Neut < Meut,  Ecan S é:can(>\)a

to show that Q*(z)<Q*, as desired. O

We can finally finish the proof of Proposition 12.1. Lemmas 12.16-12.19 imply that

(Mo,t**]a {va-/\/'[JJrl ]}]J:h {tj7 t }']:1)

Ly tr*
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and

(CutUCutJ ¢|No t**w{(zﬁj ¢J+1| 41 ]}3-]:1)
e
satisfy (APA6)—(APA9) whenever (12.40)—(12.42) hold, up to time t**. So, by iterating
Lemma 12.15, we may choose t**=t*. Since a-priori assumption (APA6) holds for the
aforementioned comparison domain and comparison, we have |h|<mi, on N 71 So, by

assertion (d) of Lemma 12.14, we obtain that t**=t*=t;,1. So,

N ANV {32 and  (CutuCut”, ¢, {¢/}/2])
satisfy (APA1) and (APAG)-(APA9). A-priori assumptions (APA10)-(APA13) follow
from assertion (a) of Lemma 12.14. Recall that (APA2)—(APAS5) hold by the assumptions
of Proposition 12.1.

Lastly note that the auxiliary parameter F' was assumed to be large depending
only on E. So, it is straight forward to check that the assumptions of the parameters
imposed in the course of this proof all follow from (12.1). This finishes the proof of
Proposition 12.1.

13. Proofs of the main results

In this section we will combine the main results of §11 and §12 to prove the main result
of the paper, Theorem 13.1. We then prove some corollaries, including several stability
results and a uniqueness theorem, as presented in §1.3.
THEOREM 13.1. (Existence of comparison domain and comparison) If
T>0, E>E, HZ>H(E), mn<n(E),
V<E<Ta Hanlin); 6n<5n<Ta Hanlin); )\gj\(én)a
Dcap = Dcap(/\)a Neut L Peus,  Deut 2 Deut (Dcapa ncut)a
W>W<Dcut)7 A)A(W)a A>A(A)7 §b<gb(A)7
Ecan g g‘Can((sb)z Tcomp < fcomp (A)7
then the following holds.
Consider two (EcanTcomp, L' )-complete Ricci flow spacetimes M and M’ that each
satisfy the €can-canonical neighborhood assumption at scales (EcanTcomp, 1)-
Let ¢: {zeMo:p(x)>Arcomp } =M, be a diffeomorphism onto its image that satisfies
the following bounds:
1¢* 96— 90| < Min,
E|<*gl | VQ_V 10 B 17711117‘comp’
HT 3|C | < VQ* = V'loi nlin()\rcomp) .
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Assume moreover thatl the ecan-canonical neighborhood assumption holds at scales (0,1)
on the image of (.

Then, for any J=1 with JrfompgT, there is a comparison domain

<N7 {NJ }3']:17 {tj }3']:0)

and a comparison (Cut, e, {¢’ 3]=1) from M to M’ defined on this domain such that
a-priori assumptions (APA1)—(APAG) hold for the tuple of parameters

(nliny 5n7 >‘7 Dcapa Aa 5b7 Ecan; Tcomp)
and a-priori assumptions (APAT)-(APA13) hold for the tuple of parameters
(T7 E7 H7 Min, V, )‘7 Tcut Dcu‘m W7 A7 Tcomp)~

Moreover, ¢oy=dp=C|n;, -

Proof of Theorem 13.1. The theorem follows from Propositions 11.1 and 12.1 by
induction on J. Both propositions can be applied under restrictions on the parameters
that follow from the restrictions stated in the beginning of this theorem. Note that in
the first step of the induction one applies Proposition 11.1 to produce the first time slab
N1 of the comparison domain. By a-priori assumption (APA2) we have Nj C X:={z€
Mo:p(x)>ATcomp }- Assuming

A < 5\(511), Ecan < écan((sn)7

by (APA3) and Lemma 8.6 it follows that the &, 'rcomp-tubular neighborhood around
Ny is contained in X. Hence, the map ¢ from the assumptions of Theorem 13.1 satisfies
assumption (vi) of Proposition 12.1.

Note that we have simplified the restrictions on the parameters in the first part of this
theorem by omitting arguments in parameter restrictions if they have already appeared
in earlier restrictions. This simplification does not change the nature of these restrictions.
For example, since we have imposed the restriction H>H(F), we can assume without
loss of generality that H>FE. Therefore, it is not necessary to list E in the restriction

for v<v(H,min,T), as v already depends on H. O

Next, we prove Theorem 1.5. This theorem is similar to Theorem 13.1; however the
parameters associated with the a-priori assumptions have been suppressed. The proof of

Theorem 1.5 requires the following result.
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LEMMA 13.2. If

€can < Ecan and r < F;

then the following holds.

Let M be an (gcanr, T')-complete Ricci flow spacetime that satisfies the €can-canonical
neighborhood assumption at scales (cant,1). Let x€Mio 1) be a point with p(x)>r.
Then, there is a continuous path 7:[0,1]— Mo ) between x and a point in Mg such
that toy is non-increasing and such that p(vy(s))>.9r for all s€0,1].

Proof. A slightly different version of this statement, which would also be adequate
for our needs here, was proven in [KL2, Proposition 3.5]. For completeness, we provide
an alternative argument.

Set to:=t(x) and ro:=p1(x)>r. By Lemma 8.5, assuming

€can LEcan and 7 <7,

we know that x survives until time max{to—r3,0} and p1(z(¢))>.95r¢>.95r for all te
[max{to—7r2,0},t0]. So, if to<r2, then we are done. Consider now the case to>rZ. If

ro<3% and p(z(to—rd))<p(z), then we can use Lemma 8.15, assuming

<

Ecan X Ecana

to show that (My,,z(to—r3)) is close enough to (Mp.y, gBry, TBry) such that there is a
point y€M, _,2 with p(y)>p(z) and such that x(to—73) can be connected with y by a
continuous path inside M, _,2 whose image only consists of .9rg-thick points.

So, summarizing our conclusions, each z€ M) can be connected with a point
yeMio 1) by a path v:[0, 1] = Mo 7} such that toy is non-increasing and p(v(s))>.979
for all s€]0, 1], and one of the following holds:

(1) yeMo,

(2) ply)>.95p(x)>.95-4 and t(y)=t(x)—p3(x),

(3) p(y)>p(x) and t(y)=t(z)—pi(z).

Iterating this process yields a sequence of points ro=x, 1, ¥2,...€ Mg 7] such that
x; and x;41 can be connected by a path with the desired properties. It now remains to
show that this sequence terminates at some index i and that x; M. To see this, note

that by (1)—(3) the sequence of times t(z;) is non-increasing and p(z;)>r, assuming
r<.95-

Since
t(zi1) = t(wi)—pf (2:) < t(z)—1°

in cases (2) and (3), the sequence must terminate after a finite number of steps. O
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Proof of Theorem 1.5. Since we will invoke Theorem 13.1 below, in order to make
the estimates in Theorem 1.5 conform more closely with those in Theorem 13.1, it will be
convenient to prove the theorem for E replaced by %E, ¢ replaced by ¢ and gﬁ replaced
by ¢. So, we assume that ¢:U—U’ satisfies

1€* 90— g0l <e-rP([Rm|+1)"/2,
and our goal is to construct ¢: U — U’ such that
|67 95— go| < 6-rF(|[Rm|+1)"/.

We will first prove a slightly weaker version of the theorem in which we allow ecay,
to also depend on T'. We will mention how we can remove this dependence at the end of
this proof.

Fix T and E>E, where E is the constant from Theorem 13.1 and assume that £>3.
Based on these choices, fix constants H, niin, ¥, 0n, A, Deaps Neut, Deuts W, A, A, b, €can
and Teomp that satisfy the restrictions stated in Theorem 13.1. Without loss of generality,
we may assume that Feomp<1. Choose roomp =07 Feomp, Where 0<a=a(0,T, E)<1is a
constant whose value will be determined in the course of this proof.

We now verify the assumptions of Theorem 13.1. In what follows, we will be imposing
several upper bounds on the parameters o and €. The upper bounds on « will only depend
on §, T and F, and the upper bounds on & will only depend on é, T, F and a. As «
will not be chosen depending on ¢, there will be no circular dependence. At a number of
steps in the following proof, we will also assume that the constants 7y, d, and ec,, have
been chosen smaller than some universal constant.

Assuming

€ < Ecan* O”:compa

we get that M, M’ are (€canTcomp, I')-complete and satisfy the ecan-canonical neighbor-

hood assumption at scales (€canTcomp, 1). If
€ < 1A O comp,
for some universal constant ¢; >0, then
U :={zeMoy:p(x)>Areomp} CU.

So, without loss of generality, we can replace ¢ by (|y-.
Let us now verify the bounds on hg:=(*g{,—go in the assumptions of Theorem 13.1.
For this purpose note that there is a universal constant C; <oo such that

Cy o <[Rm|+1<Cipp 2.
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Now by assumption of this theorem and the fact that

[Rm|+1< Clpfz <N 222 < Cl()\afcomp)_Qr_2,

comp

on U*, we have
ol < &P (|Rm|+1)"/2 < e CF 2 (AaTeomp) ™ < 1in,

as long as
€< Cl_E/2 ()\afcomp)Enlim

Similarly, we obtain that
eHTpflhol < Cf/QeHT(|Rm|+1)_E/2|hO| < CF/QGHTfTE

<v- 1OiEilnlin(OZ"“"Fcomp)Ev

as long as
e< C'l_E/QefHT-V~107E71n1m(o¢fcomp)E
and
M7 pho| < O T (|Rm|+1) /2 |
< CEP(AToomp)? Zr3 = eHT (|Rm|+1)2/2|hy|
< C’lE/Q(/\oer_comp):g*EeHT-sTS < V~1071()\ar~77c0mp)3,
as long as

e<Cy e T .10 (AaFeomp) ©

Note that the three bounds that we have imposed on ¢ in this paragraph depend only
on §, T and FE, assuming that « can be chosen depending on these three constants.

Lastly, note by assumption of this theorem the &.,,-canonical neighborhood assump-
tion holds on the image of (.

We can therefore apply Theorem 13.1 and obtain a comparison domain
N ANTH {5} =)

and a comparison (Cut, ¢, {¢’ 3]:1) that satisfy the a-priori assumptions (APA1)—(APAG)
for the parameters

(nlina Ons A, Dcapa A, by, Ecans rcomp)

and a-priori assumptions (APA7)-(APA13) for the parameters

(T7 Ea H, Tin, V, )‘a Tlcut Dcuh VV? A7 7’comp)-
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2
comp’

Without loss of generality, we may assume that T is an integral multiple of r i.e.
t7=T; otherwise we may decrease rcomp Or increase 1" slightly.

Let now fJ\CM[O,T] be the set of Corcomp-thick points, where Co=C5(A)<oo is
a constant whose value will be determined at the end of this paragraph. We claim
that l'_/]C./\/\UDECut D. To see this, consider 20U and choose j€{1,...,J} such that
r€M(,_, ;- Then, by Lemma 8.4, if

~Lemma 8.4 —~Lemma 8.4
CB 2 Q37 02 2 ACS; Ecan < Ecan and Tcomp < Tcomp

then x survives until time ¢; and z(¢;) is Arcomp-thick. (Here, we have used the notation

=Lemma 8.4 =Lemma 8.4
€can and Tcomp

Theorem 13.1.) So, by a-priori assumption (APA3) (b), we have x(t;)€N;,, and thus
xeN. Lastly, by a-priori assumption (APA3) (e), we have ¢ D for all DeCut.
By the choice of U , we have

to avoid confusion with the upper bounds &.a,, and 7¢omp from

Rm|+1>Cpr? > Crl0y 2 =Crt eyt 2 a=2r 2

comp comp

on M[OyT]\fj. So, if

1 —1/2 —1/2
aggcl C2 Tcomp »

then |Rm|+1>4r"2>7"2+1 and therefore |Rm|>r~2 on ./\/l[oyT]\ﬁ. In the notation of
Theorem 1.5, we can now set ¢E::q§|ﬁ and [7’:2(/)((7).

We now need to verify the upper bound on |¢*g’—g| on U, in the notation of The-
orem 1.5. To this end, note that by a-priori assumption (APAS8) we have

Bl < e T=9pr B 1075 i (1 Teomp)
<

C’lE/2(|Rm|+1)E/2W17hnaE7’EFE <0-(|Rm|+1)E/2pF

comp X

as long as
- - —1/E_
o <(51/1501 12y 1/E77hnl/ Feomp-

We now show that |[Rm|>7"2 on ME07T]\I7’ for sufficiently small o and ¢ if we
additionally assume that [Rm|>(er)™2 on M{\U’. To see this, assume |Rm|(z’)<r 2
for some a:’eMEQT]\ﬁ’. So, p(x’))%C’l—l/Z
that €can is smaller than some universal constant, to find a continuous path ~v:[0,1]—
MEQT] between z’ and a point y’ € M} such that p(y(s))>Cy; 'r for all s€[0,1], where

r. We can now apply Lemma 13.2, assuming

Cj3 is some universal constant, and t'o~ is non-increasing. On the other hand, we have
p1<C2Rm|~1/2<C2er on MY\U'. So, if

e<cy Ve,
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then 3 €U’. Set y:=¢(v/).

Our next goal is to show that y’eﬁ{). To see this, we will argue that p(y)>Carcomp-
By Lemma 8.4, and assuming that e.,, is smaller than some universal constant, we can
find a universal constant co >0 such that p>%C§1r on B(y',car). So, as in the last

paragraph, we obtain that B(y’, cor)CU’, assuming
1 ~—1/2 ~—1
15 < §C1 CS .

If p(y') <1, then we can use the £.,,-canonical neighborhood assumption at y’ to deduce
bounds on higher curvature derivatives on B(y’, cor) (as in Lemma 8.1), assuming that
€can 1 smaller than some universal constant. On the other hand, if p(y')>1, then we ob-
tain an improved bound of the form p>c3 on B(y’, cor) for some universal constant ¢z >0
(via Lemma 8.6). So, using Lemma 8.8, applied similarly as in the proof of Lemma 8.9,
we obtain a universal constant c4>0 such that p(y)>cyr, assuming that Miy,, €can and «

are smaller than some universal constant. So, if
—1
(e g Cq CQ )

then p(y)>Carcomp and therefore, by construction of U , we have ye(/jo. It follows that
y'=o(y)€U;. ~ ~

Choose sp€[0, 1] minimal with the property that v((sg,1])CU’. As yeU’, we know
that so<1, and since U’ is open and 2/¢U’, we obtain y(so)¢U’. For any s€(so, 1], we
have ¢*1(7(S))63CN. So, by Lemma 8.9, and assuming that 7., On, €can and a were

chosen smaller than some universal constant, we obtain

p1(¢1(v(s))) = Capp1(7(s)) > Cgpy - C3 7

Therefore, if
a<5CspCy 'G5,
then
p(¢~ 1 (7(s))) > 2CaTcomp-

Using Lemma 8.4, Proposition A.10 and the uniform lower bounds on the scales of ~(s)
and ¢~ 1(7(s)), we obtain that z:=lim, »5, ¢ 1 (7(s)) exists. It follows that

P(Z) 2 26'27’(:omp .

So, z€U and thus ~(sg)=¢(z)€U’, contradicting the choice of sg.
This finishes the proof of the theorem if we allow £c., to depend on T'. To see that

Ecan Can even be chosen independently of T', we revert back to the notation used in the
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theorem, and we construct ¢ successively on time-intervals of the form [0, 1], [1,2], etc.
More specifically, given E>E set €can:=¢€can(1, E) (i.e. the value in the weaker version of
the theorem for T'=1). Now assume that 6>0 and T'<oo are given and assume without
loss of generality that T is an integer. Set inductively £9:=9 and

g;:=min{e(g;_1,1, E),e;-1,1},
where ¢(-,1,F) is as in the statement of the weaker version of the theorem in the
T=1 case, as well as ro:=r and r;:=g;7;_1, for i=1,...,T. Assume now that |[Rm|>
(61...err)2=(errr_1)~% on M\U (and possibly also on M{\U’) and

6" 96— 90l <er-r7®(|[Rm[+1)®
We can then apply the weaker version of the theorem for r=rp_; and d=cpr_; to find a
sequence of subsets U CM(i—1,4 and U CM[I 1, , and diffeomorphisms ng ﬁi—ﬂz’ such
that

|6;9'—gl <er—i-r3Z;(IRm|+1)"

and |Rm)| >rT , on M[l 1, (and possibly also on M[;_q \U ) for i=1,...,T. Moreover,
qbl 17¢1 on U 1ﬂU CM,;. Then, gb can be constructed by combmlng the diffeomor-
phisms ¢1, e (bT on the open subset

(UL N Mo 1)U(U1NT2) U (TN M (1 2))U(02nTs)U... U (OrNM 1 77)-
This finishes the proof. O

Proof of Theorem 1.3. The theorem is a consequence of Theorem 1.5. To see this,

assume 0<1, choose E:=F and consider the constants
1
€can = Ecan(E) and e=e (?)E(S’ T, E)

from Theorem 1.5. Set &’ :=min{0%F¢, d¢, ccan} and r:=4.

We claim that Theorem 1.3 holds for e=¢’. By the assumption of this theorem, we
have

10" gh—g0| <&’ <e-6*F <e-r?P(|[Rm[+1)"
We also have |Rm|>¢’ 2> (er) =2 on Mo\U. So, Theorem 1.5 can be applied and yields
the existence of a time-preserving diffeomorphism ¢?: U — U’ such that q3:¢ on UNU and
. 1
[6°9'~ gl < 356-0 ([Rm|+1)" <3, (13.1)
on UN{|Rm| <262} and |[Rm|>6"2 on M[O’T}\ﬁ. We can now replace U by
Un{|Rm| <252}

and then replace U’ by ¢(U). Then, (13.1) holds on all of U and we still have [Rm|>§~2
on M[07T] \fj O
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Proof of Addendum to Theorem 1.3. The bounds on the higher derivatives follow
from Lemma A.2, combined with Lemma 8.4 and Shi’s estimates, since Qg*g’—g satisfies
that Ricci-DeTurck equation. O

We now apply the stability theorem, Theorem 1.5, to prove Theorem 1.1, which
asserts the uniqueness of the Ricci flow spacetimes with a given initial condition, under
completeness and canonical neighborhood assumptions.

The idea of the proof is as follows. We first apply Theorem 1.5 to produce a sequence
of maps éi:Ui—H\/lEO’T] such that J, Us=M{[o ) and |p*g' —g|<8;—0. We then show
that the ¢;s converge locally smoothly to the desired diffeomorphism ¢. To do this, we
appeal to the drift bound in Proposition A.10 to propagate the region of convergence
over time, and we use uniqueness of isometries of Riemannian manifolds to propagate

the convergence within time-slices.

Proof of Theorem 1.1. We will prove the theorem in the case T'<oo. The case T=00
follows by letting T'—o00. Choose E and €can:=€can(£) according to Theorem 1.5. Also,
by parabolic rescaling, we may assume without loss of generality that r=1.

By Theorem 1.5, we can find a sequence of open subsets Uy CU2C...C Mg 7} such
that

oo
U Ui=Mpm
i=1
and a sequence of time-preserving diffeomorphisms onto their images (;ASz U; %MEO,T] that

satisfy the harmonic map heat flow equation, such that

¢i U;NMyg :¢) U;,NMy>s t’o(ﬁi:t
and
|69’ —g| <8 —0. (13.2)
Let Y be the set of points z€ Mg 1) such that the pointwise limit
Poo(x) = lim ¢;(z)
1—00
exists. Let

X ={xe M :B(z,r)CY for some r >0},

so X is the set of points z€ Mg ] that belong to relative interior of Y NMy(,) in My(,).
Recall that X;=XNM; for t>0. Our main goal is to show that X=M/ 1) and that
the pointwise limit gﬁoo is smooth, preserves the metric, and time vector field. Obviously,
Xo=Yy=My, since q@i:gb on U;NMy.
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CrLam 13.3. For every t€[0,T], the following statements hold:
(a) doo|x,— M, is a smooth isometric immersion.

(b) X is a union of connected components of M.

(¢) For all z€Xy, p(doo(z))=p(z).

Proof. Suppose that t€[0,7] and z is in the closure of X;. Choose 79>0 such
that B(z,6rg) is compact, and pick 2€B(z,79)NX;. Hence, we have that B(z,5rq)
is compact and z€ B(z,79). There is a sequence L;—1 such that for large ¢ we have
B(TMO)C U;, and L;lgg(ﬁ;‘g'gLig on m. An elementary Riemannian geometry
argument gives, for large i, that ¢;(B(z, 5r0)) D B(¢;(x), 4ro) and the restriction of ¢; to
B(z, 1) is L;-bilipschitz with respect to the Riemannian distance functions on M; and
M. Since ¢;(x) = doo (), for large i we have

$i(B(x,70)) C B(¢i(x),2r0) C B(doo (), 3r0) C B(hi(), 4r0) C bi( B(x, 5r0)),
and therefore B(¢oo (), 3r0) is compact.
Put B:=B(x,19). Suppose that {(M B} does not converge pointwise. Then, by the

Arzela-Ascoli theorem, the sequence {QA51| g} has two distinct subsequential limits
¥, 9" B— M,

and since L;—1, both maps preserve the distance functions on M and M’. Hence, 1) and
1)’ are smooth Riemannian isometries. They agree on a neighborhood of z in X, because
x€X, and since B is connected, they must coincide, contradicting #’. Thus BC Xy,
and the pointwise limit QZA)OO is a smooth Riemannian isometry on B. This shows that the
closure of X, is open, which implies assertion (b). Our proof also implies assertion (a),

which implies assertion (c). O

CLAIM 13.4. There is a universal constant ¢>0 such that, for every x€Y;=Y NM,
and T,:=cp3(x), the following holds for all t' € [t—T7,,t+7,]N[0,T]:

(a) x survives until t', and z(t')€Y.

(b) Goo(@) survives until ', and (oo ())(#')= oo (z(t)).

Proof. The claim follows from Proposition A.10 via a continuity argument. Let
r€X;, and set x'::(ﬁoo(x).

Using Claim 13.3 (¢) and Lemma 8.4, assuming that e¢,y, is smaller than some univer-
sal constant, we can find a universal constant ¢>0 such that, for ro:=c'/2p; (z), the fol-
lowing holds: For all >0 with |t—t¢| <72 the parabolic neighborhoods P(z(ty), o, 2r3)
and P(x'(to), 10070, 2r3) are unscathed and [Rm|<r;? on both. By compactness, we

moreover find a constant 1< A, <oo, which may depend on x, such that

V™ Rm| < Amro_Q_m for m=0,1,...,3
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on both parabolic neighborhoods. Moreover, lengths of curves inside these parabolic
neighborhoods are distorted by at most a factor of 2 under the Ricci flow.

For each 7 choose tii minimal and tjﬂ- maximal, with Ogti,igtgt* <T and

IS
[t =t <75,

such that dy, (¢ (z(to)), (¢i(x))(te)) <ro for all toe (t*

-,

t ;). Since z€Y;, we have

di(¢i(z),2") <ro
for large i. So, by the length distortion bound on P(z/(to), 100rq, 2r2), we have
dio (s (1)) (t0), 2 (t0)) < 470

for all toe(t* ;,t] and t'€[to,t} ;) if i is large (we use the convention [t,t)=(t,t]={t}
here). By (13.2) and the distance distortion bounds on

P(z(tg),r0,2r3) and P(x'(to),100rq, 2r3),
we therefore obtain that, for large ¢ and to€(¢* ;,],
$i(P(x(to), 0, 15 ;—t0)) C P2’ (to), 100rg, 2r3).
We can therefore apply Proposition A.10 for
M = B(z(to),r0), M'=DB(2'(tg),100r), r=7r9 and A=A,,
along with (13.2) to find that there is a sequence e;—0 such that, for large i, we have
diy (($i(2()))(t0), (di(2))(t)) eirg
for all toe(t* ;,t] and t'€[t,¢% ;). By the distance distortion bound on
P(2/(to),100r¢, 2r)

this implies that
dy (i (x(t)), ($:(2)) (') < 2eimg (13.3)

for all such ¢y and t’. The bound (13.3) implies that for large ¢ we have ti)i:t—r% or
t* ;=0 and % ;=t+r§ or t* ;=T due to their minimal and maximal choice. So, (13.3)

implies assertions (a) and (b). O
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Cramv 13.5. (a) X is (relatively) open and closed in My 1.
(b) boo is smooth, and (Goo)s(8) =0y .
(c) X=Mo.1)-

Proof. Suppose z€ M; and z belongs to the closure of X. For r>0 sufficiently
small, by Claim 13.3 (b), there exists t'€[t—r?,t+72]N[0,T] such that (B(z,r))(t) is
contained in X. Shrinking r if necessary, we may assume that, for all z€(B(z,r))(t'),
we have 7,>2r?, where 7, is as in Claim 13.4. Thus, by Claim 13.4 (a), we conclude
that (B(x,7))(f)C X for all t€[t—r2 t+r?]N[0,T]. This implies that the closure of X in
Mo 17 is open, which implies assertion (a).

By Claim 13.4 (b), it follows that boo locally commutes with the flows of the time
vector fields ¢ and dy on M and M’ respectively. Combining this with assertion (a)
of Claim 13.3, we obtain assertion (b). By assertion (a), it follows that X is a union of
connected components of Mg 7j. Assertion (c) now follows from Lemma 13.2, assuming

that ecan is smaller than some universal constant, and the fact that MyC X. O

By Claim 13.5, we have constructed a smooth map QASOO: Mo,1 %M{Oﬂ such that
059 =9, boolmo =6 (9oo):0 =0y and togoo=t. (13.4)

We now claim that the map QASOO is uniquely characterized by (13.4). To see this,
consider two such maps ngSOO and q[A)go As both maps satisfy the harmonic map heat
flow equation, we can apply the conclusions of our proof to up to this point to the
sequences U; =Mq 77, (;Aﬁgi,lzgzgoo and (;Abgi:qg’oo. It follows that qASZ converges pointwise,
and therefore we must have qgoo:qg’oo as asserted.

It remains to show that gZ;oo is bijective. To see this, we can interchange the roles of

M and M’ and apply our discussion to obtain a map Q/AJOO: MEO 7] —Mo,7) such that
@[;;og:g/a 1/300|M{):1/)::¢717 (szoo)*at’:at and Jt07/;00:{/-
Now consider the composition a::d;oooqgoo such that
a*g=g, a|m,=1dm,, @0=9 and tea=t,
By the uniqueness property, as discussed in the previous paragraph (for M=M’), we

obtain that z/zooog?)oo:a:idM[oyT]. Similarly, we obtain that éooou}m:idwo . This
shows that qgoo is bijective, finishing the proof. O
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Appendix A. Ricci-DeTurck flow and harmonic map heat flow

In this section we discuss the main estimates for harmonic map heat flow and Ricci—
DeTurck flow that will be needed in the paper. While the general methodology is fairly
standard, we were unable to find suitable references in the general PDE literature for

these results.

A.1. The main equations

In this subsection we derive the general equations for harmonic map heat flow with time
dependent metrics on the source and target, and the associated Ricci-DeTurck flow.
Most of the ideas presented in this subsection go back to DeTurck [DT] and Hamilton
[Had].

Consider two n-dimensional manifolds M and M’, each equipped with a smooth fam-
ily of Riemannian metrics (g¢)¢ejo,7] and (g;)iefo, 7). Let moreover (x¢)iefo,7, X2 M'— M

be a smooth family of maps.

Definition A.1. We say that the family (x¢)c[o,7] moves by harmonic map heat flow
between (M',g;) and (M, g;) if the family satisfies the following evolution equation:

n

Dixe = Dgp g Xt = D (VI oydxi(er) —dxi(Vies)), (A.1)
i=1
where {e;}1, is a local frame field on M’ that is orthonormal with respect to g;.
Assume now for the remainder of this subsection that all the maps x; are diffeomor-

phisms and consider their inverses x; 1 Let

he=(xi ') 90— gt (A.2)
be the associated perturbation. The pullback (x; ) g,=g:+hy evolves by the following

equation

A0 ) 90) = (s 1) 0egi =L,y o1 (X
=(x; )" (Brgp+2Ric(9)) —20x; 1) * Ric(gy) =Ly, pr 1 (1) *91)
(xi )" (Degi+2Ric(g;)) =2 Ric(ge+he) =Ly, oy (ge+he)
=(x¢ )" (D9, +2Ric(g;)) —2 Ric(g,) + X,

where X; can be expressed as follows (in the following identity, covariant derivatives and

—1 *

(i )"91)

(A.3)

curvature quantities are taken with respect to g; and the time-index ¢ is suppressed)
Xij = (g+h)* (nghiﬂ' TR hug+ Ry hug— Ripg T — Ry hini)
— 3 (g+h)P(g+h)" (= Vihpu Vihgs =2V uhipVghijy
+2V o, hipVohjg+2Vphiu Vg +2V ik, V gy
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We will now use (A.3) to derive an evolution equation for h;. First observe that

Ohe =0u((xy ") 91) — Or1-

Similarly as in Uhlenbeck’s trick, we define (we will suppress the time-index again wher-

ever it interferes with the index notation)
(Vo he)ij = (Oehe)ij — 59" (hp;Orgai +hipOra;)-
Then,

(Vo,hi)ij = ((xi ') (9egi+2Ric(g})))ij — (Bege +2 Ric(gr))is
— 59" (hpjOrgqi+hipdige;) +Xij
=((x: 1)*(Degi+2Ric(91)))ij — (Brg:+2 Ric(ge)) 5
— 39" (Orgi+2 Ric(g4))pitig; — 597 (Drge+2 Ric(ge) ) pihig+Yij

where

yij = Xij +gpq RiCip hqj +gpq Riij hqz

= (90" (Voghis+ Ryis" hug + Ry hug)
+(g" = (g+1)") (Ripg“ huj+ Rjpg i)

—3(g+R)"(g+h)" (=VihpuV jhgu—2VuhipV ghjo
+2Vuh¢pvvhjq+2Vphivvthu+2Vihpuvthv).
In the following, we will focus on the case in which h; is small and in which the

families of metrics (g¢)¢cjo, 7] and (g;)ieo,7) almost satisfy the Ricci flow equation in the

following sense. For parameters 0<7<0.1 and 6 >0 we assume that, for all t€[0, T,

—ng: < hy <ngt

and
—8g, <09, +2Ric(g;) <dg; and  —dg; < Opgi+2 Ric(g) < gy (A.5)
If we now multiply (A.4) by 2¢g°“g’?h,,, then we obtain that, for some dimensional
constant Cy< o0,
Oulh[? < (g+h) IV | =2(g+h)7 gP1g" "V ihyu ¥V jhgo
+Co6-|h|+Co|Rmy|-|h|*+Co|h|-|VR|?.
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We will later consider the case n<min{0.1,C;'}. Note that then
O |h|* < (g+h)I NV |h|>+Cod-|h|+Co[Rmy|-[h[>. (A.6)
Next, let us consider the case in which (g¢)iefo,r) and (g;)¢ejo,r] both satisfy the
(exact) Ricci flow equation. Then, (A.3) implies the Ricci-DeTurck equation for the
pullback metric g;+hi=(x; *)*gs:
O¢(gi+he) =—2 Ric(gt+ht)—£xgt (ge+ho) (gt +De),
where the vector field X, (g:+hy) is defined by
n
Xo(g) =Dy gidpr = (VIei=V e;), (A.7)
i=1
for a local frame {e;}? ; that is orthonormal with respect to ¢g*. Note that

X, (ge+he) = Bixeox; (A.8)

From an analytical point of view, (A.4) implies that the Ricci-DeTurck equation
can be expressed as follows in terms of the perturbations h; (also referred to as the

Ricci—DeTurck perturbation equation here):
Vouhi = Ay, hy+2 Ry, (h)+Qy [y (A.9)
Here the expression on the left-hand side now denotes the conventional Uhlenbeck trick:
(Vo he)ig = (Oche)ij+ gt ((he)p; Ricgs +(he)ip Ricg;).
Moreover,
(Rmy, (he))ij = quRpijuhqu
and Qy, [hy]=04 [h], where
(Q5)hel)ig = (g +ah)P?—g") (Vaghij+ Ry Bug+ Ry ug)
-‘r(lgpq—(g-‘rah)pq)(quu uj +ijquhlu) (Alo)
— Lalg+ah)™ (g+ah)" (=Y V gy =2V hipV gy
+2V o hipVohjq+2Vphiu Vihgu +2Vihp, Vghiy ).
In this paper, we also consider the rescaled Ricci—DeTurck equation for perturbations of

the form hy:=a~1hy (we will be interested in the case a<1 mostly):
Vo, he = Ag, hy+2Rimg, (hy)+ Q%) [y). (A.11)

Note that Q®[h]=0. So, for a—0, the equation (A.11) converges to the linearized
Ricci-DeTurck equation
Vo, hi = Ag, hi+2Rmy, (hy). (A.12)
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A.2. Local derivative estimates

In the following, we will derive local bounds on derivatives of the Ricci-DeTurck equation
and the harmonic map heat flow equation. Let us first consider the Ricci-DeTurck

perturbation equation. We obtain the following local derivative bounds.

LeEMMA A.2. (Local derivative estimates for Ricci-DeTurck flow) For any m,n>1
there are constants Mm=nm(n)>0 and Cp,=Cp(n)<oo such that the following holds.

Consider a Ricci flow (gt)ieo,r2) on an n-dimensional manifold M. Let pe M be
a point, >0 and assume that the time-zero ball B(p,0,7)CM is relatively compact and
that |Vm/Rm|<r’2*m/ on B(p,0,7)x[0,72] for all m'=0,...,m+2.

Consider a solution (ht)epo,r2) on (M, (g¢)tejo,r2)) to the Ricci-DeTurck perturbation
equation (A.9). Then, the following holds:

(a) If

H:= sup |ht|gt < N,
B(z,0,r)x[0,r2]

then
V™ hylg, < Con HE™ /2

on B(p,0,37) x(0,7%] for all m'=1,...,m.
(b) If
Hy:= sup |hilg, + max sup ™ [V™ hylg, < im,
B(2,0,r)x[0,r2] 9 o<m/<m+1 B(z,0,r) .
then
V™ hilg, < ConHor ™™

on B(p,0,37) x[0,7%] for all m'=1,...,m.

Proof. This follows directly from [Bal, Proposition 2.5], [Apl, Lemma 4.4] and
(A.9). O

Next, we discuss similar local derivative bounds for the harmonic map heat flow.
To this end, consider families of metrics (g¢)jo,71 on M and (g;)o,7] on M’ and a so-
lution (x: M'— M ).cpo,r) to the harmonic map heat flow equation (A.1) between M’
and M. Choose local coordinates (z!,...,2") on UCM and (y*,...,y™) on VCM’ such
that x;(V)CU for all t€[0, T]. Express the families of metric (g;).c[0,r) on U and (g1)0,7]
on V as

gt = Gtij da'de’  and 9= gé,ij dy'dy’ .
The maps x; can be expressed on V as an n-tuple of functions

(X%(ylﬂ “"yn), e X?(y:l? "'7yn))
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and the harmonic map heat flow equation takes the form (we again suppress the t-index)

k ! k
atxk :g/ij 62X __ rij 1 uv 239;u _ agl] aX
Yyt oyI oyl Oy* ) Oy?
g Ox* OXY (. 0gu  OGus
rig3 kKl 1 L : (2 _
+9"7g" (X5 X )Byl 8yJ( 900 Dl

Using this notation, we can now state the following local regularity result.

LEMMA A.3. (Local gradient bounds for harmonic map heat flow) For any m,n>1
and A<oo there are constants apm=am,(A,n) and Cp=Cp(A,n)<oo such that the fol-
lowing holds.

Choose r>0 such that r2<T and peV. Assume that the Euclidean ball B(q,r)CV

is relatively compact and that, on U x[0,72] and V x[0,7?%], we have
1070, (g1 —0ij)| S comr ™™ 72 and. 0™ 0} (g5 —0i)| < gy T

for all 0<my+2ma<m+1 (here O™ denotes spatial derivatives). Assume moreover
that there is a peU such that x:(B(q,r))CB(p, Ar) for all te[0,r?].
Then, the following holds:
(a) We have
™92y k| < Ot~ (Mt 2me—1)/2, (A.13)

on B(q, %'r) % (0,72] for all 0<my+2my<m.
(b) If moreover for all 0<my<m+1 we have

0™\ F| < Arl =™ on B(p,r)x{0}
(for t=0), then we even have
|am1 anzxkl < Cmr—(m1+2m2—1)

on B(q, 37) x[0,7%] for all 0<my+2my<m.

Proof. Without loss of generality, we may assume via parabolic rescaling and trans-
lating that r=1 and p=¢=0. The constant a.,, will be chosen in the course of this proof.
We will always assume that o, <0.1.

Let >0 be a constant whose value we determine in the course of this proof. Set

XF:=pB-x¥. Then, Y satisfies an equation of the form

X =9 OLX+ (" 2 ) xOXH a7 fo(ah s a™, BTIXY L BTIXT 1) #OX*OX,
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where f; and f5 are functions with
|00 fi] < C(m,n) (A.14)

on B(p,0,1)x][0,1] for all 0<my+2mo<m (note that fo has 2n spatial components).
Assume for the remainder of the proof that v, <B8™t!. Then,

f3(.’E1, "'7xn7 217 ) Znut) ::amﬂ_lfQ(xla "'7xn7ﬁ_lzlv ~~~75_1znvt)

also satisfies a bound of the form (A.14).
Next, note that
IX|<BA on B(p,0,1)x][0,¢0].
So, if § is chosen small, depending on A, m and n, then we can again use [Bal, Propo-
| on B(p,0,3)x(0,1] that
depend only on A, m and n. These bounds imply (A.13). For assertion (b) we can use
[Apl, Lemma 4.4]. O

sition 2.5] in assertion (a) to derive bounds for |0™19;"? ij

Using this local gradient estimate, we can now prove the following drift bound.

LEMMA A.4. (Drift bound in local coordinates) For every n>1 and A<oo there are
constants T=7(A,n), a=a(A,n)>0 and C=C(A,n)<oco such that the following holds.

Let 7>0 and let (gt)icjo, ) and (gt )iefo,r2) be smooth families of Riemannian metrics
on n-dimensional manifolds M and M'. Assume that (xt)iejo,r2) i5 a solution to the
harmonic map heat flow equation (A.1) with the property that x; is A-Lipschitz for all
telo,r?].

Let ge M’ and p:=xo(q)€M. Assume that we have the bounds

V™ Rm(g,)|,|[V™ Rm(g))| <ar ™™  for m=0,...,3

and
IV 0rgt|, [V Org)| < ar™ ™™ for m=0,1

on B(p,0,7)x[0,72] and B(q,0,7)x[0,7%]. Assume also that B(p,0,r) and B(q,0,7r)
are relatively compact in M and M', respectively.
Then, do(x:(q),p) <Ct'/? for all t€[0,r?].

Proof. Without loss of generality, we may assume that r=1. Choose t*€]0, 1] max-
imal with the property that do(Xt(q),p)Sflo for all t€[0,t*]. Obviously, t*>0. In the
following we will find a lower bound on t* in terms of A and n.

Assuming « to be sufficiently small, we can use the A-Lipschitz bound on y; to

conclude that we have, for all t€[0, t*],

xt(B(q,0,(24)~1)) C B(p,0,1) C U.
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We will now apply Lemma A.3 for r:r*::%(QA)’l. To do this, consider the expo-
nential map
expy o TyM' D B(0,7") — B(q,0,7") C M’

based at g with respect to the metric gy. Then, the family of pullback metrics (exp, gé)* g4
on B(0,r*) satisfies a bound of the form (A.13), for r=r* and « replaced by C(A,n)a.
A similar bound holds for the family of pullback (exp,, , )*g: on B(0,1). The family of
maps

xtoexp, o B(0,r") — B(p,0,1)

can be lifted to a family of maps
%t: B(Oa T*) — B(Ov 1)

with x¢oexp, . =exp, o X+ and Xo(0)=0.
We can now apply Lemma A.3 for y; and assuming that « is sufficiently small, and
obtain that
|0pxe| < CTE Y2

for some C'=C"(A,n)<oco. Integrating this bound yields

do(x¢(q),p)) < do(X:(0),0) < Ct'/?

for all t€]0,t*], where C=C(A4,n)<oo.
Set 7:=min{(100C)~2,1}. If t*<7, then dy(x:(q),p)) <1 for all t€[0,¢*], in con-
tradiction to the maximal choice of t*. So, t*>7, which finishes the proof. O

A.3. Short-time existence

In this subsection, we prove our main short-time existence result, Proposition A.9, for
the harmonic map heat flow. The main technical challenges come from the fact that we
will work in the non-compact setting and that the background metrics on domain and
target are time-dependent and may not strictly satisfy the Ricci flow equation.

We first derive the following bound for solutions of the harmonic map heat flow,

which is a consequence of (A.6).

LEMMA A.5. For every n>1 there exists a constant 7, >0 such that, for any 0<ny <
m < and 0<§,C<oo, there is a constant T=7(ng,n1, 9, C,n)>0 such that the following
holds.

Consider smooth families of metrics (gt)ieo,r) and (g;)icjo,r) on n-dimensional
manifolds M and M' such that (A.5) holds. Assume moreover that (M, g¢) and (M’ g})
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are complete and |[Rm(g:)|, [ Rm(g;)|<C for all t€[0,T] and that |V9:dyg| is uniformly
bounded on M x[0,T] (by some constant that may be independent of C').

Let (xt)tejo,r) be a smooth family of diffeomorphisms between M' and M moving
by harmonic map heat flow (A1) and set hy:=(x; *)*gs—g:. Assume that |ho|<no and
that |0;he| <C't=/2 on M x(0,T] for some finite constant C'.

Then, for all t€[0, min{7, T}], we have |hy|<mn.

Note that in this lemma the constants 7y, 171 and d can be chosen independently
of C.

Proof. By (A.6) we have
O[> < (g+h)IVE AP +C36° +|h[*+CoC-|h|?,

as long as |h| <7, for some universal 7,, >0. So, by the weak maximum principle applied
to (A.6), we obtain

C35?
|ht|2 < 7]86(000+1)t+ 0 (G(COCJrl)t_l).

CoC+1

Note that for the application of the weak maximum principle we need to use the fact that
Orgy and |V9t0,g| are uniformly bounded on M x [0,T]. The bound on the first quantity
follows from (A.5) and the curvature bound and the second quantity is bounded by
assumption.

The lemma now follows immediately by a continuity argument. Observe here that
the condition |h:| <7, always holds on a slightly larger time-interval than the condition
|h¢|<m1, due to the bound on |9;hs| and the fact that C’t~'/? is integrable. O

We first discuss the existence theory of the harmonic map heat flow in the case
in which the domain M’ is compact and we will derive a lower bound on the time of

existence.

LEMMA A.6. (Short-time existence of harmonic map heat flow, compact case) For
every nz1 and C<oo there are constants T=7(C,n)>0 and C*=C*(C,n)<occ such
that the following holds.

Let (gi)tejo,r) and (gi)icjo,r) be two smooth families of Riemannian metrics on n-
dimensional manifolds M and M’ and X: M'— M a smooth map such that

(1) (M, go) is complete and M’ is compact.

(i) We have [Vg Rm(gq)|, [V Rm(gy)|, [V 0egel, |V’;§8tgé\<0 on M and M’ for
all t€]0,T] and m=0,...,3.

(iii) x is C-Lipschitz.
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Then, the harmonic map heat flow equation

Oixt =Dyl g Xtr  X0=X, (A.15)

has a smooth solution on the time-interval [0, min{7,T}) and x; is C*-Lipschitz for all
te[0, min{r, T}].

Proof. By standard parabolic theory, we find that (A.15) has a solution (x¢)¢cjo,7+)
for some maximal 0<T*<T. If T*<T, then this solution does not extend smoothly
until time T'. Tt remains to deduce a lower bound on 7™ and a Lipschitz bound that only
depend on C|n.

As explained in [BB], the norm of the differential

dx; € C®°(M'; T*M' @x;TM)
satisfies an evolution inequality of the form

Oeldxe|* < Agy|dxe|* + 0 g xdxe#dxs +Ric(gp) xdx e +dxq
+O0rgexdx s xdx e +Rm(ge) xdx e xdx s+ dxexdx:.

So, for some C'=C"(C,n)<oo we have
Orldx:|* < Agg|dXt\2+C'/|dXt|2+C/|dXt|4~

So, using assumption (iii) and the weak maximum principle, we can find constants
7=7(C,n)>0 and C”"=C"(C,n)<oo such that |dx;|><C” for all t€[0, min{7,T*}). So,
Xt remains C*-Lipschitz for all ¢€[0, min{r,T*}) for some C*=C*(C,n)<oo.

We can now use Lemma A.4, followed by Lemma A.3, to derive bounds on higher
derivative of x; that are independent of ¢. This shows that x; extends smoothly to time
min{7, T*}. We therefore obtain a contradiction to the maximality of T* in the case in
which T* <min{r, T'}. O

Next, we remove the compactness assumption on M’ but assume that the injectivity

radius of M’ is positive.

LEMMA A.7. (Short-time existence of harmonic map heat flow, non-compact case,
positive injectivity radius) Lemma A.6 continues to hold if we modify the assumptions
by replacing (1) and (ii) by the following conditions:

(i") (M, go) and (M', g{) are complete,

(it') [Vg Rm(ge)l, [V Rm(g£)|,|V;’;5‘tgt|,|vgzatg£|<0 on M and M’ for all te
[0,T] and m=0,...,7,
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and if we assume in addition that
(iv') The injectivity radius of (M, go) and (M, g()) is uniformly bounded from below

by a positive constant.

Proof. We will reduce the non-compact case to the compact case via a standard
doubling construction. By [CG] we can find a sequence N\ e N e...e M’ of domains
with smooth boundary such that |J°, Int N®=M" and such that the second funda-
mental form of AN is bounded by some constant C’=C"(C,n)<oo. Let M’ be the
manifold that arises by identifying two copies of N along their boundary and define
X: M'® — M to be equal to Y|y on each copy of N, By a smoothing construction,
and using assumption (iv’), we can find families of metrics (gi(i))te[o,T] on M'® that
agree with ¢() away from a 1-tubular neighborhood of N ® and such that the bounds
in assumption (ii’) continue to hold for all m=0,...,3. Moreover, by modifying ¥ in a
1-tubular neighborhood of N we can construct maps ¥’ (V: M’ — M that are C”'-
Lipschitz, for some C” <oo that is independent of 7. Note that C” may, however, depend
on the injectivity radius bound in assumption (iv’).

Using Lemma A.6, we can evolve x’ (¥) by the harmonic map heat flow to some family
(X; (i))te[O,T*] for some T >0 that is independent of 7, but may depend on the injectivity
radius bound in assumption (iv’). Moreover, the maps X;(i) are C'*-Lipschitz for some
uniform C’"* <oo.

Using Lemmas A.4 and A.3, we obtain uniform local derivative bounds on the fami-
lies (X;(i))te[O,T*]~ So, after passing to a subsequence, these families converge to a solution
Xt:M'— M of the harmonic map heat flow on the time-interval [0, T%].

By the same maximum principle argument as used in the proof of Lemma A.6, we
obtain a Lipschitz bound on y; of the form C*(C,n) that holds up to time min{r, T},
where 7=7(C,n) >0 is a constant that does not depend on the injectivity radius bound in
(iv’). Assume now that T*<T is chosen maximal with the property that the harmonic
map heat flow exists on [0,77). If T* <min{r, T}, then we can argue as in the proof
of Lemma A.6 that the flow extends smoothly to time 7% and then restart the flow at

time T*. This would contradict the maximal choice of T*. Therefore, T* >min{r,T}. O

Using a similar construction, we can remove the assumption on the positivity of the

injectivity radius.

LEMMA A.8. Lemma A.7 continues to hold if we remove assumption (iv’) and re-
place assumption (ii’) by
(ii”) [Vg, Rm(ge)l, [V Rm(gp), [V Oegel, [V Oegi| <C on M and M’ for all t in

the interval [0,T] and all m=0,...,10.

Proof. The solution (y;) arises again via a limit argument, by Lemma A.7. For
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this purpose we represent (M, go) and (M’, gj) as a limit of Riemannian manifolds with
positive injectivity radius. The method used here can also be found in [CZ].

Choose p'e M’ and p:=x(p')eM, and denote by r:=dy(p, -) and r":=dy(p’, ) the
distance functions to the respective basepoints. Due to assumptions (i’) and (ii’), we
have InjRad>ce“1" on M and M’ for some c=c¢(C)>0 and C}=C(C)<oo.

Let i>1. By mollification of the functions

¢ :=max{0,r—i—1} and (" :=max{0,Cr'—i—1}

(for example by application of the heat flow for some uniform time and composition with
a cutoff function), we obtain approximations ¢;€C*°(M) and (/€ C*°(M’) such that

(i) ¢;=0 on B(p,0,i) and (/=0 on B(p’,0,C~%i).

(ii) ¢;>r—iand ¢/>Cr' —i.

(ifi) ¢ox<Cl+10.

(iv) [V, V™| <C for all m=1,...,9, for some C,=C%(C)<oc.

Set gt(i)::exp(QC{Q)gt and g;(i)::exp@C{C{)gg. By property (4), assumption (ii’)
of Lemma A.7 holds for g; and g, replaced by gt(i) and g;(i), and C replaced by some
constant C4=C%(C)<oo. Moreover, the injectivity radius on (M, g(()i)) and (M',g(/)(i)) is
uniformly bounded from below, by a constant that may depend on i. By property (3),
the map ¥ is moreover Cj-Lipschitz for some C}(C)<oo.

We can now use Lemma A.7 to solve the harmonic map heat flow starting from ¥
with the background metrics (gg(i))te[oﬂ and (gt(i))te[oj], on a time-interval of the form
[0, min{7,T}] for some 7=7(C,n)>0. Similarly as in the proof of Lemma A.7, these
solutions then subsequentially converge to the desired solution of the harmonic map heat

flow with background metrics (g;):co,7) and (g¢)¢efo,7)- O

Using Lemmas A.5 and A.8, we can finally prove the main short-time existence result
that is used in §12.

PROPOSITION A.9. (Short-time existence of harmonic map heat flow, general form)
For every n>1 there exists a constant 7, >0 such that, for any 0<no<m <7, and any
0<4,C<oo, there is a constant T=7(ng,n1,9,C,n)>0 such that the following holds.

Let (g¢)iepo,r) and (g9¢)iefo,r) be smooth families of Riemannian metrics on n-dim-
ensional manifolds M and M’', and consider a smooth map ¥: M'— M such that the
following holds for some C'<oo.

(i) (M, go) and (M, g{) are complete.

(ii) |Rm(ge)|, Rm(g;)|<C on M and M’ for all t€[0,T].

(iii) [Vg Rm(ge)l, [V Rm(gi)l, [V, Orgel, |V;Z@tgg|<0/t*m/2 on M and M’ for all

gt
te(0,T] and all m=0,...,10.
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(iv) —0g: <Orgr+2Ric(g:)<dgy for all t€[0,T).
(v) 34} <ugi+2 Ric(g}) g, for all t€[0,T].

(vi") X 1is a diffeomorphism and
[(X™")" 96— g0l <7o.
Then, the harmonic map heat flow equation

Oixt=Ag;,9.Xts X0=X

has a smooth solution on the time-interval [0,T*] for some min{r,T}<T*<T and for
he:=(x; ) gh—g: we have |hy|<my for all t€[0,T*]. For all t€[0,T*], the map x; is a
diffeomorphism. Moreover, if |hp«|<n’ <, then T*=T.

Proof. Fix some sequence §;—0. By assumptions (iii) and (vi”), we can find a
sequence 77(()’)%770 such that
<ng.

[(X™")*gh, — 90,

Let T:T(%(?]0+771),771,5, C, n) be the constant from Lemma A.5. Fix some large ¢ and
assume that 77(()1’) <3(mo+m). By Lemma A.8 and assumptions (i)—(iii) and (vi”), we can

solve the harmonic map heat flow equation
atXEi) = Ag{,gt Xgi)v Xéi) =X- (A‘16)

on a time-interval of the form [60;,T;], where 6;<T;<T. Assume T;<T is chosen maxi-
mally with the property that (A.16) has a solution on [f;,T;) and that, for

h? = (G 9= g
we have |h|<m for all t€[f;,T;). By Lemmas A.5 and A.8 we find that
T; > min{0;+7,T}.

Note that Lemma A.5 requires a bound on |9;h¢|, which we can obtain from assumption
(iii) and Lemmas A.4 and A.3. The same bound combined with assumption (vi”) also
allows us to argue that Xﬁ“ is a diffeomorphism for all t€[0;,T;).

We now show that we have smooth convergence of the (Xf)) to a harmonic map
heat flow (x:) on [0, min{7,T}), after passing to a subsequence. Consider some point
geM’ and set p:=x(q). By smoothness of (g;) and (g;), we can find some constant

r¢>0 such that Lemmas A.4 and A.3 are applicable at scale 7, near ¢ and p and at
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time 6;, for all i. So, after passing to a subsequence, x! converges locally in the C*°-
sense in the neighborhood of every point (q,0)e M’ x{0}. Moreover, by assumption
(iii), for any to>0, Lemma A.4 is applicable at any point of M x [to, T;] and M’ X [to,T;]
at some uniform scale ro=rq(to, C’,n)>0, which is independent of i. Iterating this
fact, and using Lemma A.3, yields local bounds on Xﬁ” for any t€[0,7). So, after
passing to a subsequence, the families of maps (XS‘)) indeed converge to a solution of the
harmonic map heat flow (x;) on [0, min{7, T'}), in the C1%-sense. Repeated application of
Lemma A.3 yields higher-derivative bounds and implies that the convergence is smooth,
after passing to another subsequence. The bounds in part (b) of Lemma A.3 imply that
Xo=X- The fact that x; is a diffeomorphism for all ¢€[0, min{7, T'}) follows from the fact

that it is a limit of diffeomorphisms ng‘) that are uniformly bilipschitz.

<’ <m,
but T* <T. Then, by Lemma A.8 we can extend the flow past time 7%, and by Lemma A.5

with no=n" we have |h;|<n; for ¢ close to T*, contradicting our choice of T*. O

It remains to show the last assertion. So, assume by contradiction that |hr-

A.4. Further results

In the following, we will prove several analytical results that are needed in §12. The
results will mostly build on the computations of §A.1.
The following proposition provides a bound on the drift of a solution to the harmonic

map heat flow, whenever the associated perturbation h is small.

PROPOSITION A.10. (Drift control) For any n>1, §>0 and A<oco there is a con-
stant n=n(3, A,n)>0 such that the following holds.

Let >0 and T<Ar? and consider Ricci flows (g¢)icor) and (g))iejor) on n-
dimensional manifolds M and M'. Let (¢t)icpo,r), ¢e: M—M', be a smooth family of
diffeomorphisms onto their images whose inverses ¢;1: ¢e(M)— M’ satisfy the harmonic

map heat flow equation

3t¢t_1 = Ag£7gt¢t_1-

Let €M and assume that for x':=¢q(z), the following statements hold:
(i) B(z,0,r) is relatively compact in M.
(i) |[V™Rm|<Ar=2=™ on B(z,0,7)x[0,T] for all m=0,1,2,3.
(iii) |Rm|<Ar=2 on B(a’,0,7)x[0,T].
(iv) —ngi<hi=¢7g:—g;<ng; for all t€[0,T].
Then, for all t€[0,T],

do(¢e(x), o(x)) < or.
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We note that this proposition is similar to Lemma A.4. In fact, this lemma could be
used in lieu of Proposition A.10. Nevertheless, we have included this proposition since

its proof is somewhat shorter and does not use local coordinates.

Proof. By parabolic rescaling, we may assume without loss of generality that r=1.
Using Lemma A.2, we obtain that if 7 is sufficiently small depending on A and n,
then for all t€[0,T] we have
|Vhy|(z) < Cont /2,

where C1=C}(A,n)<oc. So, by (A.8) and (A.7), we obtain
10:7 (1)) | = | X, (gu+he)| < Camt ™2,
where Co=Cyq(A,n)<oco. As 0;¢;=—d¢(0s¢; "o ¢), we obtain that
|0spe ()| < Camt =72,

where C5=C35(A,n)<oco. Integrating this bound, and taking into account the distance

distortion in M’ via assumption (iii), we obtain that

do(1 (@), po(@)) < Cant'/?

for some Cy=C4(A,n)<oo, as long as Cynt'/?<1. So, the proposition follows if 1<
Cy ' min{4, (24)~1/2}. O

Next, we derive short-time bounds for solutions to the Ricci-DeTurck equation. To

do this, we first establish the following barrier-type estimate.

LEMMA A.1l. For any n=1 and A<oco there is a constant C=C(A,n)<oco such
that the following holds.

Let r>0. Consider smooth families of metrics (gt)iefo,r2) and (ge+he)iejo,r2) on an
n-dimensional manifold M, a point x€M and a smooth function ue C*>(B(z,r)x [0,72])
such that

(i) B(z,0,r) is relatively compact in M.

(ii) %gtght<2gt on B(z,0,7) for all t€[0,r?].

(iii) u satisfies the inequality
O < (ge+he) Vi . (A.17)

(iv) |Rm(g¢)lg,, |0egtlg, <Ar—2 on B(x,0,7) for all te[0,r?].
(V) |V90ygs|g, <Ar—2t71/2 on B(x,0,7) for all t[0,7?].
(vi) |u|<1 on B(x,0,7)x[0,72].
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Then, for all te[0,7?] we have

u(z,t) <Ctr—24 sup wup. (A.18)
B(z,0,r)

Proof. Without loss of generality we may assume that r=1. Fix a function
f: [Oa 1] - [0,00)

such that f=0 on [0,1] and f(3)>1 and f'>0 everywhere. Set w(y):=f(do(x,y)) for
all ye B(x,0,1). By Hessian comparison and assumptions (i) and (ii), there is a constant
C;=C{(n, A)<oo such that V*9%w<Clgg on B(x,0,1) in the barrier sense. By a local
smoothing procedure (see for example [GW]) we can construct a smooth, non-negative
w' €C*(B(x,0,1)) such that, for some C,=C%(n, A)<oco, we have

(V9ou'| <Ch, V29w <Chgo and w' =0

on B(z,0,1) and w'>1 on B(x,0,1)\B(z,0,3).
For any vector veT, M, ye B(z,0, 1), we have, by assumptions (ii) and (iii),

(27}

1
95 (Vi 0ige) (v, ) = 5 (V#0ugn) (v, 0)) | < Cyt™'2

gt

d
%Vg’,gtw/

= |dwllgt

for some C4=C%(n, A)<oo. Integrating this bound over ¢ and tracing in v, we conclude,

using assumption (ii), that there is a constant C;=C"%(n, A)<oo such that
(gt+ht)iijjfg*w’ <C} on B(z,0,1) for all t€]0,1]. (A.19)
We now show that for any £>0 we have

u <w'+Cit+ sup wug+e (A.20)
B(,0,1)
on B(x,0,1) for all t€[0,1]. Evaluating this bound at = and letting e—0 will then imply
(A.18).

Note that (A.20) trivially holds for ¢=0 and for ¢>0 it can only fail on B(z,0, §) due
to assumption (vi), since w’'>1 on B(x,0, 1)\B(33, 0, %) Assume by contradiction that
(A.20) fails for some t€[0,1]. As B(z,0, 1) is relatively compact in M, we may assume
that ¢ is chosen minimal with this property. Then, ¢>0 and there is a point y€ B(x, 0, %)
at which equality holds in (A.20). It follows that at y we have, using (A.19),

e — (ge-+he) IV uy > Ch— (gu+he) TV w' > 0.

This, however, contradicts (A.17).
Therefore, (A.20) holds on B(z,0,1) for all t€[0,1] and all £>0, which finishes the
proof. O
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Using Lemma A.11, we can prove the following short-time bounds for the Ricci—
DeTurck flow.

PROPOSITION A.12. (Short-time bounds for Ricci-DeTurck flow) For any n>1 there
is a constant no=no(n)>0 and for any A<oco there is a constant C=C(A,n)<oco such
that the following holds.

Let (g¢)iefo,r2), 7>0, be a Ricci flow on an n-dimensional manifold M and let
(ht)teo,r2) be a Ricci-DeTurck flow with background metric (gt)iepo,r2). Let €M be
a point and assume that

(i) B(x,0,r) is relatively compact in M.

(ii) |Rm(g:)|<Ar=2 on B(z,0,7) for all t€[0,r?].

(iii) |he|<n<no on B(xz,0,7) for all te[0,r?].

Then, for all t€[0,72] we have

|h(z,t)> <CnPtr—2+ sup |hol?.
B(z,0,r)

Proof. By (A.6), if n is smaller than some dimensional constant, then
Oelhe|* < (ge+he) Vi | he|* +C1 | e |?

for some constant C7=C1(A4,n)<oo. So, the proposition follows from Lemma A.11 by
setting uy:=n"2e~C1?|hy|2. Note that assumption (ii) in Lemma A.11 is guaranteed if we

choose 1y sufficiently small and assumption (v) follows using Shi’s estimates. O

Lastly, we prove that solutions to the Ricci-DeTurck perturbation equation remain
small in a parabolic neighborhood if they are small on a larger ball at time zero. The
following proposition also holds for perturbations that arise from almost Ricci flows, as
discussed in §A.1.

PROPOSITION A.13. (Smallness of h at time zero implies smallness of h at later
times) For any n>1 there is a constant n=n(n)>0 such that, for any >0 and A<oo,
there is a constant 0<6=0(e, A,n)<1 such that the following holds.

Let v>0. Consider smooth families of metrics (gt)iefo,r2) and (g;)iefo,r2] 0N M-
dimensional manifolds M and M’', respectively, as well as a smooth family of diffeo-
morphisms (Xt)teo,r2) between M’ and M that satisfies the harmonic map heat flow
equation

atXt = Ag{,gt Xt-

Set hy:=(x;1)*g)—g: as in (A.2), and assume that, for some x€M, the following bounds
hold on B(x,0,6~r) for all t€[0,r?%]:
(i) B(x,0,071r) is relatively compact in M.
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ii) |[Rm(g,)|<Ar=2.

iii) |V90,g| <Ar—1.

iv) —8g:<0:gt+2Ric(gt) <dg:-
v) —0g9;<0wg;+2Ric(gy)<dg;.
vi) |he| <.

vii) |ho|<6.

Then, |h(z,t)|<e for all te[0,r?].

(
(
(
(
(
(

Proof. By parabolic rescaling, we may assume r=1. The constant § will be chosen
in the course of the proof. In the following, we will always assume that §<1.

By assumptions (ii), (iv)—(vi) and (A.6), and assuming that 7 is smaller than some
dimensional constant, we can find a constant C;=C1 (A, n)<oo such that h; satisfies the

evolution inequality
O lhi|* < (ge4+he) Vb | +Cr6+Cr |he|?
on B(z,0,671)x[0,1]. So,
ug = e~ (|hg] 2 4-8) (A.21)
satisfies the evolution inequality
Orup < (gt—&—ht)ijvlzju.

We will now derive a bound on u by an argument that is analogous to the proof
of Lemma A.11. Fix a non-decreasing function f: [0, 1]—[0,c0) such that f=0 on [0, ]
and f(3)>1. Set w(y):=f(6-d(x,y)). By Hessian comparison and assumption (ii), we
obtain that at any y€B(z,0,57!) in the barrier sense, for d:=dy(x,y),

cosh(Cad) _ ,
sinh(Cod) 7 (0-) )90 < Ca-9,

V290 < O3 (52f”(5-d)+02

where C;=C;(A,n)<oo for i=2,3,4.
As |V9u|<C56 for some C5=C5(A,n)<oo, we can argue similarly as in the proof

of Lemma A.11, using assumption (iii), that there is a smoothing w’€C>(B(z, 0,5~ 1))
of w such that w'>1 on B(z,0,6 1)\ B(,0,46 1) and

(9e+he) V5w < Cg-6 on B(x,0,671) for all t€]0,1],
where Cg=Cg(A,n)<oco. Compare this inequality with (A.19). We can now argue simi-
larly as for (A.20) to show that, for all &'>0 and ¢€]0, 1],

ug <w +Cgd-t+ sup ug+e’.
B(2,0,6-1)

So, by assumption (vii) and letting ¢’ —0, we obtain that, for all t€[0, 1]
’U,(SU, t) < C56+5+016 < 065

The proposition now follows using (A.21) if § is chosen small depending on A and n. O
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Appendix B. Properties of Bryant solitons

In this appendix we discuss properties of the (normalized) Bryant soliton (Mg.y, gBry)
that are needed in this paper. In the following, we denote by xg,y € Mpy the tip of the
Bryant soliton, i.e. the center of rotational symmetry, and denote by o:=dy, (-, 7Bry)

the distance function from the tip.

LeEmMA B.1. (Properties of the Bryant soliton) There is a rotationally symmetric
potential function feC*(Mp.yy) such that

Ric+V?2f =0, (B.1)
R+|Vf|>=R(xByy), (B.2)
dR=2Ric(Vf,-). (B.3)

Moreover, there is a constant C'p<oo such that the following holds: If o>Cp, then

Cp'lo ' <R<Cpo?, (B.4)

Ric > 0510729Bry7 as quadratic forms, (B.5)

—0,R>Cgz'a7?, (B.6)

IVfI<CB, (B.7)
|VR|,|V?Rm|,|V?Rm| < Cp. (B.8)

The metric gpyy is a warped product of the form gpry=do*+w?(c)gs: such that, for
0'>C'B7

Cp*vo <w(o) < Cpy/o. (B.9)

Moreover, for any o9>Cp, if we consider the normalized function and parameter

w(o0) and 6::10(00)

W=

and if we express w in terms of &, then, for all G€[—1,1],

i

dc?

dw

do

|w(5)—1], <Cpgogy ‘2. (B.10)

b

In other words, w=2(0q)gpry is geometrically C?-close to a piece of a round cylinder on

Mgy (00—w(00), co+w(oyp)).
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Proof. Identities (B.2) and (B.3) are standard bounds for a complete gradient steady
soliton with bounded curvature, where f satisfies the steady gradient soliton potential
equation (B.1). For (B.2) observe that the left-hand side is constant and |V f|=0 at zgyy.
Identity (B.7) is a direct consequence of (B.2).

By [Bry, Theorem 1] we know that w~c;+/o for large o and that the radial and

orbital sectional curvatures, Kr and Ko, behave like
Kr~cyo 2 and Kpn~czol.

Here c1, cp and c3 are positive constants that depend on the normalization of gpy. The
bounds (B.4), (B.9) and (B.5) follow immediately. It also follows that R decays to zero
at infinity and, therefore, by (B.2), we have |V f|?>— R(xp,y) at infinity. Combining this
with (B.3) yields (B.6). The bound (B.8) follows by Shi’s estimates.

Lastly, by the Jacobi equation, we obtain

"__

w' =—Kpw~ —01630'_3/2.

Integrating this bound and using (B.9), we obtain that w’~2cjcso0~ /2. Rescaling both
bounds by w(og) implies the bounds on the second and third term in (B.10). The first
bound follows by integration over [—1, 1] and observing that @w(0)=1. O

Appendix C. Properties of k-solutions

In this section we discuss properties of k-solutions (Definition 5.4) that are needed in
the paper. We remind the reader that we are using the curvature scale function p from
Definition 6.1.

LEmMA C.1. 3-dimensional k-solutions have the following properties:
(a) There is a ro>0 such that every 3-dimensional k-solution (M3, (g¢)te(—oo,0)) i
either a kg-solution or a shrinking round spherical space form.

(b) (Compactness) For any k>0, the collection of pointed k-solutions

(M37 (gt)te(foo,O] ) Z‘),

with k2K and R(x,0)=1, is compact in the pointed smooth topology.
(c) For every A<oo there is a constant C=C(A)<oo such that, for any point (z,t)

in a k-solution (M?,(gi)te(—oo,0)), we have

C™p(x,t) <p<Cp(z,t)
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on the parabolic neighborhood P(x,t, Ap(z,t)).
(d) For every k,l,A<occ there is a constant C=C(A,k,l)<oco such that for any

point (z,t) in a rk-solution (M3, (g¢)ie(—o0,0) we have
0F V! Rm | < Crup > 2 Ha, )

on the parabolic neighborhood P(x,t, Ap(z,t)).

(e) We have 0;R>0 and —C<O,R'<0 on every k-solution for some universal
constant C'<oo.

(f) The shrinking round cylinder is the only 3-dimensional k-solution with more
than one end.

Proof. For assertions (a), (b), (f), and the first part of (e), see [P1, §11] or [KL1,
§§38-51]. Assertions (c) and (d), and the second part of (e) follow immediately from the
compactness assertion (b). O

The following lemma is a variation on the geometric definition of canonical neigh-
borhoods used by Perelman in [P2, §1.5, §4.1].

LEMMA C.2. For every 6>0 there is a constant Co=Cy(d)<oo such that the fol-
lowing holds.

If (M, (9¢)te(—o0,0)) 18 @ 3-dimensional k-solution and (x,t)€M x (—o0,0], then one
of the following holds:

(a) The point (x,t) is the center of a d-neck at scale p(z,t).

(b) There is a compact, connected domain V CM with connected (possibly empty)
boundary such that the following holds:

(1) B(z,t,6 tp(z))CV.

(2) p(y1,t)<Cop(yz,t) for all y1,y2€V.
(3) diam; V<Coyp(z,t).

(4) If V£, then

(i) OV is a central 2-sphere of a §-neck at time t.

(ii) Fither V is a 3-disk and (M,g:) has strictly positive sectional cur-
vature, or V is diffeomorphic to a twisted interval bundle over RP? and
(M, gt) is a Zo-quotient of the shrinking round cylinder.

(iii) Any two points z1, 20 €0V can be connected by a continuous path inside

OV whose length is less than

min{d;(z1, ), ds(x, 22) } —110p(x, t).
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Proof. Suppose the lemma were false for some §>0. Then, there exists a sequence
(Mg, (9k,t)te(—o0,0)> Zk) of pointed rp-solutions and a sequence Cy— oo such the conclu-
sion of the lemma fails at time zero for all k, where Cy is replaced by Cj. Without loss of
generality, we may assume that p(zy,0)=1 for all k. Since the conclusion holds for shrink-
ing round spherical space forms when CY, is sufficiently large, we may assume by assertion
(a) of Lemma C.1 that k;>r0>0 for large k. So, by assertion (b) of Lemma C.1, we
may assume that, after passing to a subsequence, the sequence {(Mg, (gk,¢)te(—o0,0]> Tk)}
converges to a pointed k-solution (Muo, (goo,t)te(—o00,0]5 Zoo) in the pointed smooth topol-
ogy. Note that M., must non-compact, and (M, (gt)te(—oc,0)) cannot be a shrinking
round cylinder, since otherwise assertion (a) or (b) will hold for large k, contradicting
our assumptions. Now, by [KL1, Lemma 59.1], its proof, and the discussing preceding
the statement of that lemma, there is a compact manifold with boundary V., C M, such
that B(Zoo, 0,26 1 p(2s0,0)) C Vi, the boundary OV is the central 2-sphere of a 3-neck
at time ¢, and either V,, is diffeomorphic to a 3-disk and (Mo, (9¢)e(—o0,0)) has strictly
positive sectional curvature, or Vy, is diffeomorphic to a twisted interval bundle over RP?
and (Moo, (9¢)te(—o0,0)) 18 isSometric to a Zy-quotient of a shrinking round cylinder. Now,
for large k, the domain V, yields a compact domain with boundary satisfying assertions
(i)-(iii). This is a contradiction. O

PROPOSITION C.3. Let (M, (gt)ie(~c0,0]) be a 3-dimensional r-solution. If
O R(p,0)=0 for some pe M,
then, modulo parabolic rescaling, there is a pointed isometry of Ricci flows

(Mv (gt)te(foo,O] ap) — (MBrya (gBry,t)tG(foo,O]a xBry)-

Proof. The fact that (M, (g¢)te(—o0,0) is a steady gradient soliton was shown by
Hamilton in [Ha3], where he analyzed the equality case of his matrix Harnack inequality
for the Ricci flow (see [Ha2]). Below we have included an alternate proof of this that
incorporates several simplifications. Brendle showed that up to homothety the Bryant
soliton is the only k-solution that is a gradient steady soliton (see [Bre2]). Finally, for

gradient steady solitons, we have
OR=dR(Vf)=2Ric(Vf,Vf),

where f is the soliton potential. Since Ric>0 on the Bryant soliton, we have V f(p)=0.
Because zpyy is the unique critical point of the soliton potential of gg,y, this forces the

homothety (M, go)—= (MBry, gBry) to map p t0 Tgyy. O
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In the remainder of this appendix, we will give a simplified proof of the first part
of Proposition C.3, which was shown by Hamilton in [Ha3]. The proof is based on
his matrix Harnack inequality (see [Ha2]) and Brendle’s strong maximum principle in
vector bundles (see [BS, §2]). The reader may also consult a more general treatment of
Hamilton’s Harnack inequality due to Brendle (see [Brel]), as we will mainly rely on the
terminology developed in this work. As a preparation, we briefly recall the main ideas
of Hamilton’s proof. The bound 0; R>0 follows from the following theorem after passing
to the limit T'—oo.

THEOREM C.4. Let (M, (gt)ie(—1,0]) be a 3-dimensional Ricci flow with complete

time-slices and bounded, non-negative sectional curvature. Then,

R
OR> . (C.1)

The proof of this bound follows from the following matrix Harnack estimate: Con-
sider the bundle E=TM ® AT M over M. We introduce the following (time-dependent)

generalized curvature quantity Se€Sym, E*:

Si((z,ur Aug), (y, v1 Ave)) =W (x, y)+ P(us Aug, y)+ P(vy Ave, )+ R(uy, ug, va,v1),

where
W(z,y)=(A Ric)(sc,y)— yR+2 Z x,e;,e;,y) Ric(e;, e5)
=1
, i,j=
72 Ric(z, e;) Ric(e;, y).
i=1
and

P(u1,u2,y) = (Vy, Ric)(uz, y) — (Vu, Ric)(u1, y).

Hamilton (see also [Brel] for the terminology used here) observed that this generalized
curvature quantity satisfies an evolution equation that is similar to the evolution equation

for the curvature tensor:
Dy, S =AS+Q(5S).

Here A:Zil ﬁei%ei is the connection Laplacian on Sym, E* with respect to the con-

nection V that is induced by the following connection on E:

V.(X,a)=(V.X, V,a+Ric(z) AX)
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and

Do, (X, Ui AUz) = (8, X +Ric(X)— L (U, AU2)(VR, -),
8,5(U1/\U2)-|-Ri(?(U1)/\U2-‘rU1 ARiC(UQ)).

(X, Uy, Uy and « denote time-dependent local sections of TM and A;T M, respectively.)
The quadratic part Q(S) is non-negative definite, whenever S is non-negative definite.
By a more general approach, which takes into account the case in which S is indefinite,
but bounded from below, Hamilton deduces the following lower bound for the quadratic
form S: For all (z,a)€E we have

S((2.0). (2.0) > = g Rie(a ). (C2)
This implies that
W(x,z) > 72(%_@ Ric(z, z).
Tracing this equation in = yields
Lo R=AR 1AR+|R' =tr W > 1 p (C.3)
gt T 2 ATy '

which implies (C.1).

We can now present the proof of Proposition C.3.

Proof of Proposition C.3. It remains to consider the case in which 9;R(p,0)=0 for
some pe M. We first argue that the all sectional curvatures on M x (—oo, 0] are positive.
If not, then by a standard strong maximum principle argument, this implies that the flow
locally splits off an R-factor. It follows that the universal covering flow is homothetic to
the round shrinking cylinder, in contradiction to 9, R(p,0)=0.

Letting T'— oo in (C.2) we obtain that S, and hence W are non-negative definite
everywhere on M x (—o0,0]. As 9;R(p,0)=0, we obtain from (C.3) that W (p,0)=0. So,
S(p,0) has nullity of at least 3. On the other hand, S(p,0) restricted to 0GATM is
strictly positive definite, as the sectional curvatures at (p,0) are positive.

So, the nullity of S(p,0) is equal to 3. We can now apply the strong maximum
principle due to Brendle (see [BS, §2]) and conclude that, for all (¢,t)eM x (—o0, 0], the
nullity of S(g,t) is 3 and the nullspace Ny ; of S(g,t) forms a time-dependent sub-bundle
in E that is invariant under parallel transport with respect to \% (in space) and 56,, (in
time).

Next, observe that since all sectional curvatures on M x (—o0,0] are positive, the
sub-bundle 0®A;TM C M intersects N only in the origin over every (g,t)€M x (—oo, 0].
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So, at every time ¢t<0, the vector bundle E is the direct sum of the subbundles N. o and
0@ AT M. Tt follows that there is a smooth, time-dependent, section (F})ie(—oo,0 Of the
endomorphism bundle End(T'M, AoT M) such that, for all ¢<O0,

N.,={(z, Fi(z)):x € TM}.

Let us now express the fact that N is parallel with respect to V in terms of F , at some
fixed time £<0. To do this, let g€ M and weT, M, and consider a locally defined vector
field X such that, at ¢,

0=V.(X,F(X))=(V.X,(V.F)(X)+F(V.X)+Ric(2) A X).
It follows that V., X =0 and
(V.F)(X)+Ric(z)AX =0. (C4)
Let A:=tr» F' be the trace of the first two factors of F' viewed as a section of
T*"MTM®TM.

Tracing (C.4) yields

3
V.A—2Ric(z) = VZA+Z(<Ric(z), ei)ei—(eq, e;) Ric(z)) =0.
So
(Lag)(z,y) = (Vad,y)+(z, VyA) =4 Ric(z,y),

which implies that (M, g;) is a steady soliton. As
(Ve A, y) =2Ric(z,y)

is symmetric in z and y, the vector field A is a gradient vector field if M is simply
connected.

We can now apply Brendle’s result (see [Bre2]) and conclude that the universal cover
of (M, g;) is homothetic to (Mg.y, gBry) for all ¢<0. Since all isometries of Mg, leave
TBry invariant, it follows that (M, ¢;) is homothetic to (Mp.y, gBry) for all t<0. So, by
uniqueness of Ricci flows with bounded curvature, the flow (M, (g¢)te(—o0,0)) has to be

homothetic to the Bryant soliton. O
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Appendix D. Smoothing maps

LEMMA D.1. (Smoothing bilipschitz maps between cylinders) For every >0 there
is a constant §>0 such that the following holds.
Let
$: 8% (0,3) — S*xR

be a (1+0)-bilipschitz map, where both cylinders are considered to be round and of the

same scale. Then, there is a (1+4-¢)-bilipschitz map
$:5%x(0,3) — S xR
such that ¢=¢ on S'x(0,1) and such that ¢~5|SQ><(1,2) s an isometry.

Proof. Let a>0 be a small constant whose value we will determine in the course of

the proof, depending on €. A limit argument implies that, if
5 < 6(a), (D.1)
then there is an isometric embedding v: S? x (0.1,2.9)—S? xR such that
d(¢(z),x(z)) <a for all z € 5%x(0.1,2.9).

After replacing ¢ with ¥~ 'o¢, where ¥:S?xR—S2 xR is the isometric extension of Y,

we may assume without loss of generality that
d(¢(z),z) <a for all z€S?x(0.1,2.9). (D.2)

Next, we will carry out a mollification procedure on 5% x (0,3) producing a family
of bilipschitz maps ¢j3: 52%(0,2.9)— 5% xR such that ¢j3=¢ on S$2x(0,1) and such that
¢>/3 has improved regularity on S?x(1.5,2.9). This would be a completely standard
mollification procedure, except for the fact that the scale of the mollification varies slowly.
For this purpose, we fix a smooth cutoff function p: 5% x (0,3)— [0, 1], depending only on
the (0,3)-factor, such that p=0 on S?x(0,1) and p=1 on S?x(1.5,3). Let moreover,
0<8<0.01 be a constant whose value we will fix in the course of the proof. The function
Bp will determine the scale at which we mollify ¢.

Let

X :=$*’xRCR*xR=R*

be the standard embedding. Our mollification construction is similar to that in [K].
However, in our case we can simplify the construction by using the embedding X C R*

and the nearest point projection

proj y: R*\ ({(0,0,0)} xR) — X.



UNIQUENESS AND STABILITY OF RICCI FLOW 211

Let ¢: [0,00)—[0,1] be a smooth cutoff function such that ¥=1 on [0, 3] and =0 on

[1,00). Set
a::/’ ¥(|v|) dv.
R3

Then, we can define ¢: 5? % (0,2.8)—=S* xR as follows:

o(o)=proix ([  olexpy(Bm)a (o) ) (D.3)

Cramm. (a) ¢j is smooth.

(b) ¢s=¢ on {p=0} along with all higher derivatives.

(c) d(¢s(x),z)<3(a+2B), for all x€S>x(0.1,2.9), assuming a,d<0.01.

(d) For any &' >0, the following holds if B<B(e), 6<(e') and a<a(e’,B). The
map ¢y is (1+€')-bilipschitz and, for all x€S%x(1.5,2.8), we have

|(d¢b)m—(didsaxR)z| <g.
Here, we compare both differentials within the ambient space R*.

Proof. Assertion (a) follows from the definition of ¢} and assertion (b) holds since
all derivatives of p vanish on {p=0}.
For assertion (c), observe that
$(expy (Bpv))a™ (|v]) dv
T, X
is the center of mass of a distribution that is supported on

¢(Bx (z,8)) C Bra(d(x),28) C Bga(w,a+2p).

Due to the convexity of the latter ball, the center of mass must be contained in the same
ball, and hence the nearest point projection lies in Bga(z,2(a+24)). Since 8<0.01, we
have

Bga(z,2(a+28))NX C Bx(z,3(a+28)).

We now prove assertion (d) using a contradiction argument. Assume that assertion
(d) was false for some fixed ¢’>0. Choose a sequence §;, v, 8;—0 such that «;/8;—0.
Then, we can find a sequence of (146, )-bilipschitz maps satisfying (D.2) for a=q; and
points x; €52 x (0.1, 2.8) such that one of the following holds:

(A) We have

|15, ,)a (vi)] = 1] > €' (D.4)

for some unit tangent vector v; at z;.

(B) We have z;€S5%x (1.5,2.9) and

‘(d(b;,ﬁl)wl_(dldS?X]R)a:J >E/~ (D5)
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By assertion (b), we have p(z;)>0 for large ¢ in case (A) and p(z;)=1 in the case
(B), by the definition of p. Moreover, by passing to a subsequence, we may assume that
one of the above cases holds for all i.

Consider the rescaled metric g;:=(B;p(2;))"2gs2xr- Then, the sequences of pointed

manifolds

{(5?x(0,3),9i,2:)} and {(S*x(0,3), g, ¢i(:))}

converge in the pointed smooth topology to pointed Euclidean space. Moreover, with
respect to the corresponding rescaling, the maps ¢; converge in the pointed topology
to maps ¢oo: R?—R3, after passing to a subsequence. As the ¢; are (1+46;)-bilipschitz,
their limit ¢ must be a Euclidean isometry. Furthermore, note that in case (B) we
have dg, (¢:(y), y)<a;/B;—0, so in this case we even have ¢oo=idgs.

On the other hand, due to the mollification procedure (D.3), the maps ¢; 5. converge

smoothly to a map ¢, with

o@)= [ a0 (o oo

This implies that ¢/ is also a Euclidean isometry, and in case (B) we even have ¢/ =idgs.

This, however, contradicts the smooth convergence and (D.4) or (D.5). O

We now apply a standard gluing procedure on S?x (1.5,2) to obtain a map

$:S?%(0,3) — S?xR

that agrees with ¢} on S$2x(0,1.5) and with idgzxg on S%x(2,3). In order to ensure
that this map is (1+¢)-Lipschitz, we use assertions (c) and (d) of the Claim and assume
that

a+28<c(e) and & <c(e)

for some constant c¢(¢)>0. We now verify that we can choose «, 5 and § such that these
bounds, the conditions of assertions (¢) and (d) of the claim and (D.2) hold. Choose
£'<c(e) and then S<min{(¢’), 1¢}, where 3(¢’) denotes the upper bound from assertion
(d) of the claim. Next, choose agmin{d(a',ﬂ), ic}, where @(g’, 8) denotes the upper
bound from assertion (d) of the claim. Lastly, we choose §<(¢’) according to assertion
(d) of the claim, and 6<d(a) according to (D.1). O
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